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I. MODELLING OF THE KINETIC
AND REGULATORY BEHAVIOUR
OF ENZYMES
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STATISTICAL PROBLEMS OF KINETIC MODEL BUILDING
L. ENDRENYI

Department of Pharmacology and Department of Preventive Medicine
and Biostatistics, University of Toronto, Toronto M5S 1A8,
Canada

ROLE AND LIMITATIONS OF STATISTICS IN MODEL BUILDING

Statistical methods are utilized with increasing frequency for the
evaluation of quantitative data. They are, of course, often very useful.
Indeed, one aim of this brief review is to call attention to their
applicability. At the same time, thoughtless application of any useful
technique or method can lead to misinterpretations, exercises in futility
and dangerous misunderstandings. Therefore, it may be worthwhile to delimit
the place of statistical procedures in kinetic and in general, in
quantitative investigations.

Certainly, it is pointless to ask for the statistical evaluation of
data when the conclusions are obvious anyway. Thus, the presence or
absence of "statistical significances" can be meaningless when
phenomena are clearly observed. After all, the use of statistics in the
biological sciences is only a fairly recent custom, and many very
valuable observations have been made and conclusions reached without
resorting to such "sophisticated" procedures.

Thus it may not be useful to apply statistical methods for the
evaluation of data which are practically error-free or involve only very
small errors. Similarly, statistics can be of little help in the presence
of very scattered, poor ohservations. Artificial manipulation or
"massaging" of such data can only mislead an unwary investigator.

Statistical methods are applied most fruitfully with moderately
scattered data. They can be used very effectively and efficiently
indeed in the vast range of studies admitting this condition.

Substantial information can frequently be extracted which would be
inaccessible to other methods.

Nevertheless, like any technique, statistical analysis of
experimental data has its limitations and will not provide an
all-embracing solution, a panacea to all kinetic modelling problems.
Consequently, it is a dangerous practice (seen with increasing frequency in
the literature) to rely for analysis solely on numerical, statistical
solutions and computer printouts. These methods should not be used
blindly but with great deal of common sense, ideally in conjunction with
traditional procedures, including linearizations and replots which
frequently provide at least guidance for the interpretation of the
observations. The continuous interplay between statistical computations
and graphical evaluations is very strongly recommended.

1.1



STRATEGY OF MODEL BUILDING

A scientific investigation is performed presumably in order to learn
about a biological, chemical, physical, etc. phenomenon. Certainly, at
the conclusion of the study, and possibly at its commencement, assumptions,
hypotheses are made which characterize the phenomenon. As a result, a
biological, chemical, physical, etc. model is visualized.

BIOLOGICAL  MODEL

HYPOTHESIS
MATHEMATICAL MODEL
DESIGN ANALYSIS
MODEL IDENTIFICATION
PARAMETER ESTIMATION
OBSERVATIONS
EXPERIMENT

Fig. 1. General strategy of model building.

For the purpose of quantitative studies, this model can be
described in mathematical terms. The resulting expressions, the
mathematical models, can characterize simply straight-line, linear
relationships or they can be much more complicated, such as a system of
differential equations.

The hypothesis of a mathematical model should be justified and
characterized on the basis of observations. Usually experiments are
designed, performed and analyzed for this purpose. Therefore, the
experiment and its analysis have two main purposes: First, the validity
of the mathematical model must be evaluated, for example, by testing the
linearity of a supposedly straight-line relationship. Adoption of a
mathematical model implies also conclusions about the validity of the
biological model, since computations based on the observations at least do
not argue against it.

Once a model is tentatively accepted, interest centers on the
evaluation of its constants. Actually in practice, the computations
involving model identification and parameter estimation are usually
pursued simultaneously. In principle, however, these two processes should
be carefully distinguished not only in order to clarify the principal
purpose of the investigation (a very important requirement, not always
considered), but also because the efficient experimental design for
estimations and for validity tests may not be the same (Hill, Hunter and
Wichern, 1968).

The repeated cycle between model hypothesis and experimentation, in-
cluding the design and analysis of the latter, is a basic characteristic of
scientific investigations (Box and Hunter, 1962). It is illustrated in
Fig. 1.

As an illustrative example, the Briggs—-Haldane model for
simple enzymic reactions will be considered:
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The corresponding mathematical model, the Michaelis-Menten equation,
describes the relationship between the reaction velocity (v) and the
substrate concentration (c):

Vc

v T T R c %
m

The expression characterizes a rectangular hyperbola with two constants:
The maximal velocity (V) and the so-called Michaelis constant (Xp) -

In order to characterize a particular enzymic system, an investigator
performs an experiment with N observations. The observed reaction
velocities,

Vci

\ = R 5 ] e RSN |
m i

are not free of experimental errors (ej) which are superimposed on the
unknown true velocities, so that

v = v +e, .

As will be described later, the model can be analyzed by several
methods. These include the various well-known linearizations of the
hyperbola which can be utilized to test the validity of the mathematical,
and therefore of the biological model (the Michaelis-Menten equation
and Briggs-Haldane mechanism, respectively). This approach (which is, as
will be seen, not necessarily the best one) relies on the evaluation of the
actually observed linearity of the transformed observation.

The linearizations and the corresponding plots can be utilized also for
the estimation of the two parameters. This is a customary procedure but, as
will be seen, certainly not a recommended one.

PURPOSES OF MODEL BUILDING

Investigations into the characteristics of models (i.e., model building
studies) are pursued for two main reasons. The first driving force is man's
quest for knowledge, his search for insight into manifestations of nature.
Therefore, he wishes to establish the features of various phenomena, to
describe the mechanisms of processes, including those of chemical
reactions, and to evaluate the magnitude of natural constants, including
those of equilibrium and rate constants.

The second principal motivation for developing models lies in their
utilization. For example, they can be applied for interpolation, and to
some extent even for extrapolation and, therefore, for prediction.

But merely for prediction we do not necessarily require models
based on natural, e.g. biological foundations. In principle,
superficial but appropriately descriptive and sufficiently accurate
characterizations would be quite satisfactory. Thus, we can distinguish
two kinds of models: Those fundamentally relying on natural principles,
including those based on mechanisms of processes (mechanistic or
deterministic models), and those in which such foundations are more
tenous or perhaps even entirely absent. Such empirical models may simply
involve, in part or entirely, past experience concerning the properties and
behaviour of the investigated system.
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The mathematical form of a mechanistic model reflects, of course,
features of the underlying natural models. An example is the already
mentioned Michaelis-Menten equation. In contrast, empirical models may be
described by very simple expressions, such as polynomials which may contain
coefficients having no physical meaning at all.

The methodology of statistical analysis of the experiment, in
particular that of parameter estimation, follows the division between the
two model types. As will be indicated in greater detail later, parameter
estimation must be performed with much greater care when insight into a
model is desired than with the interest of the investigator restricted
merely to the prediction of responses.

FACTORS AFFECTING MODEL IDENTIFICATION AND PARAMETER ESTIMATION

Quite naturally all investigators want to obtain information as
reliably and as efficiently about the studied models as possible. It is,
therefore, necessary to consider the main factors influencing the
effectiveness of model validity tests and of parameter estimation. These
include

i) the properties of the experimental error;

ii) the experimental design; and
iii) the method of evaluation.

The development and evaluation of models is assisted very
substantially if the investigator pays thorough attention to these factors.
In order to emphasize this important point, the recommended considerations
and actions are summarized in Table 1. They will be analyzed now in some
detail.

Table 1.

Investigators' approach to factors influencing the
effectiveness of model building

Factor Action expected of
investigator
Experimental error Recognizes characteristics

Constant absolute error?
Constant relative error?

Experimental design Carefully chooses optimum
Number of observations
Range of observations
Scaling of observations

Method of analysis Selects principal method
Nonlinear regression Uses combination
Weighting?
Linear transformations,
graphs

14



CHARACTERISTICS OF THE EXPERIMENTAL ERROR

It is assumed in most model building procedures, including those
based on the methods of least squares, that the experimental errors are
present only in the dependent but not in the independent variables, that they
are random and have constant variance. independently of the magnitudes of the
variables and that, for the evaluation of statistical significance tests
and confidence limits, they follow the normal, Gaussian distribution.
Failure of one or more of these assumptions can lead to inadequate and
misleading results.

Deviations from the assumption of normally distributed errors are
rather difficult to detect. For example, plots of the estimated errors (the
residuals, to be discussed later) in cumulative normal grids require a large
number of observations (Daniel and Wood, 1971). Fortunately, results of
analyses are believed to be quite robust against moderate divergences from
normality.

The assumption of randomness implies that the various observations and
their errors are independent of each other, with no correlations among
them. This is often reasonably correct in the case of binding or steady-
state rate equations. However, as illustrated in Fig. 2, correlations

NO AUTOCORRELATION POSITIVE AUTOCORRELATION

)¢ t

Fig. 2. 1Illustration of autocorrelated observations for concentration
measurements of an accumulating product with time.

between consecutive time-dependent observations can be very high. The
consequences of such autocorrelations (which are estimated by the
corresponding observed serial correlations; Kendall and Stuart, 1966) are
generally small (Suranyi, 1973) and therefore neglected. Still, it is
worth pointing out that apparent serial correlations can be brought about by
unusual, outlying data points. Therefore, detection of outliers is aided
by the analysis of error correlations (Reich, 1974).

Among the characteristics of experimental errors, the assumption of
their constant variance is particularly important since divergences from
its validity have very strong effects on the outcome of model identification
tests and parameter estimations. Fortunately, as we shall see later,
deviations from this condition can be fairly conveniently evaluated and
corrections can be made for these.

Very frequently, the absolute magnitude of the experimental error tends
not to remain the same in the whole range of the investigation
(corresponding to the assumption of constant error variance) but increases
proportionately with the value of the response (the reaction velocity in
kinetic studies). Actually, in this case, the ratio of the error to the
response, i.e. the relative error, i.e. the coefficient of variation remains

15



constant, which is a very usual condition.

Therefore, it is important that the investigator should make a
serious effort to recognize the trend in the error behaviour (cf. Table 1).
In particular, he should evaluate whether the absolute or the relative

Table 2.

Principal types of error behaviour

Absolute error Relative error
oy oi/Vi
Constant Decreases with v

Increases with v Constant

v,: Reaction velocity predicted at i-th

i
observation.

ci: Expected standard deviation of i-th
observation.

error remains constant in his experiment (Table 2). Residual plots, which
will be described later, can be applied to advantage for this purpose.

EXPERIMENTAL DESIGN

The design of the experiments has very strong influence on the
effectiveness of model identification (Box and Hill, 1967) and parameter
estimation (Box and Lucas, 1959). Therefore, whenever possible, the
investigator should select the most efficient design for the task
(cf. Table 1). In particular, the components of the design should be
considered, including

i) the number of observations (N);

ii) the range of the measurements; and
iii) the arrangement or spacing of the independent variable.

Increasing the number of observations improves, of course, the
effectiveness of all aspects of model building (when correctly executed,
see later). The final number will be the result of a compromise between
the desired excellence of the results and the increasing expense in time,

effort and funds.
The effect of the observational range on the outcome of the model

building may be more surprising since efficiency can frequently be

improved not by expanding but, on the contrary, by restricting the range of
experimentation. For example, in hyperbolic kinetic or binding studies,
with constant absolute observational errors, the effectiveness of parameter
estimation is improved when the measurements are restricted to relative
velocities not lower than 0.2 or to fractional bindings not lower than 0.4
(Endrenyi and Kwong, 1972).

This is illustrated in Fig. 3. With constant absolute error, both the
precision and the bias of the parameters improve when the range of the
observations is restricted at the lower end. In contrast, with constant
relative errors such confinement would be ruinous since, under this error
condition, the precision and accuracy of the estimated parameters improve
by widening the range of observations.

16
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Fig. 3. Effect of experimental design on the precision and accuracy of
kinetic parameters which are estimated by nonlinear regression.

Each point represents the averaged result of 100 computer
simulated experiments with N=5 observations, with the concentrations
uniformly spaced, and true parameters V = 1.0 and Ky = 1.0.

Either constant absolute error of o; = 0.10 or constant relative
error of 0y = 0.20 vy was assumed in the experiments. In the
latter case the parameters were evaluated by weighted nonlinear
least-squares calculations.

The open circles show estimates of V, the dark triangles refer
to those of Kp.

The lower half of the diagram provides a measure of the bias
(deviation from the true value of unity) in the average value of
the estimated parameters. The upper half illustrates MSE, the
mean square parameter error averaging the variances of the
estimated parameters, which is a measure of their precision
(reproducibility).

The smallest and largest relative velocities, v] and vg, are
indicated on the bottom and at the top of the diagram, respectively.

Such considerable contrasts between effective experimental designs
emphasize again the great importance of the necessity for recognizing the
error behaviour of the observations.

Restricting the range of observations does not agree with the usual
conduct of the investigations. For the explanation we have to return to
the already stressed two main purposes of mechanistic model building:
Model identification and parameter estimation. The desirability, under
certain conditions, of restricting the range of measurements has been
concluded for the efficient evaluation of the two parameters. This has



implied that we have been reasonably certain of the applicability of the
Michaelis-Menten equation. If, however, the appropriateness of the model is
to some extent in question then readings have to be obtained also at lower
concentrations in order to evaluate, for instance, the absence of
sigmoidicity. Ideally again a compromise should be reached in which some
observations aim at demonstrating the applicability of the hyperbolic model
while the remaining ones evaluate the parameters in the most efficient way
using the most effective design for this purpose.

METHOD OF ANALYSIS

By far the most frequently technique of statistical model building
is the method of least squares since, as we shall see later, it has many
favourable properties.

Initially, an arbitrary set of values is selected for the model
parameters. From these, on the basis of the model, responses (reaction
velocities) are calculated which are compared with the observed responses.
The basis of the comparison is the so-called sum of squares (SS) which is
the sum of the squared differences between the observations (Vi) and the
corresponding values predicted from these models (¥4),

2

SS = Z(vi - 01)

By selecting new values for the parameters, the predicted responses and,
therefore, the sum of squares can be recalculated. As the best values,
those parameters will be chosen which yield the smallest of all possible
sum of squares. These estimated, least-squares parameters are designated by
a "hat'" mark over them.

In the example of the Michaelis-Menten equation, the two parameters,
V and Ky, can be systematically varied to obtain their least-squares values,

and ﬁm, corresponding to the minimum sum of squares,

~

S§ = Z(vi = s=———) .

Km + ci

As mentioned above, corrections can be made if changes in the error
variance are recognized. In this case, the sum of squares is weighted
before minimization,

A &l
ss, ij_(vi -vy) s

with weights (wi) inversely proportional to the variance of the error,

w, <« l/oi §

i

1f, for example, the relative error of observations is constant
throughout the range of experimentation then the standard deviation is
proportional to the response (which is estimated by the predicted response),

18



and the weight is inversely proportional to the square of the predicted
response,

w, a llvi

i

Therefore, the minimized sum of squares is now
a (2 ~2
ss, = Z(vi - vi) / vy .

It must be emphasized concerning the selection of weights that they
should be based on a scheme of error behaviour (e.g., constant absolute or
constant relative errors) involving the entire set of observations since
this gives reasonable confidence in their validity. The weights should not
rely merely on replicate readings obtained at a given experimental condition
(at a given set of independent variables; Ottaway, 1973) since their
reliability would be very limited. The reason for this, in statistical
language, is that they would be based on very few degrees of freedom.

The calculations, based on the method of least squares are quite
straightforward if the model is linear in all of its parameters since,
in this case, the parameters and the corresponding minimum sum of squares
can be computed from explicit formulas. If, however, the model is not
linear with respect to all of its parameters, then the sum of squares must
be minimized by iterative calculations. Naturally, such nonlinear
regression analyses are facilitated by the use of computers.

The Michaelis-Menten model is linear in one of its parameters, V,
but not linear with respect to the other, Km. Thus, its analysis should
involve nonlinear regression computations (Wilkinson, 1961; Cleland, 1963,
1967; Bliss and James, 1966).

Traditionally, evaluations of the Michaelis-Menten equation have been
based on one of its linear transformations. These have been used both for
model identification and parameter estimation. Their analysis can be
purely graphical or again the method of leasqﬁquares may be applied.
Consequently, as will be discussed, there is a selection among the
analytical methods (which is in fact much wider). Therefore, the
investigator can and should choose the best, most effective procedure among
these (cf. Table 1). An even more preferable approach, especially in studies
of complex systems, utilizes more than a single procedure. Without
exception, each of these has limitations. Reliance on only a computational
or solely on a graphical method can be very dangerous. Consequently,
mutual confirmation of the conclusions and quantitative results by a
variety of methods is very desirable. This procedure is strongly
recommended and urged.

PROBLEMS OF NONLINEAR REGRESSION COMPUTATIONS

To recapitulate, in nonlinear regression analysis the model
parameter values are varied until they yield the smallest sum of squares
value. Therefore, we are searching for an absolute minimum
on a surface of sum of squares plotted against the appropriate parameter
values (Fig. 4).

Several computational schemes have been devised which explore the
surface, seeking its minimum. The task of such optimization routines 1is
easy when the surface itself is smooth with nearly ellipsoidal sections
indicating almost linear characteristics (Fig. 4a). At other times, however,
the surface is bent, elongated, '"banana-shaped" (Fig. 4b). The search for

2¢ 19



ss/ (b)

Fig. 4. Sum of squares surfaces. The sum of squares (SS) is plotted
against the corresponding parameter values (87 and 6,).
Projections of the surfaces (corresponding to their sections)
are shown in the plane of the parameters. This contains also the
parameter combination indicated by + which yields the minimum SS.

(a) Surface with almost elliptical sections and, therefore,
with nearly linear characteristics. (b) Elongated, bent, strongly
nonlinear surface. (c) Surface with a local and an absolute
minimum.

SS

6

its minimum is much more difficult, often frustrating. Still other
surfaces have more than one minimum (Fig 4c). Their exploration may falsely
stop at a local minimum instead of going on to the true absolute minimum.

There are many general and very useful computer programs and packages
attempting to remedy these difficulties (for example, Cornish-Bowden and
Koshland, 1970; Atkins, 1971; Reich et al., 1972, for kinetic purposes).
All  of them can conveniently be used for most model building
problems. However, none of the routines can solve all difficult
situations and none can claim to provide the all-round best procedure.

The problem of multiple minima was already mentioned. As a result,
the user is never quite certain of reaching the smallest sum of squares,
the absolute minimum. This problem of uniqueness can be overcome by
starting the exploration of the surface at several points, that is, by
assuming initially several different sets of parameters. They should yield
repeatedly the same final set of constants.

It should be emphasized that the assumed error behaviour with the
corresponding weights determines the shape of the sum of squares surface.
Consequently, the minimum and the least-squares parameters are fixed by

20



supposing, for example, the condition of constant absolute or constant
relative error but they do not involve the assumption of any kind of error
distribution.

RESIDUAL PLOTS, TEST OF ERROR BEHAVIOUR

After reaching the minimum, the various assumptions made earlier must
be tested. Very important among these is the hypothesis of random errors
having constant variance which is evaluated most frequently by the very
useful residual plots. These contrast (weighted) residuals with the
various independent variables, with the observed or the predicted response
or with the time sequence of the observations (Draper and Smith, 1966;
Daniel and Wood, 1971, pp. 27-32). Systematic deviations, nonrandom trends
indicate the inadequacy of the assumed model.

The weighted residuals are (Box and Hill, 1974)

f@; (observed response - predicted response)

for reaction velocities.

For example, if a hyperbola is fitted to kinetic data which actually
characterize a system with positive deviations from hyperbolic behgviour
(for instance, a system described by a sigmoidal rate curve) then systematic

VELOCITY (v)

CONCENTRATION (c)

2 |(b) a | {c)
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CONCENTRATION (c) VELOCITY (v)

Fig. 5. Residual plots demonstrating the inadequateness of an assumed model.
(a) Hyperbolic rate curve fitted to observations involving a
nonhyperbolic kinetic system. (b) Residuals plotted against the
independent variable or (c) against the observations show
systematic trends, i.e., deviations from randomness.

trends are noted in the observed residual plot (Fig. 5). Advantages of the
plot include its being illustrative and very sensitive. This is useful
since, for example, positive nonhyperbolicities are not necessarily indicated
by the appearance of sigmoidicity (Ainsworth, 1968; Endrenyi, Chan and

21



Weng, 1971).

Residual plots can be applied not only in order to aid model
identification, but also to characterize the observational error and, in
particular, to distinguish between the two main types of error behaviour.

CONSTANT ABSOLUTE ERROR| CONSTANT RELATIVE ERROR
PLOT
o =CONSTANT /v =CONSTANT
//—
RATE L5
Z ! i
CURVE v g
c
RESIDUALS }
el gy = —— e
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ss =
° RESIDUALS ;
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Fig. 6. Residual plots testing the behaviour of the experimental error.
The two rate curve plots illustrate the two main types of

error behaviour: constant absolute error or constant relative
error. If a rate equation is fitted to the data by assuming the
former error condition then the residuals conforming with the error
behaviour show randomness in a horizontal band. Conflict with the
true error behaviour is revealed by a widening belt. Similarly,
randomness is indicated when the curve-fitting based on the
assumption of constant relative errors corresponds to the true
error properties, while a narrowing error band suggests
disagreement with the error hypothesis.

As illustrated in Fig. 6, a given set of observations can be fitted
successfully by least-squares curves based on the assumption constant
absolute and then by constant relative error. The assumption corresponding
to the true error behaviour yields a plot in which the residuals with the
appropriate weights are randomly placed in a horizontal band. In contrast,
by using weights not corresponding to the true error behaviour,
characteristically non-random plots are obtained. For instance, assuming in
the computations constant relative errors when, in fact, the absolute
magnitude of the errors tends to remain constant, the band of residuals
narrows. The reverse situation is indicated by exactly the opposite
pattern: If a system is actually characterized by constant relative errors
but the data are fitted by assuming constant absolute errors, then the
residuals are in a wedge-shaped, widening zone.
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Various formal schemes have been proposed for the evaluation of error
behaviour. These include the use of transformations (Box and Cox, 1964),
the regression of the absolute value of the residuals (e) against the
response (Glejser, 1969), and an F-test comparing the sum of the
squares of the last residuals in an ordered sequence against the sum of the
squares of the initial residuals (Goldfeld and Quandt, 1965),

2 2 2

- +oea) [ (e1 + e, )

Kwong (1972) compared these methods and concluded that the F-test was most
powerful. He recommended that the first and last m points of the sequence
should be included in the test where m is the integer part of (N+3)/4 .

For example, with N=10 observations, m = Int(13/4) = 3 , and

2 2 2 2 2
elo + eg + e8) / (el + e,
The performance of the test has not been compared with those of the
residual plots. Their use is very strongly recommended both for model
identification and for the evaluation of error behaviour.

2
F (eN + e

F = ( + eg)

MODEL IDENTIFICATION

We return now to the main tasks of model building: Model identification
and parameter estimation for the characterization of mechanistic models and
for prediction.

Some approaches have already been mentioned which are useful for the
identification of models. They included the application of residual plots
which could indicate incompatibility with the assumed model.

Serial correlations were noted to indicate disagreement with some of the
assumptions made or to suggest the presence of outliers.

Some other useful criteria have been summarized by Bartfai and
Mannervik (1972). These include the success of nonlinear regression
computations and examination of the estimated parameter values. Slowness or
failure of the computer routine to converge, from several initial points, to
a minimum raises suspicion about the validity of the model. Similarly,
doubts are caused by unreasonable values of the estimated parameters or by
their relatively large standard errors. (It has occasionally been suggested
that negative parameter estimates, which could not characterize kinetic or
equilibrium constants, would be restricted simply by constraining the range
of accessible values. It is firmly believed that this approach would
merely evade but not solve the problem. As we shall now see, negative
estimates of constants actually call attention at their dispensability.)
Convergence problems, unreasonable parameter values or large errors are often
manifestations of the same problem: The presence of redundant parameters.
Eliminating these from the model will frequently cure the anomalies
(Box and Jenkins, 1970; Reich and Zinke, 1974). Redundance is indicated
also when the information matrix has very small eigenvalues.

The variance of the observational errors estimated from the minimum sum
of squares provides further evidence of the adequacy of the model. If an
independent measure of the errors is available, for instance, from replicate
observations, then the two estimates can be compared. Substantial,
"significant" difference between the two estimates suggests a deficiency of
the investigated model.

If an independent error estimate is not available then the use of the
sum of squares is restricted to comparing the plausibility of the various
alternative models. The sums of squares yielded by the different models
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can be contrasted and the expression giving rise to the smallest value
accepted as most likely to be correct. The procedure has been described for
rate equations by Pettersson and Pettersson (1970) and applied by

Bartfai et al. (1973) and Augustinsson et al. (1974). It is worth
emphasizing again that assumption of the appropriate error behaviour is
critical in all statistical modelling calculations.

Occasionally high values of multiple correlation coefficients are
presented to demonstrate the acceptability of a model. This is quite
meaningless for a number of reasons. For one, it is quite possible to
have a curve fitting, in general, very well to the data points and still
yielding non-random residuals.

As mentioned earlier, several approaches are available to many
modelling problems. Returning for illustration to the example of the
Michaelis-Menten equation, its identification may involve not only
statistical but, in fact more usually, graphical procedures. These
evaluate the presence or absence of linearity in one of the transformed
plots of the hyperbola. However, comparison of the various methods
(Moosavi and Endrenyi, 1974) indicates that, when least-squares
methods are used for analysis, decisions based on (weighted) nonlinear
regression are much more powerful than the analysis of the transformation.
However, purely graphical evaluations should not be dismissed. Non-
hyperbolicities are quite sensitively detected by the Eadie-Hofstee
(or by the equivalent Scatchard) plot. The most frequently used
Lineweaver-Burk plot is inferior because of its extreme insensitivity
(Moosavi and Endrenyi, 1974).

PARAMETER ESTIMATION FOR PREDICTION

The main and often unstated aim of many investigations is to
characterize sufficiently a system in order to enable the satisfactorily
accurate interpolation and prediction of its responses. Certainly, this
seems to be the case in various branches of kinetics. Many chemical
kinetic data find application in the practice of chemical engineers
designing reactors and other plant units; drug kinetic observations and
constants are used primarily for the characterization and prediction of
drug responses under various conditions; enzyme kinetic results are utilized
for predicting features of metabolic regulatory systems.

If prediction of responses is recognized as the primary purpose
of an investigation then the requirements for the design, execution and
analysis of the experiments become different, generally less stringent. This
is illustrated (Fig. 7) again on the example of hyperbolic kinetic
experiments described by the Michaelis-Menten equation. If prediction
is required only in the low concentration, first-order region (as is
frequently the case, for example, in pharmacokinetic applications) then the
observations may also be restricted to this range. However, such an
experimental design does not permit evaluation of the maximal velocity,

V, and therefore the Michaelis-Menten constant, K , can be
estimated also with only great uncertainty. The Eiagram illustrates two
pairs of parameters which describe the linear portion equally well. This
indicates that one parameter is actually redundant. The linear part of the
rate curve can indeed be characterized by a single constant, the ratio of
V/K .

m
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Fig. 7. Use of unsatisfactorily estimated parameters for prediction.
Response prediction is required only in the approximately
linegr range of the hyperbola and, therefore, observations are
restricted to this range. From these, the maximum velocity (V)
and, therefore, the Michaelis constant (Km) can be evaluated only
very imprecisely Consequently, the two pairs of constants,
(V ,Kp ) and (V ,Km ), are plausible but uncertain estimates.
Still, both pairs provide good prediction in the desired region.
One parameter, V/Ky , is sufficient to characterize the rate
curve in its linear range, while one constant is redundant.
Consequently, redundant parameters can be applied for response
prediction. However, they should not be utilized for mechanistic
modelling.

Thus, it is quite appropriate (even if not too elegant) to use a model
containing redundant parameters for purposes of prediction. After all,
we are not really interested now in the constants or their errors.
They merely serve as a means for the main purpose of the investigation,
prediction. This is in sharp contrast with the study of mechanistic
models: We wish to know their parameters with high precision. Consequently,
redundant constants will be excluded from deterministic models.

ESTIMATION OF MECHANISTIC MODEL PARAMETERS

As just indicated, evaluation of mechanistic models requires the
inclusion of the smallest possible number of interpretable parameters.
This principle of parsimony (Tukey, 1961) means that the mathematical
representation of an otherwise plausible model would have to be simplified.
For example, it may not be possible to evaluate some constants of
mechanistically interpretable higher-degree rate equations and, therefore,
these may have to be represented by the less complex, more superficial Hill
equation (Hurst, 1974; Reich and Zinke, 1974). The situation may arise
simply because of the given true magnitude of the natural model constants.
For instance, stepwise equilibrium constants and most cumulative formation
constants of the Adair equation, which characterizes most binding systems,
cannot be evaluated in the presence of strong positive cooperativities
(Endrenyi and Kwong, 1973).
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Several methods are frequently available for the assessment of
model constants. Again, they include not only statistical but also often
very useful graphical procedures. The relative merits of these procedures
have been evaluated only in a few instances. For example, various
approaches estimating the two Michaelis-Menten parameters have been
compared in computer simulations (Dowd and Riggs, 1965; Colquhoun, 1969;
Endrenyi and Kwong, 1972). As illustrated in Table 3 for two specific
experimental designs, the precision (reproducibility) and accuracy
(correctness) of parameters obtained by nonlinear regression and from the
various linear transformations were noted. Quite consistently, the
customarily and still most usually used double reciprocal Lineweaver-Burk
plot yielded extremely poor results.

Among the linear plots derived from the hyperbolic expression, the
reverse of the Hanes plot, the contrast of c against c/v , gave the best
results when the absolute experimental error was constant. This plot
excelled also with constant relative errors but only with harmonic and, to
some extent, with geometric spacing (Endrenyi and Kwong, 1972). The
parameters obtained by this linearization have frequently more favourable
properties than those based on (weighted) nonlinear regression.

Nevertheless, nonlinear least-squares analysis has advantageous features
which recommend its use with asymptotically large samples: The estimated
parameters are efficient (have the smallest possible variance), consistent
(essentially, unbiased) and normally distributed (Hartley and Booker, 1965;
Jennrich, 1969; Malinvaud, 1970). For practical purposes it is probably
more important that the optimality of these parameter estimates does not
deteriorate badly at small sample sizes (Endrenyi and Kwong, 1972).

This means also that the parameters obtained by (weighted) nonlinear
regression are comparatively robust, that is, while they may not give the
best possible results, they will never give very poor, misleading or
imprecise answers either. This feature strongly suggests the use of the
(weighted) nonlinear least-squares method.

Some alternative procedures evaluating the Michaelis-Menten parameters
have been described recently. They include the separate estimation of the
two parameters on the basis of paired observations (Miguel Merino, 1974;
Fajszi and Endrenyi, 1974), and an ingenious graphical procedure determining
the constants in parameter space and using nonparametric methodsfor their
assessment (Eisenthal and Cornish-Bowden, 1974).

The evaluation of model constants requires ascertaining not only the *
magnitudes of the parameters but also their errors. Unfortunately, this
principle is not always followed. At any rate, even the separately
expressed parameter errors contain incomplete and somewhat misleading
information. For illustration, Fig. 8b shows the separate 99% confidence
limits of the two Michaelis-Menten parameters evaluated in an experiment.
Confidence limits estimated jointly for the two constants are also
displayed in the diagram. The separate limits contain an extensive range of
parameter combinations which are excluded by the joint limits. On the other
hand, some further admissible pairs of constants would not be considered
by the separate limits.

The joint limits are slanted upwards thereby indicating that the two
parameters are correlated in the positive direction. This is reasonable
since together with a larger V value we would expect to determine also a
larger Km value.
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Table 3.

Accuracy and precision of Michaelis-Menten parameters
estimated by various methods!@

Method of Geometric Ardthmetde
estimation

v Km v Km
y x Mean RMS(b) Mean RMS Mean RMS Mean RMS

Constant absolute

error
(@ 1ilv 1/c |287.1 %) | s35.0  « 76.8  * 28.2 %
(e) v v/e 85.2 23.6 71.6 49.3 98.5 20.6 101.3 55'sd
(£) c/v c 108.6 28.4 1323 85:2 108.9 26.9 136.8 95.8

1/c 1/v | 101.8 * 95.6 * 96.0 * 92.0 *
(g) vl/e v 95.6 * 723 * 218.0 * 487.1 *
(h) ¢ c/v 96.3 20.0 98.2 60.8 97.0 19,7 97.2 69.
d)y w c 104.9 23.8 115.6 71.0 1079 30:2 128.9 108.
Constant relative

error
(d) 1/v 1/c | 106.0 * 117.0 * 109.6 * 1375 *
(e) v v/e 92.7 2145 85.7 40.9 96.6 20.5 93.8 49,
(f) c/v c 106.1 22.6 120.0 64.1 103.0 28.3 117.6 98.

1/c 1/v | 139.3 * 177.2 * 975 * 95.7 *
(g) v/e v 124.5 299.0 151.5 504.9 126.4 * 1717 *
(h) ¢ c/v 96.9 179 95.6 513 88.5 20.4 70.0 71
1) v c 109.4 26.5 124.9 82.8 110.3 37.0 132.6 130.3
(3) v(w) c 103.6 29.3 109.4 58.4 105.9 24.6 117.0 60.4

(a) 750 computer simulated experiments were performed with 5 observations
spaced, between relative velocities of 0.20 and 0.80, either in a
geometric or in arithmetic progression of concentrations. The true
values of the two parameters were assumed to be 100. With constant
absolute errors, the standard deviation o = 10, with constant relative
errors o,= 0.20v, .

(b) RMS: Root mean square of the estimated parameter, the square root of
the average observed parameter variance.

(c) * indicates RMS > 1000.

(d) Lineweaver, H. and Burk, D. (1934). J. Am. Chem. Soc. 56, 658.

(e) Eadie, G.S. (1942). J. Biol. Chem. 146, 85; Hofstee, B.H.J. (1952).
Science 116, 329.

(f) Hanes, C.S. (1932). Biochem. J. 26, 1406.

(g) Scatchard, G. (1949). Ann. N.Y. Acad. Sci. 51, 660.

(h) Endrenyi and Kwong (1972).

(i) Nonlinear regression.

(j) Weighted nonlinear regression.
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Linear approximations: (@) _Single parameter limits _ (b)

Ellipses &= 001 ‘ a = 0.01 4 a = 0.01

10 — T

(<)

Fig. 8. Separate and joint parameter confidence limits.

Approximate 90 and 99% confidence limits (0=0.10 and 0.01,
respectively) to a given set of hyperbolic kinetic observations
based (a) on elliptical contours (linear approximation), and
(b) on sum-of-squares contours. The latter are nearly elliptical.
The second diagram includes also the 99% limits estimated
separately for the two parameters. They include a large range of
parameter pairs which is excluded by the joint limits.

(c) The approximately elliptical shape of the sum-of-squares
contours is distorted further away from the minimum which is
indicated by a + sign. (d) Contours in the inadmissible region of
negative Km values.

The joint confidence limits actually represent a given, constant value
of the sum of squares. Consequently, as comparison of Figs. 8b and 8c
indicates, the elliptical shape of the sum-of-squares contours (projected
sections of the sum-of-squares surface) are gradually distorted with in-
creasing distance from the minimum. This can be seen further in Fig. 8d
which shows contours at negative K values.

In spite of their usefulness,mconfidence and sum-of-squares contours
have scarcely been applied until now.
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SUMMARY

1. An investigator must know very clearly the primary purpose of
his/her investigation. In particular, it should be realized whether the
observations aim mainly at the future prediction of the responses
(empirical models) or at gaining insight into natural phenomena, including
mechanisms of processes (mechanistic or deterministic models).

2. The effective design and analysis of experiments depend on their
purposes: (a) prediction, (b) identification of mechanistic models, or
(c) evaluation of their parameters. Response prediction does not
necessarily require precisely estimated parameters and it may rely on
redundant constants.

3. Features and procedures of model building are illustrated on the
example of the hyperbolic Michaelis-Menten equation which characterizes the
Briggs-Haldane mechanism of simple enzymic reactions.

4. Designing the experiments in accordance with their primary purpose
assists their evaluation and can substantially improve the reliability of
the conclusions. For instance, provided that the absolute observational
error tends to remain constant throughout the range of experimentation, the
precision and accuracy of the estimated Michaelis-Menten equation improve
by restricting the range of observations to relative velocities exceeding
at least the 0.2.

5. Analysis by the method of least squares requires that the error
behaviour (for instance, constant absolute or constant relative error) be
known or at least assumed. The experimental design and the conclusions
reached by the analysis can be vastly different depending on the actual
and assumed error structure. Assumptions about the distribution of errors
are required only for the calculation of confidence limits and statistical
significance tests.

6. Residual plots are very useful for testing the validity of an
assumed model and for evaluating the error behaviour.

7. Especially in more complex systems, graphical and statistical
procedures frequently supplement each other. Each method has its
limitations. Therefore, conclusions concerning model validity and parameter
values should be reached by the joint application of several procedures.
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REGULATORY PROPERTIES OF DISSOCIATING AND
ASSOCIATING ENZYME SYSTEMS
BeI.Kurganov

Institute for Vitamin Research, Moscow, USSR

INTRODUCTION

All allosteric enzymes possess a subunit structure. At cer-
tain conditions they reveal the possibility to dissociate
into individual subunits which are usually enzymatically
inactive. On the other hand, the molecules of allosteric
enzymes often contain the additional association sites whose
saturation occurs at association of protein molecules. The
typical situation is that the similar association is accom=
panied by diminution of specific enzyme activity owing to
steric screening of active sitese.

The displacement of equilibrium between oligomeric enzy=-
me forms under the influence of metabolites is one of the
allosteric mechanisms of enzyme regulation in vivo (Datta
et al.,1964; Kurganov,1967,1968; Nichol et al,,1967; Frieden,
1967,1968; Bonsignore et al,,1968; LeJohn et al.,1969; Con-
stantinides and Deal,1969; Stancel and Deal,1969), It is
worth noting that the regulatory characteristics of polyme=-
rising allosteric enzyme systems (the shape of the dependen=
ces of enzymatic reaction rate on concentration of substrate
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or allosteric effector, the character of combined action of
allosteric ligands on enzymatic "activity and so on) depends on
enzyme concentration.

The kinetic approaches to analysis of kinetic behaviour
of dissociating and associating allosteric enzyme systems
were elaborated by Kurganov (1967,1968)., These approaches
allow to prove the existence of allosteric interactions medi-
ated by the displacement of equilibrium between oligomeric
enzyme forms under the influence of substrates and allosteric
effectors and isolate allosteric interactions in individual
oligomeric forms. The separation of such two types of allos-
teric interactions becomes possible if one analyses the set
of the dependences of specific enzyme activity on enzyme con-
centrations obtained at various fixed concentrations of sub=
strate and allosteric effectors.

Taking into account the great importance of the dependen~
ces of specific enzyme activity (i.e. initial velocity of
enzymatic reaction divided by enzyme concentration) on con=-
centration of enzyme at analysis of kinetic behaviour of
dissociating and associating allosteric enzyme systems, I
decided to devote my report to the discussion of the charac-
ter of specific enzyme activity versus enzyme concentration

plots for polymerising enzyme systems of different types.
ASSOCIATING ENZYME SYSTEMS OF THE TYPE MONOMER =— N=MER

The dependence of specific enzyme activity on enzyme concen=-
tration is determined by three parameters for the associa-

ting enzyme systems of the type monomer == N-mer. These

32



parameters are the specific enzyme activity of monomer, a4
the specific enzyme activity of N-mer, ays and the associa-
tion constant for the equilibrium monomer — N=mer, KN (KN =
[N-ner]/[monomer]n). If the equilibrium between monomer and
N-mer 1s rapid in comparison with the over=all enzymatic
process, the association constant KN is the apparent constant
which depends on concentrations of allosteric ligandse. Speci-
fic enzyme activity and total enzyme concentration calcula=-
ted on monomer are connected by the following relationship
in the case of system monomer == N-mer (Kurganov,1973):
(ay-2 )" (2 -a) - NKN[E]:-1(a-aN)N =0 (1)
In Fige1 the dependences of relative specific enzyme acti-
vity on dimensionless enzyme concentration N_Q/E;[E]O are
represented in logarithmic coordinates for dissociating and
associating enzyme systems of the type inactive monomer /=
active tetramer (a) and active monomer == inactive tetramer
(b)s Similar standard plots may be superposed on experimen-
tal data represented in logarithmic coordinates, This proce-
dure enables to estimate association constant and the speci-
fic enzyme activities of oligomeric forms for the enzyme

systems of the type monomer 7= N-mer where one of the oligo=

meric enzyme forms is catalytically inactive.

ASSOCIATING ENZYME SYSTEMS OF THE TYPE MONOMER === DIMER =

TETRAMER

The cases have been discussed when only one of the oligome-

ric forms is enzymatically active.



a) inactive monomer ——* inactive dimer —— active tetramer
Specific enzyme activity and total molar enzyme concentra=-
tion calculated on monomer are connected by the following

relationship (Kurganov,1973):

=0 (2)

where a, is the specific enzyme activity of tetramer, K‘l and
K2 are association constants for the equilibria monomer _—=
dimer and dimer = tetramer respectively. Specific enzyme

activity increases with increasing enzyme concentration. The

log(a/a,) log(a/a,)
ot 0
-2 .5 & -1 "
a b
_5 A1 1 I 1 _2 i 1 1 1
-2 0 2 -2 (o} 2
1°8{3~/K4 [E]o} 103{3,/1(4[3]0}

Figels The associating enzyme system of the type

monomer == tetramer (N=4).

The dependences of relative specific enzyme activity (a/a#
and a/a1 respectively) on dimensionless enzyme concentration
3&[!]0 for enzyme systems of the types inactive monomer
= active tetramer (a) and active monomer —= inactive tet-
ramer (b). a, and a, are the specific enzyme activities of
monomer and tetramer respectively.
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plots of a vs [I]o are sigmoidal and sigmoidicity increases
with decreasing value of K1/K2 ratio (Fig.2).

b) inactive monomer ——= active dimer — inactive tetramer

2
f i - (2], | — (3
a, 2a2K1[l]° 2 9 a,

vhere a, is the specific enzyme activity of dimer. Specific
enzyme activity passes through a maximum with increasing
enzyme concentration (Fige3).

¢) active monomer — inactive dimer T—= inactive tetramer
(1-a/a0)? -2K, (8], (a/ap)? - 4K3x, ()2 (a/a )" = 0 (4)

where a, is the specific enzyme activity of monomer. Speci=-
fic enzyme activity decreases with increasing enzyme concen=-
tration. At K,;/K, < 0.04343 the plots of a vs [E] are

sigmoidal (Fige4).

N
ASSOCIATING ENZYME SYSTEMS WITH LINEAR INDEFINITE TYPE
OF ASSOCIATION

Let us discuss the associating enzyme systems of the types
H2H22H3::... (I) and 2H2D2D22D3 Z¥eea (IX)s In
the systems of the first type monomer (M) has two associa=-
tion sites and is able to form polymer having indefinite
lengthe. In the systems of the second type dimer (D) which is
in equilibrium with monomer forms linear associates Di'
Model Ia
Monomer has two association sites which are overlapped with

active sites in such a manner that half of total number of
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a/a, Fig.2. Associating enzyme system
of the type inactive monomer -—
inactive dimer —~active tet-
ramer.

The dependences of relative spe=-

cific enzyme activity a/a4 on

dimensionless enzyme concentra-
D 10 15 3/ 2
tion \/K1K2[x]° calculated by
?/xixz[z]o means of Eq.(2) at various
values of d—=K1/12.
log(a/aa) Fige3. Associating

or enzyme system of the
type inactive monomer
— active dimer _—

inactive tetramer.

The dependences of re-
=1.,0 lative specific enzyme
activity a/a2 on di-

mensionless enzyme

w |

-2 -1 0 ) 2 concentration ézxﬁxzx

x[s]° calculated by

1og{?/K$K2[E]°} means of Eg.(3) at
various values of
o =K1/12.

Fige4+ Associating enzyme system
of the type active monomer —
inactive dimer ™ inactive tet-
ramer.

The dependences of relative spe-
cific enzyme activity a/a1 on di-
mensionless enzyme concentration
2/KﬁK2[B]o calculated by means

of Eq.(4#) at various values of
aL=K1/K2 .
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active sites of the monomer is sterically screened in each of
two contacts of monomer with its neighbourse. In this model
associate Mi and monomer M have the same number of active
sites accessible to substrate. Let us assume that active
sites accessible to substrate in each of oligomeric forms are
identical and independent and the association constants for
each association step (xi=[H1]/[H][H1_1)) are identical
(these constants are designated by K)o Let a, be the specific
enzyme activity of free monomer. The specific enzyme activity
calculated on monomer for associate Mi will be equal to a1/i.
For associating enzyme system under discussion the depen=
dences of specific enzyme activity on total molar enzyme con-

centration calculated on monomer has simple form (Kurganov,

1974) ¢
2a1
a = (5)

1 +V1+l+'i (E],

In accordance with this expression specific enzyme activity

decreases with increasing enzyme concentration and becomes
proportional to [E];ﬁ at relatively high values of [B]o
(Fige5)e

The model of linearly associating emnzyme system with
steric screening of active sites was used by Kempfle et al.
(1972) for description of the dependence of rate of gluta=-
mate oxidation catalyzed by beef liver glutamate dehydroge-
nase on enzyme concentration (Fig.6). Using the data of the
work of Eisenberg and Tomkins (1968) Kempfle and co=-workers

drew the conclusion that the specific activity calculated on
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log(a/a1) Fige5+ Model Ia (associating

0 enzyme system of the type
M ZHa‘—_’H}‘—_’... with
steric screening of equiva=-
0.5 lent and independent active
= sites in the course of asso=-
ciation).
The dependences of relative
il " : =g , specific enzyme activity,
-1 0 1 2 a/a,, on dimensionless enzyme
loéf[i]o concentration K[B]o calcula=-
ted by means of Eq.(5).
4
vx10 o loga
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Pige.6s The dependence of rate, v, of glutamate oxidation
catalyzed by beef liver glutamate dehydrogenase on enzyme
concentration (a) (Kempfle et 2l.,1972) and the plot of spe~-
cific enzyme activity, a, on enzyme concentration constructed
by us in logarithmic coordinates (b).

Solid lines for both Figures are calculated by means of Eq.
(5) at a,=430 moles of NADH per min per mole of eanzyme and

X = 5!10z M=, The dimension of v is moles of NADH per li-
ter per min and dimension of a is moles of NADH per min per
mole of enzyme. The molecular weight of the enzyme is accep~

ted tobe equal to 212 000. 0.1 M phosphate buffer, pH 7.6,
0.1 mM EDTA, 10" M L-glutamate, 102 M NAD. 25°C.
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oligomeric form "1 remains constant in the course of associa-
tion. Taking into account that the association constants for
individual steps of association of beef liver glutamate dehyd-
rogenase are identical (Dessen and Pantaloni,1969; Chun and
Kimy,1969; Chun et al.,1969; Reisler et al.,1970; Markau et
al.,1971), we can expect the validity of Eq.(5), if one assu-
mes, of course, that active sites accessible to substrate in
each oligomeric form are identical and independent. The upper
Figure represents the dependence of velocity of enzymatic
reaction catalyzed by glutamate dehydrogenase on enzyme con=-
centration obtained by Kempfle and co-workers (1972). In
lower Figure the dependence of specific enzyme activity of
glutamate dehydrogenase on enzyme concentration constructed
by us in logarithmic coordinates is showne. The solid curve is
theoretical ones It is seen that the experimental data may be
satisfactorily described at the following values of parame-
ters: the specific enzyme activity of free "monomer" (with
molecular weight 312 000) is equal to 430 moles of NADH per
minute per mole of "monomer™ and the association constant is

equal to 5x106 H'1.

Model Ib

The type of active sites screening is the same as one in the
Model Ia but it is assumed that active sites are interacting
and the character of active sites interaction in free monomer
and in associate is different. In this model two parameters
are necessary for characterization of enzyme activity of

oligomeric forms, namely a, (the specific enzyme activity of
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free monomer) and ;2 (22/1 is the specific enzyme activity
of associate M; calculated on monomer) .

The dependence of specific enzyme activity on enzyme con-
centration for the Model Ib has the following form:

& 2(V1+hi[x]° = Y

+ a (6)

| 2
(1 +|1+4% [£] )2 1 +V1¢4E[E]°)2

At Ezla1 >2 the dependence of specific enzyme activity on

enzyme concentration passes through a maximum with increasing
enzyme concentration (Fig.7). It is worth noting that the
slopes of the linear asymptotes at sufficiently high enzyme

concentrations are equal to =0.5.
Model Ic

Let us assume that at complete saturation of association
sites of monomer not allofthe active sites but m of them
are sterically screened (m <n)., The number of active sites in
associate M, is equal to [1n-(1-1)n]. If active sites are
identical and independent and if catalyticefficiencies of
active sites accessible to substrate in linear associate Hi’
on the one hand, and in free monomer, on the other hand, are
identical, the dependence of specific enzyme activity on

enzyme concentration has the following form:

m 2m/n
a=a1 1 = —— 4 (7)

= 1 +VAHE (5]

The plots of loga vs log[s]o have plateau in the regions

of relatively low and relatively high enzyme concentrations
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respectively. The slope of tangent in the inflection point is
equal to =-0,067, =0,111 and -0,168 at m/n=1/3, 1/2 and 2/3

respectively (Fig.8).
Model IIa

The active dimer which is in equilibrium with inactive mono-
mer is able to form linear associates having indefinite
lengthe Let K1 be the apparent association constant for the
equilibrium monomer —— dimer and EZ be the apparent associa-
tion constant for the equilibrium D + Di-1 :::Di° It is assu-
med that active sites in dimer are identical and independent
and that association of dimers does not result in steric
screening of active sites, Such model was suggested by Hofer
(1971) for association of phosphofructokinase from rabbit
skeletal muscles.

For the Model Ila specific enzyme activity and total mo-

lar enzyme concentration are connected by the following rela=

tionship:
" \/a2¢2aK2[E]o - a,
1 - - =0 (8)
a

2 K, (&), V2ak,(E],

where a, is the specific enzyme activity of dimer. The shape
of the dependence of specific enzyme activity on enzyme con-
centration is determined by the ratio of association con-
stantse. In Fige9 the theoretical dependences of relative spe=-
cific enzyme activity, a/a2. on dimensionless enzyme concen-

tration zzxﬁia[n]o are represented at various values of K1/i2

ratioe When this ratio is less than 0,08 these dependences
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Fige?7+ Model Ib (asso-
ciating enzyme system of
the type M:HZZHBZ"'
with steric screening of
interacting active sites
in the course of associa-
tion).

The dependences of relative
specific enzyme activity,
a/a1, on dimensionless en-
zyme concentrationm, K(E] ,
calculated by means of Eq.
(6) at various values of

ﬁ =:2/a1.

Fige.8s Model Ic
(associating enzyme
system of the type M
H22H32 eee With ste-
ric screening of m of

n independent and equi=
valent active sites in
the course of associa=-
tion. The dependences
of relative specific
enzyme activity a/a1

on dimensionless enzyme
concentration E[E]o
calculated by means of

-0.5-
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become sigmoidal.

Model IIb

It is assumed that active dimer has two association sites
which are overlapped with active sites in such a manner that
half of thetotal number of active sites of dimer is sterically
screened in each of two contacts of dimer by its neigh=-
bours. If active sites accessible to substrate in free dimer
and associates D1 are identical and independent, the follo=
wing relationship connects a and [E]O:

2 * oK (E], 4

1 +\/m;1 (B),(2a,+ak, [E] ) 5 - =0 (9)
2a2 a

2a

Specific enzyme activity passes through a maximum with incre-
asing enzyme concentration (Fig.10)., The slope of asymptotes
in logarithmic coordinates is equal to 1 at [E]o —> 0 and
-0.5 at (B], — .

In conclusion, I should like to emphasize that the
reliable analysis of the dependences of specific enzyme acti-
vity on enzyme concentration is possible only when associa=-
tion of the enzyme is studied independently using physical

methodse.

SUMMARY

The shape of dependences of specific enzyme activity on en-
zyme concentration has been analysed for associating enzyme
systems of the types monomer = N~mer, monomer ——dimer ——tet-
ramer and for associating enzyme systems with linear indefi-

nite type of association.
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Fige9s Model IIa (asso=-
ciating enzyme system of
the type 2M D ,—_’Dal—_'

D3:... where M is inac=-

tive and specific enzyme
activity of D does not

change in the course of

o . A 2 .. association).
2 3 * The dependences of rela-
?/Kﬁxz[g]o tive specific activity,
a/aa, on dimensionless
enzyme concentration 3\/Kiiz [l]o calculated by means of rela-
tionship (8) at various values of 0T=K1/—K-2.

log(a/aa)

=1.0r

A 1 I A

- -1 0 1 2
. 1og{3,/x‘3x2 [E]o}

Fig.10. Model IIb (associating enzyme system ZHZD_—_’DZZ
DB;::... where M is inactive and association of D is accom-

panied by steric screening of active sites).

The dependences of relative specific activity a/a2 on dimen=
sionless enzyme concentration 2/!??2[3]0 calculated by

means of relatiomship (9) at various values of o =K1/1_(2.
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PROBLEMS OF TWO-SUBSTRATE ENZYME KINETICS
THE CONCEPT OF ENZYME MEMORY

Jacques Ricard

Laboratoire de Physiologie Cellulaire Végétale Associé au
C.N.R.S. Université d'Aix-Marseille, Centre de Luminy,
13288 Marseille Cedex 2. France.

One of the classical problems of multi-substrate enzyme kinetics
is to determine whether there is an order in the addition of the substrates
and the release of the products during an enzyme reaction []-7]. This
matter has been recently revived by the emergence of a new concept
that of enzyme memory [8,9]. The aim of this lecture is to discuss this
problem in connection with a possible regulatory behavior of some monomeric

enzymes.

In Figure | are presented two possible reaction schemes for subs-

trate binding on a two—substrate monomeric enzyme. If the enzyme binds
the substrates in an obligatory order, the reaction model is said to be

ordered. One substrate (A for instance) will be the first to be bound and

the other one (B) will be second.

If the free enzyme can bind the substrates in either order, the
reaction mechanism is defined as a random one. In the reaction schemes of
Figure 1 we take into account only the binding of the substrates. All the
steps following the addition of substrates (transformation of substrates
into products, release of the products) have been expressed by an apparent

*
rate constant k .

Obviously, an ordered mechanism can be considered as a limiting

case of a random mechanism, and one may wonder whether the term "ordered
mechanism" has any physical significance for a given real enzyme. Here ,

this term will be used in its operational meaning. Since most, if not all,

ordered mechanisms are in fact random mechanisms considerably shifted
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towards onme reaction path, the term "ordered mechanism" will be used to
indicate a mechanism in which one reaction path only can be experimentally
detected. When both reaction paths are experimentally detectable a mecha-

nism will be defined as random.

At this stage of the lecture it is of interest to speculate
about the possible structural significance of the concept of ordered mecha-
nism. The fact that the free enzyme molecule cannot bind the second
substrate to any appreciable extent suggests that the binding of the first
substrate molecule induces a conformational change that allows the binding
of the second substrate. Ordered binding of substrates and ordered release
of products are thus likely to be associated with sequential conformation
changes of the enzyme molecule. But these sequential conformation changes
might in turn generate "memory" phenomena. If the enzyme "recalls" for a
while the conformation stabilized by the last product after its desorption,
then the free enzyme will appear under two different conformation states,
giving rise to deviations from classical Michaelian behavior. This point

will be discussed at length in this paper.

I - KINETIC METHODS OF DISCRIMINATING BETWEEN ORDERED AND RANDOM MECHANISMS

There are several kinetic methods that allow one to decide
whether a reaction mechanism is ordered or random : the analysis of
product inhibition [6,7], the evaluation of isotope exchange [10—12] and
the use of alternative substrates [13,14] . Only the last method will be

discussed in the present lecture.

Let. us suppose that the ordered mechanism of Figure 1 is in
initial steady-state conditions, whereas the random mechanism of the
same Figure is in a pseudo-equilibrium state. Both mechanisms then give
rise to the same type of rate equation that can be written as

(E] o o o
(1) p <:>0+_A P R

v (a]  [8] [a][B]

where the ¢ are groupings of rate constants (the so-called Dalziel

cefficients), [E]O the total enzyme concentration and v the initial steady-

state or pseudo-equilibrium rate. Thus the kinetic schemes of Figure | are
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indistinguishable on the basis of a classical kinetic study. They are

defined as homeomorphic.

The principle of the alternative substrates method rests on the
kinetic analysis of the transformation of a substrate in the presence of

an analogue of that substrate, which is taken as a competitive inhibitor

of the reaction. If, for instance, A is the substrate and A' the alternati-

ve substrate, the method will use rate determination of the disappearance
of A in the presence of A'. This can usually be achieved by the use of a
coupled assay. Models of Figure | in the presence of an alternative subs-

trate of A, A', can be written as shown in Figure 2. For the ordered
model of Figure 2, the reciprocal rate equation describing the transfor-

mation of A in the presence of A' can be written as

=], W, %, %, ]
= @0 + —+ — 4+ + — @A + —
v (] [8] [a][B] [a] (8]
(2)
o) on/0g + [B]
o oL T +[8]

where v is the initial steady-state rate of reaction for A,® and &'
the kinetic coefficients of the substrate and the alternative substrate,

respectively.The explicit formulation of these kinetic coefficients is

: | 1
TR S | S B S
k k' k k!
1 1
*
k_ +k’ A} .'
3) 0, = —— T Rl
K Efe e
2 k k2
* ' el
® k-l(k+k-2) Y k_l(k +kl2)
AB = =t e A'B = __..__T_
]  § 1
k]kzk klk2k

If the random mechanism of Figure 2 is in pseudo-equilibrium

state, the reciprocal rate equation (the reciprocal rate of transformation

of A in the presence of A') is
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(4)

P S ——

T W T WE W

(], %% % %p . (4] ¢ N d’fs% %8
= =
A B

where the ® and ¢' are still the kinetic coefficients of the substrate

and the alternative substrate respectively. They are expressed as

' '
el Bl ol Bk
' (273
k k k K4 k K6
'
(5) % . | % .
Tt
kK3 kl(3
'
QAB‘-T-]—— (PA'B-‘_l__.
TR
k K]KZ k Kle

A compulsory order model with B' as alternative substrate, is

presented in Figure 3. The reciprocal rate equation is now

oy Dy 5 *_¢é+ﬁ+_%_3+[_lﬂ3¢.+jg§_¢g
v % [ @ WE B [@m) %

The ¢ and ¢' are still the kinetic coefficients of the substrate and the
alternative substrate. Their expression is similar to that already given

(expressions 3).

Inspection of equations (2), (4), and (6) indicates , at least
in theory, a possibility of discriminating among ordered and random mecha-

nisms. From equation (2) (with A' being the alternative substrate) it is
obvious that the reciprocal plots should be linear with regard to the
first substrate A but curvilinear with respect to the second substrate B.
Some possible shapes of the reciprocal plots obtained by computer simula-

tion are presented in Figure 4. If, on the other hand, the alternative
substrate is B', an analogue of the second substrate B, or if the mechanism

is random, the reciprocal plots are always linear.

Although very simple at first sight, the direct use of rate

equations (2), (4), and (6) can give rise to misleading interpretations
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because a non-linear rate equation can, under certain conditions, generate
linear or quasi-linear plots with regard to l/[B]. Expression (2) is the

equation of a hyperbola that has an oblique asymptote

o, o, %, %, wm W
v (a] (8] ([a] [8] [a]
(9)
' L4 ) Al )
an %8 2 %A% 5 %8 % _ % s %
2
ShslBl Oy ®xp ®ars

and a vertical asymptote

(10) I %Ap

B e

Equation (2) can generate straight plots [E]O/v against l/[B] in two
cases : first,when the hyperbola is degenerate, and second when a large
part of the hyperbola asymptotically approaches its oblique asymptote. It
can be shown after some algebra that there are two degeneracy conditions

of the hyperbola

G Gy

% %
(1)

¢A, ¢A

If either the first or the second degeneracy condition holds, equation (2)

becomes
(12) [E]O <bA ¢B <bAB [Aﬂ QAB ¢é
—_—= ¢0 + —t — —— — QA «-———%-75r-
v (a] [8] [al[s] [a] (8]) “am
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or

ay [Elg ~ Y %y a8 [A']\ % ¢AB

= R R

;Y WM M Wm Wit

If both degeneracy conditions simultaneously hold, then rate equations (12)

and (13) become identical.

The reciprocal plot approaches the oblique asymptote when

' 32 [A'] ] 1 ' [l
(14) Opr Gyrg > m o % = % %up ) (%% " % %

Obviously, a sufficient, but by no means necessary, condition is that

[A'] Al Al 1 1 Al Al -
U3) [A]¢,z % =% %p O Baag ™ Ugp Tyr) S W
A'B

Each of the degeneracy conditions fulfills identity (15). Some linear
plots obtained from an ordered model involving an alternative substrate

A' of the first substrate (A) are presented in Figure 4.

When the two reaction routes involving, respectively, the
substrate and the alternative substrate are independent, as occurs
with the ordered model of Figure 2, there is no obligatory relation between
the ¢ (the kinetic coefficients of the substrate) and the @' (the kinetic
coefficients of the alternative substrate). If a relation between these
coefficients holds, it is purely fortuitous. The second degeneracy condi-
tion (11) is an example of such a fortuitous relation. But if the alterna-
tive substrate is B' or if the mechanism is random, then the two reaction
routes are not independent but have a step in common. The occurence of
this common step gives rise to obligatory relations between the ¢ and
the $'. These obligatory relations are termed constraint conditions. For
a compulsory order model with an alternative substrate of the second subs-
trate (model of Figure 3), there are two constraint conditions
(16) o =9, ®ap' _ ‘s

B
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and for a random model such as that of Figure 2, only one constraint con-

dition

17) 3 il
has to be fulfilled.

The above theoretical developments make it possible, in most
cases, to choose a kinetic scheme. This screening necessitates the inde-
pendent evaluation of the kinetic coefficients ¢ and ®' pertaining to the
substrate and to the alternative substrate; then the use of the above equa-
tions allows the choosing of a model. The screeming can also be done in a

systematic way by using diagnostic rules [l&].

To give an example, we will apply these rules to the transfer
reaction catalyzed by yeast hexokinase. It has been stated by different
research groups that the primary Lineweaver-Burk plots are compatible
with the initial rate equation

(£] ® ® o
0 _ 4 o_H  MA __THMA

v IR NI !

where H is the hexose (glucose, fructose, or mannose), MA the chelate

(18)

MgATPZ—, and ¢ the kinetic coefficients pertaining to glucose, fructose, or
mannose phosphorylation and determined from pH-stat experiments. The values
obtained are given in Table 1. Since QMA(Glc) # ¢MA(Fru) and

¢MA (Gle) # QMA (Man), a compulsory order mechanism with MgATPz- as

the first substrate can be ruled out. For a random model, constraint con-

dition (8) should hold for any alternative substrate. Now, it is seen

from Table 1 that

(19) B geieh § K D
H ¢H

Therefore, the constraint condition is not fulfilled with glucose or
mannose. A random model is thus incompatible with the results of Table 1.

The only way to interpret the above data is to consider that the binding
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of the substrates on the hexokinase is ordered with glucose being bound

first. This is in agreement with a previous interpretation []5,16].

An additional possibility of checking a given model is to plot

the reciprocal of the specific rate measured experimentally in the

presence of the alternative substrate, and, independently, to calculate
that reciprocal rate by means of a given rate equation such as (2), (4),
or (6). Such a calculation necessitates the independent evaluation of the
kinetic coefficients ® and ¢' for the substrate and for the alternative
substrate,respectively. Obviously, if the points obtained experimentally
lie on the theoretical plot, this can be taken as an additional argument
in favor of the proposed reaction scheme. Results of Figure 5 clearly show

that the predictions of an ordered binding of substrates on yeast hexokina-
se correspond exactly to the reaction-rate measurements in the presence of

an alternative substrate, either fructose or mannose.Notice in Figure 5,

that an ordered mechanism with an alternative substrate (fructose or
mannose) of the first substrate (glucose) generates linear primary plots.

This is caused, in each of the above cases, by the occurence of a degenera-
cy condition. With fructose as an alternative substrate, the degeneracy

condition is

) ()
(20) B g6y » BB i)
*y 2"
and with mannose
) )
@ A i) =~ Gian)
¢0 <l’l'l

We think that the alternative substrate method is one of the most power-—

ful tools for elucidating reaction sequences.
II - ENZYME MEMORY
From a kinetic point of view, the regulatory behavior of an

enzyme usually appears as a departure from classical Michaelian behavior.

The most frequent deviations are an upward(''positive cooperativity') or
P P P y
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a downward ('"megative cooperativity'") curvature of the reciprocal plots.
These deviations are usually considered as the immediate consequence of
subunit interactions [17-20]. Moreover, it is obvious that the random
binding of substrates on a rigid-or nearly rigid-monomeric enzyme can,

also in theory, generate deviations from Michaelian behavior. However, to
-he best of our knowledge, these deviations have never been found for any
real enzyme. This is probably due to the frequent occurrence of asymptotic
or degeneracy conditions [7,2],22,14] similar to those already discussed.
But it is also possible to explain departure from Michaelis-Menten behavior
of one-site enzymes by the occurrence of conformational transitions between
enzyme forms. Thus far, two types of models have been proposed a priori

to explain non-Michaelian behavior of one-substrate monomeric enzymes.

The first model [23]| assumes the existence of a pre-equilibrium

between two enzyme forms that both bind the substrate without further
conformational change as shown in Figure 6. If the conformational transi-
tions are slow with respect to the other steps, this system will generate

non-linear reciprocal plots [23]. A more complete scheme including the
enzyme-product complexes has also been proposed [2A,25]but its basic

features are the same.

The second model that was put forward [26] to explain non-Michae-
lian kinetics of one-substrate enzymes, assumes the existence of a
"memory" in the enzyme.Thatis the protein molecule, after catalysis, is
released in the conformation stabilized by the substrate (Figure 6). It
is now our aim to discuss at length the kinetic and the thermodynamic bases
of this enzyme memory, and to show that this concept applies to a real

enzyme : wheat germ hexokinase L I.

A - The mnemonical transition

An enzyme exhibiting memory phenomena is defined as a mnemonical
enzyme. If one looks at the Rabin scheme in Figure 6, one notes that

this scheme has to be modified for two reasons :

- since the enzyme is considered to recall for a while the

conformation stabilized by the last ligand, it is obvious that this
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ligand is a product and that the enzyme-product(s) complex(es) has(have)

to be inserted in the reaction scheme;

- an additional difficulty of the Rabin scheme is that it viola-
tes the principle of microscopic reversibility. Thus, the free enzyme
interconversion has to be considered as reversible. But then this reversi-
bility raises the difficult question of whether the departure from
Michaelian behavior is due to enzyme memory or rather to a shift of the
pre—equilibrium between the two free enzyme conformations as represented in
the Frieden [23], or in the Ainslie et al [24] schemes (Figure 6). The

discussion of this problem will now be the focus of our interest.

One of the basic ideas of this lecture is to consider that the

non-Michaelian behavior of some monomeric enzymes rests on a special type
of conformational tranmsition, which we call the mnemonical transition.

Three requirements have to be fulfilled to produce such a transition :

- the free enzyme exists in two conformational states (the

circle and the rhombus of Figure 7) in equilibrium;

- the collision of a ligand L with either of these enzyme forms
induces a new conformation (the square of Figure 7) which is required for

proper ligand binding;

- another ligand M can be bound competitively, at the same site

on one form only (the rhombus of Figure 7) without any further conformation
change.

Thus, the scheme of Figure 6 combines induced-fit phenomena
(steps 2 and 3) with the existence of a pre-equilibrium shifted by the
binding of a ligand (steps 1 and 4). Now, if this mnemonical transition
is inserted into an ordered reaction scheme, in such a way that L is the
first substrate and M the last product, one gets a generalization of the
Rabin scheme that takes into account the two above remarks. For instance,
if the mnemonical transition is a component of an ordered two-substrate,

two-product mechanism, one has the situation depicted in Figure 8.
It is of interest now to go back to the molecular basis of devia-

tions from Michaelis kinetics exhibited by a mnemonical enzyme. For a poly-

meric enzyme, departure from linear reciprocal plots is usually considered
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as the consequence of quaternary constraints and active-site interactions.
For a one-sited mnemonical enzyme the non-Michaelian behavior appears as
a consequence of a cooperation between two different conformation states
of the same protein in the overall reaction process. It is obvious that,
as for cooperativity between sites, the cooperation between conformation

states of the enzyme can be positive or negative. This point will be

discussed later on.

B - Mnemonical two-substrate, two-product enzymes

In the absence of any product, the reciprocal reaction rate of

the model of Figure 9 can be written in either of the two following forms

1 1
(a,+a, [B]) I + (8,+B,[B]) 7l # i Hr8])

[£],

v

1
§[B] [T] e[B]

(22)

[, o 48, [A] 4y, [A1% | ayes,[A] wv,[a]?

v s[al+ e[a]®>  [B] s[a]+ e[a]?

The coefficients a,f,Y,0,€ are groupings of rate constants and are

defined in Table 2. The reciprocal plots are linear with respect to
1/[8], but not with-regard to ]/[A]. An example of this type of behavior,

simulated by computer, is shown in Figure 9. It is to be noted that the
linear plots do not intersect at the same point. The secondary plots

derived from the analysis of the straight lines of Figure 9 exhibit an
interesting property. Although the intercepts 1 are not a linear function

of 1/[A], the slopes 0 give a straight line when replotted against 1/[A].
As a matter of fact one has

o, - + B, =—=+Y
2 2 2 TA 2
cass T (4]
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B.d - a.e
(23) e e B T
8

(4] 2

Again this situationcan be illustrated by computer simulation (Figure 10).

An interesting point is to determine whether the first reciprocal
rate equation (22) can predict inhibition by excess substrate when
[E]O/v is plotted against l/[A]. If the expression of the first derivative
(with respect to I/LA] ) is evaluated, one sees that all the terms of the
numerator are positive. Thus, the reciprocal rate equation cannot exhibit
any extreme and the mnemonical transition cannot give rise to substrate
inhibition. The second derivative (with respect to I/[A]) of the same

rate equation can be written, after some rearrangement, as

1P % g Lok Kl k)

(24)

v

Depending on the respective values of k, and k], the reciprocal plots are

6
linear , concave up or down. This is exemplified by the computer outputs

of Figure 11. Since the reciprocal plots cannot exhibit any extreme it is
possible to express the extent of cooperation between the two enzyme

forms by the numerical value of the second derivative when l/[A] approaches

zero. This extent of cooperationI is shown to be

(25) r= k)

1f [E]o is expressed in seconds, the extent of cooperation I' is expressed

in st. A point of cardinal importance is that the expression of I rests
on three rate constants only, thus the concentration of the second substrat

B does not effect the cooperation of the two enzyme forms. However, one may
wonder whether the products modify the curvature of the plots. In the
presence of product P, again all the terms in the numerator of the first
derivative (with respect to I/[A}) of the new reciprocal-rate equation

are positive, and the expression of I' is.still equation (25). In the pre-

sence of the second product Q, one gets a new reciprocal-rate equation ha-
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ving a first derivative with only positive terms in the numerator. But
now the extent of cooperation is dependent upon the concentration

of Q; one has

2Kk )
(26) r = —— {(k, - k,) - kK, [q]}
2 6 1 174
k, k
176
where KA is the dissociation constant (k-klké) of the product Q from the

enzyme surface. Obviously, if
(27) ke >k, (1+K, [q] )

the cooperation in the presence of Q is positive, and if
(28) kg < k, (14K, [@] »

the cooperation is negative. If, in the absence of any product, the
cooperation was negative, the product Q strengthens that cooperation. If
the cooperation was positive, in the absence of Q, the product Q lowers,
or even reverses, the cooperation.This interesting property is exemplified

in Figures 12 and 13.

C - Thermodynamic aspects_of enzyme memory

The expression of the extent of cooperation is unchanged whatever
the number of substrates and products, and can be written for any mnemoni-
cal transition in its most general form as

ZkT
(29) I'm——=ne (k! = k)
Kk k.2 L L

L'L

The significance of the three rate constants kT, kL’ ki is to be found in
the general scheme of Figure 7. In that form, it is obvious that the
concavity of the reciprocal plots, that is, the extent of cooperation
between enzyme forms (the circle and the rhombus), is independent of the
equilibrium constant between these enzyme forms, but is the consequence
of enzyme memory. As a general rule the substrates , and all but the last

product, do not affect the cooperation. In the presence of the last pro-
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duct M (Figure 7), and regardless of the number of substrates and products,

the extent of cooperation becomes

2k,
(30) Iy (k) -k (14K M)}
i

where KM is the dissociation constant of the enzyme-M complex. [' is thus a

linear function of the concentration of M.

Since the sign of the cooperation rests on the respective values
A}

L’
interest to discuss briefly the thermodynamic grounds of cooperation

(in the absence of M) of only two rate constants, kL and k!, it is of
for mnemonical enzymes. The free energy of activation associated with
the two rate constants kL and ki can be split into two components
- an ideal binding component, AG: , that is, the free energy of
activation for binding without taking into account the conformation change;

#
Tl
energyof activation for conformational change apart from binding effects.

- an ideal transconformation, Aci or AG , that is, the free

Neither of these thermodynamic contributions can have a negative value and

one gets
S # #
AGL = AGB + AGT
31
AT e
AGL' = AGB + AGT,

By comparing the two equations, it is obvious that if

(32) k£‘> kL
then

# #

(33) AGy, < AGy,

Conversely, if

(34) ki < k
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then

(35) AG

Obviously, the positivity or negativity of the cooperation between the
two conformation states rests on the respective values of the free energies

of activation of the two transconformation processes as shown in Figure 14.

D- Wheat germ hexokinase L I as a mnemonical enzyme

Four isohexokinases have been isolated from wheat germ and
obtained inahomogeneous state [27]. Two of them (L I and L II) have a
molecular weight of 50,000, the two others (H I and H II) a molecular
weight of 110,000. Both L I and L II are made up of only one polypeptide

chain.

It can be shown, by equilibrium dialysis experiments, that L I
binds []40] glucose, but not []4C] MgATPZ_. This result is similar to that
previously obtained with yeast hexokinase [28-3]]. It suggests that the
binding of substrates is essentially ordered [15,16], glucose being bound
first. Both the Klotz and Scatchard plots show the existence of one binding

site for glucose per enzyme molecule. In addition, these plots are linear
(Figure 15). However, if the Lineweaver-Burk plots are linear with regard
to MgATP G , they exhibit a downward curvature with regard to glucose

(Figure 16). If the slopes of the primary plots II of Figure 16, are
replotted against the reciprocal of glucose, one has a straight line, but

if the intercepts are replotted against I/[glucose] one gets a curve

(Figure 17). This is exactly what is expected with a mnemonical model.
The effects of the products, glucose-6-phosphate and MgADP-, on the

primary reciprocal plots expressed with respect to glucose are presented

in Figure 18. Obviously ,these effects are very different. Glucose-6-
phosphate increases the concavity of the plots, whereas MgATPz- does not.

This can be more clearly seen by estimating the I values of the plots,
and plotting these values (expressed in st) against either glucose-6-

phosphate or MgADP- concentrations (Figure 19). The extent of cooperation

I' increases linearly with glucose-6-phosphate concentration, whereas it
is independent of MgADP- concentration. The whole set of above results

clearly allows one to conclude that wheat germ hexokinase L I is a
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mnemonical enzyme, that glucose is the first substrate, and glucose-6-phos-
phate the last product. The simplest scheme consistent with these conclu-

sions is presented in Figure 20. Other kinetic results, which are not
presented here, demonstrate that a random model is incompatible with the

available data.

Since conformational equilibria involved in the mnemonical tran-
sition are considered to be the explanation of the departure from
Michaelian behavior, shifting or altering these equilibria by slight concen-
trations of denaturating agents would modify or even suppress the concavity
of the primary plots. This is what is obtained when urea or sodium dodecyl-

sulfate (SDS) are used (Figure 21). The linearization of the Lineweaver-
Burk plots ("desensitization'") by urea and SDS is clearly in accord with

the existence of the conformational transitions required for enzyme memory.

E - Can the mnemonical transition be considered as a device for

the regulation of metabolic processes ?

Obviously, an enzyme can be defined as regulatory when it
effectively regulates a metabolic pathway through conformational
transitions. It is not yet possible to decide whether a mnemonical mono-
meric enzyme, such as hexokinase L I, is regulatory or not, because of
the lack of physiological studies on the relevant metabolic pathways
(in this case, glycolysis in the wheat germ). However, a conclusion that
can be drawn from this study is that enzyme memory represents a possible
device for the regulation of metabolic processes. Since the mnemonical
transition can give rise either to an upward or downward curvature of
the reciprocal plots, the "advantages'" of enzyme memory are similar to
those exhibited by allosteric enzymes (sharp response of the enzyme
for a narrow range of substrate concentration) or by enzymes exhibiting
negative cooperativity (comparatively high reaction rate for very low subs-
trate concentration). However, the mnemonical enzymes exhibit a unique
property : that of having their "regulatory behavior" modulated by the
last product of the reaction sequence. This property implies that,
compared with a Michaelian enzyme, the mnemonical enzyme can be more
weakly inhibited by the product at low substrate concentration than at

high substrate concentration . Since many enzymes in the cell catalyze
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the transformation of a substrate in the presence of the corresponding
product the mnemonical transition is a device that can represent an "advan-

tage" evolved for the control of a metabolic chain.
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Table 1

The kinetic coefficients pertaining to glucose, fructose and mannose phos-

phorylation determined from pH-stat experiments.

The values given in this table are least-square estimations of the
kinetic coefficients with their standard errors.For yeast hexokinase, the
screening among two-substrate models is partly based on the following facts:
(a)the values of dqp, for glucose and fructose or glucose and mannose, are
significantly different;(b) the values of &y mp/®y for glucose and mannose

are significantly different.

Substr.H <l>0 QH ¢MA ¢H.MA WQO qi-IMA /¢H
ms mM.ms mM.ms mMz.ms mM mM
Glucose 1.30#0.10 0.20#0.03 0.50#0.04 0.100#0.020 0.38#0.07 0.50#0.12
Fructose 0.39#0.05 0.68#0.09 0.14#0.02 0.324#0.035 0.36#0.10 0.47#0.10
Mannose 1.70#0.10 0.16#0.01 0.18#0.02 0.016#0.002 0.10#0.02 0.10#0.02

Table 2

Explicit formulation of the kinetic parameter of equation (22).

Kinetic Equation

parameter
o — e ks < Kl b e Uy k)
(ks + k_s)
o = kkykikg (ks + k _5)
o3 =k'k_sk_3 (ks + k_5) (k_y + k_¢)
o =k_sk_s(k_, + k_g) (kky + k'k_, + k_5k3)
o = kkoksk ok _s
By = kg (kky + k_3ky + k'k_5)
(kyks + kik_o + k_1ke + k_ske)
B2 = k; (kyks + k_ske)
(kky + k'ky + kiks + kk3) + kk kokaky
By = K'k_ gk s (k-ks + Kks + k_ske + kik_g)
Ba = kok 5 (k + k') (kyks + k_skq)
Bs = kk sk g (K'k_y + k_sky + kk3)
Bs = kkkyksk o
T = kikske (k'k 3 + k_rk3 + kks)
" = kykgkg (kske + k'kq + kg + kks)
73 = k'kk 2k _ske
Ya = kykok _3ke (k + k')
s = kkykske (kiks + K_ske)
€ = kkkykskske
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ig. 1. Ordered and random mechanisms for a two-substrate enzyme
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Fig. 2. Ordered and random mechanisms with an alternative substrate of A.
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Fig. 3. Ordered mechanism with an alternative substrate of B.
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Fig. 4. Theoretical plots for an ordered model with an alternative substra-—

te (A') of the first substrate (A).

Plots C, E, F correspond to degeneracy or asymptotic conditioms.
The numerical values of kinetic coefficients can be found elsewhe-

re [14].
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Fig. 5. Reciprocal plots of glucose phosphorylation in the presence of an
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alternative substrate.

(A) Alternative substrate is fructose; (B) alternative substrate is
mannose. The plots are theoretical. They have been computed with
rate equation (2) and the values of the kinetic coefficients &

and ¢'. Points are experimental. Dotted lines correspond to the en-

veloppe of expected error.



Frieden's scheme Rabin's scheme

Fig. 6. Rabin and Frieden schemes of conformational transitions for a one-
substrate enzyme.

(I)kT
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®

Fig. 7. The mnemonical transition.

] =t G5

<C> ___l&gFl__. D

Fig. 8. The mnemonical transition for a two-substrate, two-product monomeric
enzyme.
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Fig. 9. Some possible shapes (computer outputs) of the reciprocal plots for
a two-substrate, two-product mnemonical enzyme.
The numerical values of the rate constants and substrate concentra-
tion are to be found elsewhere [8].
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Fig. 10. Secondary plots (computer outputs) for a two-substrate, two-pro-
duct mnemonical enzyme.
The values of the rate constants are given elsewhere [8].
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73 3
10%(A]

Fig. 11. Cooperation of a two-substrate, two-product mnemonical enzyme.

(1) Michaelian behavior, (2) positive cooperation, (3) negative
cooperation. The values of the rate constants can be found else-

where [8]

Fig. 12. Reversal of cooperation by the last product (computer outputs).

(1) no product, (2), (3), (4) increasing concentrations of Q. The
values of the rate constants and the concentrations of the pro-
duct can be found elsewhere [8].

71



log[Q]

20}

~ -40

-60

-80

Fig. 13. Effect of the last product on the extent of cooperation (computer
outputs).
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Fig. 14. Thermodynamic grounds of cooperation for mnemonical enzymes.
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Fig. 15. Binding of [“‘C] glucose on wheat hexokinase L I.
A Klotz plot, B Scatchard plot.
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Fig. 16. Primary plots of glucose phosphorylation by wheat germ hexokinase
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A Curves 1-5 are obtained for decreasing concentrations of MgATPzi
B Plots 1-7 are obtained for decreasing concentrations of glucose.
Experimental conditions can be found elsewhere [9].
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Replot of intercepts and slopes of Fig. 16 against the reciprocal
of glucose concentration.

See ref [9].
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Inhibitory effect of reaction products on the reciprocal reaction
rate plotted against the reciprocal of glucose concentration.

(A) Inhibitory effect of glucose-6-phosphate. Curve (1) no glucose-

6-phosphate, curves (2)-(5) increasing concentrations of glucose-
6-phosphate.

(B) Inhibitory effect of MgATPz-. Curve (1) no MgATPz_, curves (2)-
(5) increasing concentrations of MgATP2™,

Experimental conditions can be found in ref [9].
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Fig. 19. Effect of products on the extent of cooperation.

(A) Effect of glucose-6-phosphate.
(B) Effect of MgATPZ_.
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Fig. 20. The mnemonical model for wheat germ hexokinase L I.

G, MA, MA', G' represent glucose, MgATPZ-, MgADP_ and glucose-6-

phosphate.
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Fig. 21. Desensitization of wheat hexokinase L I.
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(A) Primary plots exhibiting the curvature.
(B) Suppression of curvature by urea (a) or SDS (e).

Experimental conditions can be found in ref [9].-
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METHODS OF ANALYSIS OF DOUBLE INHIBITION EXPERIMENTS
Cs. Fajszi
Institute of Biophysics, Biological Research

Center of the Hungarian Academy of Sciences,
Szeged, Hungary

l. Introduction

The use of specific modifiers can provide a lot of use-
ful information about the active and regqulatory sites of an
enzyme, about the binding of the substrate to the enzyme. The
simultaneous use of two inhibitors has been proved to be an
even more powerful tool in elucidating the interaction not
only between the substrate and the enzyme, but also between
the substrate and the modifiers, and between the modifiers
themselves. This method can demonstrate the possible steric
changes in the enzyme during the binding of the substrate, and
can help in mapping and localization of the binding groups.

These, and several other, advantages of the double inhi-
bition studies were recognized some twenty years ago, and a
number of such studies were performed with the use of purely
competitive and purely noncompetitive inhibitors (Slater and
Bonner, 1952; Loewe, 1957; Yagi and Ozawa, 1960; Yonetani and
Theorell, 1964; Mares-Guia and Shaw, 1965; Berezin and Marti-
nek, 1967; Berezin et al., 1967a,b; Silonova et al., 1969;
Reynolds et al., 1970; Wermuth and Brodbeck, 1973; Semenza and
Balthazar, 1974). Various methods were elaborated to decide
whether there is a full competition between the two inhibitors
or not (Loewe, 1957; Yagi and Ozawa, 1960; Yonetani and Theo-
rell, 1964; Semenza and Balthazar, 1974). For the case of two
purely competitive inhibitors the measure of competition bet-

ween the inhibitors is given by an interaction constant, which
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can be determined from the experiments (Yonetani and Theorell,
1964).

The aim of this paper is to generalize these methods to
the case of other types of pure inhibitors (uncompetitive and
mixed type), and also to partial inhibitors. More concretely,
methods are presented for the determination of the parameters
which do not occur in experiments with a single inhibitor,
namely, the dissociation constants of the complexes containing
both inhibitors - and hence the interaction constants of the
two inhibitors in these complexes -, and also the rate cons-
tant of product formation from the ESI;I, complex, if it exists

As a first step, we want to decide whether ther is a
full competition between the inhibitors, i.e. whether the in-
teraction constants equal infinity or have a finite value.

The second step will be the determination of the exact

value of the interaction constants.

2. Independence of the inhibitors, or synergism/antagonism

When two modifiers act simultaneously on an enzyme reac-
tion, the summary effect can equal the sum of the effects of
the individual modifiers - in this case we say that the modi-
fiers act independently. In other cases one modifier can
strengthen or weaken the effect of the other. This is called
synergism and antagonism, respectively. Such cases are often
met in drug interactions (Loewe, 1957), and in the regulation
of metabolic pathways (Atkinson, 1966; Stadtman, 1970).

These quéstions will not dealt in this paper with. It is,
however, necessary to underline that the independence or in-
terdependence of the action of two inhibitors must not be
mixed with the value of the interaction constants. The inter-
action constant characterizes only the change of affinity of
an inhibitor towards the enzyme or the enzyme-substrate comp-
lex, in the presence of a second inhibitor. On the other hand,
synergism or antagonism is related to the change of the rate
of product formation.

Another argument against the equivalency of these noti-
ons is the following. The interaction constants are constants,
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characterizing the two inhibitors, while the effect of the in-
hibitors on the reaction rate depends on the concentration of
the ligands. Thus, in some cases between the same two inhibi-
tors we can find synergism at one substrate concentration and
antagonism at other (Fajszi and Keleti, 1975).

Third, it was shown (Keleti and Fajszi, 1971) that for
the independence of two inhibitors it is necessary but not suf-
ficient their independent binding to E and ES. In addition one
of the inhibitors must be noncompetitive with the substrate,
and, besides this, one of the inhibitors must be pure inhibi-
tor or they must independently influence the rate of product

formation from the ESI;I, complex.

3. Terminology

In the subsequent, we will speak everywhere about inhi-
bitors, but the same reasoning applies to any modifier whose
action is described by analoguous equations.

We deal only with single-substrate enzymes, which follow
the Michaelis-Menten equation. For every inhibitor, the enzyme
is supposed to have a single binding site.

An inhibitor is called pure, when the ESI complex is not
formed, or it is inactive. In the case of a partial inhibitor
this complex is active. In the plot of 1/v versus the concent-
ration of the inhibitor (at fixed substrate concentration) a
pure inhibitor yields a straight line, while a partial one
yields a hyperbola.

A competitive inhibitor influences the affinity of the
enzyme towards the substrate, and not the rate of the break-
down of the ES complex. A noncompetitive inhibitor influences
the rate of breakdown, and not the affinity. An inhibitor of
the mixed type influences both the rate and the affinity. A
special type is the uncompetitive inhibitor, which can not be
bound by the free enzyme, only by the ES complex.

4. General mechanism of double inhibitions

In the general case, if two inhibitors interact with an
enzyme, the following complexes can be formed (assuming that
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all complexes contain the enzyme, i.e. complexes I;I,, SI,,
SI,, or SI;I, are not formed): ES, EI,, EI,, ESI,, ESI,, EI;I,,
ESI,I,, where E is the enzyme, S the substrate, I, and I, are
the inhibitors. In the general case, product (P) will be formed
from complexes ES, ESI,, ESI, and ESI;I,. The general mechanism

in graphical form is shown in Fig. 1.

Fig.l. Scheme of the general mechanism of

double inhibitions
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The vertices of the scheme correspond to the dif-
ferent complexes and to the free enzyme, as indicated.
An edge between two vertices represents a reversible e-
lementary step, the equilibrium constant of which is
also indicated.

Broken lines show the elementary steps where the
substrate and one of the inhibitors may interact; double
lines, where the inhibitors interact on the free enzyme;
and dotted lines, where the two inhibitors interact on
the enzyme-substrate complex.

Circled symbols indicate complexes from which the

product is formed.
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The equilibrium constants of the reversible elementary
steps are expressed as dissociation constants. In the indices
of K’s O corresponds to the substrate, 1 to I,, and 2 to I,.
From the complex dissociates the ligand, corresponding to the

last digit in the index of the dissociation constant. E.g.,

[g1, 1] ES ][I, ]
e 1Sl = Jho 12 2
K20 [ESI,] ' 102 [ESI,] °

Product is formed in the following reactions (assumed irrever-

sible), with the rate constants at the right:

A. ES— E + P , km = vm/[E]T
B. ESI; —— EI, + P , ky = Vl/[EJT
Cc. ESI, —— EI, + P , ko = Vo /[E];
D ESIyIls ————* ELjds + P , k3y = V3/[E]T

where Viur Vir V2, V3 are the maximum velocities of reactions
A, B, C, D, respectively, and [E]T is the total enzyme con-
centration:

{Elp =[EJ4+[ESI+[EI, J+[EI,J+[ESI; J+[ESI,J+[EI; I,]1+[ESI;I,].
The initial rate of the formation of product is
k [ES] + Kk [ESI;] + k,[ESI,] + k3[ESI;Ip] =
(v [ES] + V,[ESI;] + V,[ESI;] + V3[ESI;I,]1)/CE],

In the special cases some of the complexes may not exist,

Vio

and/or some substrate-containing complexes are inactive (i.e.
ky, k, or k3 equal 0). According to these restrictions the
rate equation becomes simpler. This simplification will be

used in the estimation of the interaction constants.

5. Interaction constants of the two inhibitors

In the general mechanism the following equalities hold
between the dissociation constants:
KoKo1Kg12=KoKg2Kg21=K1K;0Kp12=K1K12K;120=K2K30Kg21=K2K21K;20-
Hence we may derive the following relations (among others):
KiKiz = KpKpy1 and Kg1Kgi12 = Kg2Kp21

%ﬁz — §1l = o - the interaction constant of the two
1

inhibitors on the free enzyme,



and

%%jz = %%2L = B - the interaction constant of the two in-
1

hibitors on the enzyme-substrate complex.

Thus, a and B express the effect of the binding of one
inhibitor to the enzyme and the enzyme-substrate complex, res-
pectively, on the binding of the other inhibitor to these comp-
lexes. Their meaning is summarized in Table 1.

Table 1. The meaning of interaction constants

Value of inter-

action constant Binding of one inhibitor

o=1 or B=l is independent of the binding
of the other

o=® Or R=» excludes the binding of the

other (full competition
between the inhibitors)

1l<a<o or 1<B<wx hinders the binding of the other
O<a<l or O0O<B<1l facilitates the binding of the
other

In all cases o refers to the interaction of the inhibi-
tors on the free enzyme, and B to that on the ES complex. Of
course, a makes sense only if complexes EI; and EI, exist. Si-

milarly, B has meaning only if complexes ESI, and ESI, exist.

6. The rapid equilibrium rate equations

When rapid equilibrium conditions prevail, i.e. the ele-
mentary step/s/ of product formation is /are/ rate limiting,
the concentration of different complexes can be expressed as

follows:
[ES]=%, [311]=%l, [E12]=%2,
[Es1, ] = %ﬁ ' [ESI, ] = %}i?t

[EI, I,1] = %%%%% r %%ﬁ%% or g%f%% , according to whether

only the EI,, only the EI,, or both these complexes exist,
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respectively.

esi;is - esij;i, ” esi i
KoKo1Ko12 KoKo2Kp21 BKoKo1Ko2

to whether only the ESI,, only the ESI,, or both these comp-
lexes exist, respectively.
Here e, s, i; and i, is the concentration of E, S, I,

%SI;IZ 1= , according

and I,, respectively.
The initial rate of the formation of product is, in re-

ciprocal form:
I.) When both I, and I, are pure inhibitors:

1 _1 iy i, . dydp o Koy, 4y 1o dydp (1)
—_ = ={(1+ + + + 1+ + + )}
Vi2 \Y {(1 K Kz BKOIKOZ) -] ( Kl Kz G'KIKZ
II.) When I, is pure and I, partial inhibitor:
i is i1d, o Kieq. Iy . 23 ii,
1 MR Ry TR T s M it takikg) |,
Va2 12
Vm + V2K02
III.) When both I; and I, are partial inhibitors:
i i, i1i, Kosia 13 o 34 . 3349
e (1+ s - Koy + BKmK“) - (1+ X, - K + aK1K2) s
Vii2 + L + % iz_ 4 X7 _LLEZ__
Ym * Vikey * Veko; * VeBKo Koo

These equations were written up with the use of o and B. If
some of them has no sense, then instead of aK;K; one has to
put K;K;; or K;Kj;, whichever has meaning, and instead of
BKo1Ko2: Kg1Ko12 or Ko2Kpzi.

When I, is a pure inhibitor, it is natural to assume,
that the ESI;I, complex (if exists) is inactive, i.e. k3= o.
If, however, product can be formed also from this complex,
then the rate equation will be of type III., with V;=0 (and,
perhaps, V,=0). Cases I., II. and III. can easily be separated
on the basis of plots of 1/v,, against i; or i, (Table 2).

Table 2. Differentiation of cases I., II. and III.

plot of 1/v,, against

case
i, at fixed i, .and s i, at fixed i, and s
X5 straight line straight line
II. straight line hyperbola
IIL: hyperbola hyperbola




7. Full competition between the inhibitors

The first question we want to decide is whether there is
a full competition between the inhibitors. Full competition
means that the binding of one inhibitor to E or ES excludes the
binding of the other, i.e. nor EI;I,, neither ESI;I, exist. In
the case of full competition between the inhibitors a and/or B
(whichever has meaning) equal infinity. When nor a neither B
has meaning, i.e. when I, is purely competitive (Kg;==) and I,
is uncompetitive (K,=~), then one expects that none of the com-
plexes containing both inhibitors exists. This case will also
be referred to as full competition in contrast with the case
when EI; I, exists in spite of the uncompetitive type of I,.
This may occur if I, contains the groups which make possible
for I, to bind to the ES complex, e.g. I; is a structural ana-
logue of the corresponding part of the substrate, and thus I,
behaves, in relation to EI,, as a non-uncompetitive effector.

To decide whether there is a full competition between the
inhibitors, several methods were proposed. (Their formal treat-

ment see in the Appendix).

7.1. The isobolograms of Loewe(1957)
Isobols are equi-effective combinations of active substan-

ces plotted on graphs whose coordinates are the concentrations
of the substances. In our case the coordinates are i; and i,,
and the isobols correspond to combinations of the inhibitors
yielding (at fixed substrate concentration) a constant v,, (or
vi2/vp) value. (vy = the initial rate in the absence of the
inhibitors).

Although this method was used only for the analysis of
two purely competitive inhibitors, in fact it can be used for
any combination of pure or partial inhibitors.

When nor EI,I,, neither ESI;I, exist, the isobols are
straight lines.

In case I. the straight lines, corresponding to different
values of v,,, are parallel, as shown in Fig. 2.

In case II. the straight lines have a common intercept,
with negative ij,-coordinate (Fig. 3.).

In case III. all the above isobol patterns can occur,
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even with v;,; growing in the direction, opposite to. that
shown by the arrows. One more possibility is shown in Fig. 4.

Fig. 2. 1Isobologram, indicating full competition
in case I.

////

TR RNy B

The different straight lines correspond to
different v;, values. The arrow shows the direc-
tion of increasing v,;,.

(Such pattern can occur also in case III.)

When at least one of the EI;I, and ESI;I, complexes
exists, the isobols are hyperbolae, in some cases with a stra-
ight line among them. So this case can easily be distinguished
from the case of full competition.

7.2. Method of Yagi and Ozawa(l1960)
It can be used only for case I. Plotting 1/v,, (cr

Vvo/Vy12) against the concentration of one of 'the inhibitors
(e.g., i) at fixed i, /i, ratio, and fixed substrate concent-
ration, we obtain a straight line, when nor EI,I,, neither
ESI; I, exist, and a second order curve in other cases.
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Fig. 3. Isobolograms, indicating full competition in case II.

a.) If I, inhibits at the given substrate concentration

b.) If I, activates at the given substrate concentration

The different straight lines correspond to different v,;
values. The arrows show the direction of increasing v;;.

(Such patterns can occur also in case III.)
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Fig. 4. Additional isobologram, indicating full

competition in case III.

The different straight lines correspond to

different v;, values.

7.3. Method of Yonetani and Theorell(1964)

(see also Semenza and Balthazar, 1974).

This method is designated also for case I. only. If we
plot 1/v;, (or vg/vyy) versus i; at constant i, and s, the re-
sult will be a straight line. Repeating this for different va-
lues of i,, at the same fixed s, we obtain a family of stra-
ight lines. The lines are parallel if nor EI; I, neither ESI; I,
exist, while in the other cases they have a common intercept,
which, in many cases, can be used for the exact determination
of o and B. (See 9.1.).

7.4. Extension of the method of Hunter and Downs(1945) to

the case of two inhibitors

This is also a generally applicable method, not only for
pure inhibitors. It requires the plotting of il.v%f%T; versus
i; at constant s, and fixed i,/i; ratio. The result will dif-
fer in cases I., II. and III. The plot yields:

in case I.: a constant, when there is a full competition
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between the inhibitors, and hyperbola in other cases;

in case II.: a straight _line, not constant, if there is
a full competition, and hyperbola or constant otherwise;

in case III.: a straight line, not constant, when there
is a full competition between the inhibitors. Else the result
may be a curve, or a constant, or even a straight line. A
straight line, however, can occur for at most two specific va-
lues of i,/i;. When plotting is performed for other ratios,
the result will bem more a straight line.

7.5. Generalized method of Webb(1963)
Very similar situation occurs by the use of the plot of

vo/(vg=vy,) versus 1/i, at fixed i,/i;, and constant s.
This method, however, seems less sensitive in the detec-

tion of full competition, than the previous one.

7.6. Immediate method for case I.

For case I. there is an immediate method of deciding
whether both EI;I, and ESI|I, are absent. When this is the

case
i 1 1 1 1

—  — = e— o —

Viz Vo Vi Vo
(Here v; is the initial rate in the presence of I; only, while

vy is that in the presence of I, only).

8. Determination of the interaction constants

When some of the EI;I, and ESI;I, complexes exists, then
the interaction constants can provide information about the
binding groups on the enzyme molecule, about the binding of
the substrate, etc. (See in details in Keleti and Fajszi,1971)

This question was rosen (and solved) for two purely com-
petitive inhibitors by Yonetani and Theorell(1964). For other
combinations of inhibitors the problem was investigated by
Keleti and Fajszi(1971). For the case of two pure inhibitors
a and/or B can relatively easily be determined exactly. When
one or both of the inhibitors inhibits only partially, this is
a harder task. In many cases it seems enough to decide whether
the binding of one inhibitor is independent from, hinders, or
facilitates the binding of the other (i.e. the interaction
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constant is equal to, greater than, or less than unity, res-

pectively).
We shall treat cases I., II. and III. separately. Mathe-

matical derivation of the following results is also given in

the Appendix.

9. Case I.: Two pure inhibitors

9.1. Method of Yonetani and Theorell(1964)

1/vyp vs. i; a different values of i, and fixed s (cal-
led plot A) gives a series of straight lines which are parallel
when nor EI;I, neither ESI;I, exist, and have a common inter-
cept if at least one of these complexes exists. The situation
is quite analoguous in the plot of 1/v;, vs. i, at different
i;’s and fixed s (called plot B).

Generally, the coordinates of the common intercept depend,
in a nonlinear manner, on s. The exceptions, when the x-coordi-
nate of the common intercept is constant, independently of s,

are summarized in Table 3.

Table 3. Constant common intercepts in the plots
of Yonetani and Theorell

inhibition x-coordinate of the
type of EI; I, ESI; I, common intercept in
I I, plot A plot B
C C + = -aK, -akKj

c NC + - -aKo

(e U + - -Ki2
NC U - + -BKg,

U U = - -BKp1 -B8Kp2
NC NC for a=8 + + -aK) -aKj

Inhibition types: C = purely competitive, NC = purely
noncompetitive, U = purely uncompetitive. An empty place
in the table means that o and/or B can not be determined
immediately from the coordinates of the common intercept.
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For other combinations of inhibitors secondary plots

(see 9.2.), orocther methods (e.g., 9.3.) are to be used.

G el s
When both I, and I, are purely noncompetitive inhibitors,
let us denote the coordinates of the common intercept by

(X5,¥,) in plot A, and by (xy,yy) in plot B. (In fact, y,=yp).
Then ¥ 5
2 - Bap-dseBEp-d
Kl'Vm-§; - Ksz-xB % i =5 Bl s ol (4)

whence a and B can be obtained, plotting yA/xA or yB/xB

against 1/s.

9.2. Determination of o and B from secondary plots

In the plot of 1/v,;, vs. 1l/s let a be the intercept on
the ordinate, and b the slope of the straight line, i.e.
1/vy; = a + b.(1/s)

a vs. i; at constant i, is linear. For different i, va-
lues the straight lines are parallel, if ESI;I, does not exist
(B has no meaning, or B=«). They have a common intercept with

coordinates (—BKOl,l%Q) y if B<=». From the ordinate of this
common intercept one gan decide whether the binding of one in-
hibitor to the ES complex hinders or facilitates the binding
of the other: A positive ordinate corresponds to O<g<l, while
a negative ordinate to B>1. Moreover, this common intercept is
on a fixed straight line, determined by the parameters of I,
alone (see Fig. 5).

If B has no meaning, but the ESI;I, complex exists, the
coordinates of the common intercept are (—K021,1/Vm), when
Kp1==, and (O,l/Vm» when Kp,=«. In this case Kjp;, can be de-
termined from the plot of a vs. i, at different i;’s.

b vs. i; for different i,’s are parallel, if EI,I, does

not exist. Else theyhave a common intercept, whose coordinates
are (-aKl,é—(l-a)L if a<w. This common intercept is also on a
m
fixed straight line (see Fig. 6).
In the exceptional cases, when o has no meaning, but

EI;I, exists, the common intercept is: (-K;;, Ko/Vm), when
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Fig. 5. Fixed straight line for the determination

of B from secondary plot

Fig. 6. Fixed straight line for the determination

of o from secondary plot

b

Q<o <l

a=1 \

4

o>l \
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Ky==, and (O, Kolvm), if Ky=«. In this latter case K;,; can be
determined from the plot of b vs. i, at different i;’s.

9.3. Immediate method

1. ) IR R i1 1 :
iliz(V12 v - v +: ;;) vs. T is a straight line with
Kg.__1 h 1
slope Vm oK K, ' and intercept on the ordinate V; ERET?F; .

lo. Case II.: One pure and one partial inhibitor

lo.l. Saturation by the partial inhibitor (i,-»«)

Let v{gatZ/ be the initial velocity when saturated by
the partial inhibitor I,. Then 1/v|52%?/ ys. 1/s at different

i;’'s gives straight lines, which are parallel, when EI;I, does
not exist. Else, from 1/v/sat2/ =a+ b.(1l/s), b vs. i; is a
straight line which intercepts the abscissa at =-oaK;, when a
has meaning; at -K,;, when K;=~»; and at O, when K;=«=. In the
latter case K;, can be determined from the slope of b vs. i,
equal to KpKp,/V2K1Kp5.

a is constant, when ESI;I, does not exist. Else a vs. i,
intercepts the abscissa at =-BKp;, if B has meaning; and at
~“Kpz1/, if Kp)==.

Another possibility is plotting 1/v{33%2/ ys, 1, at aif-
ferent fixed values of s. The straight lines will be parallel,
with slope %;'E%ET , if EI, I, does not exist. Else they have a
common intercept with coordinates (-aKj: %—(1 = %%tr)) .

2
lo.2. Without saturation
lo.2.1.
Lot . 2 1 e 1
IT VT; ;;) Ve = gives a straight line: = a + b.S -

1. If it is constant, independently of s and i, (i.e.
a=const, b=0), then Kf¢ », EI,I, does not exist, and B=Vm/V2.
2. If there are different constants for different i,’s
(i.e. b=0, a#+ onst), then K;==, EI,;I, does not exist, and the
plot of a/(a-ap) vs. 1/i, intercepts the abscissa at -1/BKg:.
(Here ao = the inteicegt on the ordinate at i,=0, i.e. that of
).

i i = 1
the straight line FRRET2Y V0) vs. 3
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3. If b # O, then let ¢ denotes the intercept on the ab-
scissa of the original straight line (i.e. e =-a/b). If eczey,
then aK,=8Kp,, and o and B can be obtained from the plot of
al/(a-ayg) against 1/i,. If ¢ varies with i,, then 1/(e-c() vs.
1/i, intercepts the abscissa at -1/aK,, while e¢/(e-cq) vs.
I'/i, intercepts the abscissa at -1/8Kj,.

1o. 2.2,
;%— vs. % atdifferent i,'s and fixed i, are parallel,
2

if K;==» and EI;I, does not exist. Else they have a common in-

tercept, whose x-coordinate equals the above c.

1ll. Case III.: Two partial inhibitors

The saturation of the enzyme with one or both inhibitors
is proposed. The analysis can be performed in the following
sequence:

1. £ 1/v{52%2] yg, i, and 1/v{32%1/ vs. i, both are
straight lines, then ESI;I, does not exist (B=~), or it is in-
active (V3=0) 1/v{§at2/ vs. 1l/s is also a straight line:
1/v{§at2/ =a + b.(1l/s). When B==, g is constant. When B#~ ,
V3=0, then a vs. i; intercepts the abscissa at =-8Kp;. In both
cases b vs. i; intercepts the abscissa at =-aK;.

2. When B<» and V3>0, then let us denote by ¢ the inter-
cept on the abscissad the plot of 1/v{§at2/ ve. l/s. If e
changes with i;, then the abscissa-intercept of 1/(e=cgy) vs.
1/i; equals -1/aKy while that of c¢/(e-cy) vs. 1/i; equals
-1/8Kp1. The remaining parameter, V3, can be determined accor-
ding to §3 or §4.

If c=cy, then oK;=BKy;. Then one can use quite analo-
guously the abscissa-intercept of l/v{?atl/ vs. 1/s, which de-

pends on i, unless aK,=8Kg;.

In th.s latter case let a be the ordinate-intercept
of 1/v{§at2/ vs. 1/s. a does not change with i, if V,=V5. In
this case we use the ordinate-intercept of 1/v{§atl/ vs. 1l/s,
in function of i,. It seems quite improbable that for any two
effectors V,=V,=V3, and aK;=BKp; and aK,=8Kp,, at the same
time.
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3. If the ordinate-intercept of 1/v{§at2/ vs. 1l/s, a, de-

pends on i;, then 1/(a-ag) vs. 1/i; intercepts the abscissa at
-(V3/Vy)(1/BKpy),vhile a/(a-ag) vs. 1/i; intercepts the abscis-
sa at -1/8Kg;, whence both V3 and B can be determined.

4. When the enzyme is saturated by both inhibitors,

1 -1 4+ Kn-BKn1Kpo,
V{gatl,Zl V3 s aK1K>y

and hence Vicanle determined as the ordinate-intercept in plot-

ting this against 1l/s.

12. Conclusions

In the analysis of the effect of two simultaneously app-
lied inhibitors (generally: modifiers) the following sequence
of actions can be recommended.

1. From the analysis of the uninhibited reaction one ob-
tains Vm and Kj.

2. Analysing the two inhibitors separately, V;, K; and
Koy, and V,, K, and Kg, can be obtained, and the type of the
two inhibitors cleared up.

3. By the simultaneous application of both inhibitors
one checks if case I., II. or III. is encountered. For this
purpose a few series of experiments are needed, in which i;
and s are fixed, while i, varies. In another few series i, and
s are fixed, while i, varies. (See 6.).

4. In the following step one decides if there is a full
competition between the inhibitors. For this purpose in case I.
when one of the inhibitors is purely competitive, or purely un-
competitive, themethod of Yonetani and Theorell can be recom-
mended, using the same series of experiments and the same plots
as in step 3. (See 7.3.).

5. For other combinations of the inhibitors (and even for
those in step 4) the method of Loewe can be used (see 7.1.).

In cases I. and II. from the straight lines of 1/v;,; Vvs. i;
(plot of step 3) the (i,,i,) pairs, yielding the same v,, va-
lue, can be easily obtained.

6. In case III. the plots of step 3 yield hyperbolae,
whence the determination of the (i;,i,) pairs would be impre-
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cise. Thus it is better to plot 1l/v;, vs. 1/s at different fi-
xed (i;,i,) pairs, this yielding straight lines. This requires,
however, alotof experimental work, since the concentration of
all three ligands are to be varied (in contrast with the pre-
ceeding steps, where s could be kept constant).

7. Therefore, it seems better to use in case III. the
extension of the method of Hunter and Downs (see 7.4.). It can
be performed onthe same set of data as in step 3, if the con-
centrationsof I, and I, are properly chosen. For sake of a
sure decision it is better, however, to repeat this step for
at least two different substrate concentrations.

8. In casecof full competition the analysis is over. If
some of the EI;I, and ESI;I, complexes exist,the exact value
of o and/or B can be determined by the methods of 9., lo.
and 11.

In case I., if possible, method of Yonetani and Theo-
rell is to be used, since it requires no other experiments as
those performed in step 3.

Inmse II. the saturation with the partial inhibitor
seems to require less new experiments, since only two concent-
rations have to be varied.
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APPENDIX

Let us denote 1/v;, by w. Beside this, let us introduce
the followingmtations:

- Ko s o Rl A S .
o 1+ s v bl K01 d -] Kl ! b2 Koz il s Kz d
- 1 Kp._ 1 -
= BKop1Kp2 " s aK;Kp y Gm Vm r €1 = V1 /Koy,
\'
e, = V,/K F = et
2 21Kz, 8Ky 105

Obviously, a, b;, b, and d are positive, while c, e;, e, and £
are positive or zro.

Using this notation, the initial velocity can be expres-
sed as follows:

=1die
without inhibitors: v, = = el
in the presence of one inhibitor: vj i bjij (3=1,2)

where e.=0 corresponds to a pure inhibitor, while ej>0 to a
partial one;
in the presence of both inhibitors:

- d +ei; + epis, + £izi,
Vi2 ™ S abil, ¥ Dsis T ol iz b=l

where full competition between the two inhibitors is expressed
by ¢c=0, and inthis case necessarily also f=0. (Generally, ej=0
involves also f=0).

For pure inhibitors vj<v0. The same is true for most of
the partial inhibitors. There are, however, some types of par-
tial inhibitors, which inhibit at certain concentrations of the
substrate, and activate at others (Frieden, 1964). If one of
the inhibitors is of such a type, then the substrate concent-
ration for the measurements has to be chosen so that vj + vy,

Vj<Vo is equivalent to d4d + e_.i. . d

a # B a4
33
whence da + ae,i, < ad + b di.
3 5 s

ae.i., < db.i.
J ] 33

ae. < db. .
J J
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1. Isobolograms (Loewe, 1957)

The equation of isobols is obtained by expressing from
Egs.(1)-(3) - or, which is the same, Eq.(5) - i; as a function
of i,, at fixed s.

Case I., ¢=0z 1y =¥ -8 _ by

b, by 7
The isobols are mrallel straight lines, with slope %% , and
with ordinate-intercept wg—a , decreasing, as w decreases, i.e.
1

as vj, increases.
_ (wd-a) = byi,
1 b, + ci,

Case I., c>0: 1

The isobols are hyperbolae with asymptotes i;=-b,/c and

i2 = -b]_/C.
wd-a we,=bs .
+
b, by

- straight lines, both the slope and the ordinate intercept of

Case II., c=0: i, =

which decreases as v;, increases. These straight lines inter-
cept at the pointwith coordinates

i? = byd - ae; B B
U blez ’ 2 eo

ig is alwaysregative. i? is positive, if v,<vy, while it is

negative, if v,>vj.

i (wd-a) + (weop—by).is

Case II., €>0: 41 B, F ¢l
The isobols are hyperbolae, with asymptotes 1i; = (we,=b,)/c
and i, = -b;/c, the former changing with v;,. If b;e,>dc, then
among these hyperbolae there is also a straight line, parallel
ith the absci as fs = ?Ju
wi scissa: i, Bie, = ed °

Case III., c=0: the isobols are determined by the follo-
wing relationship:

O = (wd-a) + i;(we;-b;) + i) (wep-by)
' b i b
0 = (wd-a) + 11e1(w—sf) + 12e2(w-E§)
—3 —ll.L= —b
If bjl/ey b,/e;, then w # by;/e;, and w e w e, » whence

. _ wd - a e, .
i) = ——— - =24,

b, - we; e)
The isobols are parallel straight lines with slope -ej/e;.
If b;/e; # by/e,;, then the isobols are straight lines with a

common intercept £ = db; - ae; i - dby, - aep
1 bgel-blez F 2 b1€2"b2€1 .



If vy>v; and vy>v,, then the numerators both in i? and 12 are
positive, while the denominators are equal with opposite signs.
Therefore one of the coordinates of the common intercept is
positive, and the other negative. The same situation occurs if
vo<vy; and v<vy.

If one of the modifiers acts (at the given substrate
concentration) as an inhibitor, and the other as an activator,

then both coordinates of the common intercept are negative.
b

E.g., if vy>vy>v,, then db,-ae;<0O<db,-ae,, from where 2{<%<ez

’

i.e. bjes<bjse;, whence i? = negative/positive < O, and
18 = positive/negative < O.

Case III., c>O: e (wd-a) + (we,=b,)i,

1 (e,—wby) + (c-wf)i,

- hyperbolae, possibly with a straight line (parallel with one

of the coordinate axes) among them.

2. Method of Yagi and Ozawa(l960)
If s = constant and i, /i; = x = constant, then in case I.

l _a_ by + box [o34
il —l—a——L—.il # S=.Af

3. Method of Yonetani and Theorell(1964)
In case I.

1 . & 4 bois + iR + ci,
Via d 1 d

If ¢=0, then, in plot A, 1/vy,; vs. i; at different fixed va-
lues of i, are parallel straight lines with slope b, /d.

If c>0, the straight lines have a common intercept with coor-

dinates

Y

Similarly, in the plot of 1/v;; versus i, at different fixed

concentrations i; (plot B), if c>0, the straight lines have a
common intercept

= i D2 - pm - 2102
e Yp =38 c )

b
g 4
- c

Returning to the original notations,

r Ygp T ¥y -

- + Kg.l_
sex . vl o Kpo s K, .
A 1 B! Kp._ 1
BKp1Kp2 s aK;Kp

Xp can be expressed quite similarly, with index 1 instead of 2,
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and inversely.

(

.
{a+ S0y - Ko
S

A |
5 Kt

°F
|~

Hml_gc

2
Kp._ 1
BKp1Kpo s aK;K,

Yo = ¥g = -
A B Ve

If I, is purely competitive, then Kjp;=~». If I, is not of

uncompetitive type, then Kp.l_
B Kg._ 1 258
S aK; K,
If I, is of uncompetitive type, and the EI;I, complex exists,
= Koo 1 & =
but not the ESI;I, then c g8 KiKia ° whence Xg K12 .«

Similarly, if the ESI;I, complex exists, but not EI;I,, then
1

G T i —— and x = - K .
Ko2Ko21 ' A v
If I, is purely uncompetitive, and I, is not competitive,

then Kj;=«, EI,I,does not exist, and X, = -BKpy.
If both I, and I, are noncompetitive, then K;;=K; and

K02=K2- So

xA - -Kl‘l . &.ll YA = % !‘_ 4 &‘l (1 * s ) .
B s a B 8 a

Division of Ya by X, yields immediately Eq. (4).

If a=8, then Xp reduces to -aK;.

4. Generalizedmethod of Hunter and Downs(1945)

Let i,/i;=x = const and s = const. y = il.;;—zl%——
=V1ip

is to be calculated, and plotted against i;.

Case I.: - a
Y (b; + bpyx) + ijcx

For ¢ = O y is constant, while for c>0 y declines to zero as
i, tends to infinity.

Case II.: - ad + i;ejax
y {b;d + x(bod - eja)} + i cdx

For ¢ = O : a straight line (with positive slope, if v,<vg).

For ¢ > O : alyperbola or a constant.

2
Case III.: o ad + ija(e; + eyx) + ijafx
{(b,d - ae; )+ x(b,d - ae,) )+ 1,x(cd-af)

For ¢ = 0 y vs.1i is a straight line (with positive slope, if
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vi<vg and v;<vgp). For c>0 the plot generally does not yield a
straight line. However, if f=0 and cd? > e;(b;d - ae;), then
there exists a single x value, at which y is constant. If £>0,

then y vs. i; yields a scraight line, namely

= 2l PO TR .
Y = Tp;d - ae;) + x(b,d - ae,) *1*gd - ax !
in that very specific case when
ad
ale; + eyx) = Bl - 50;) + alh,a = ae2).x(cd af) +
(b;d - ae;) + x(b,d - ae,)
+ xaf. ol = aE) .

This is a second-degree equation in x, so this relationship

may prove true for at most two values of x. If the plotting is
performed for several i,/i; ratios, the cases c=0 and c>O can
be clearly distinguished. (Plotting at several fixed s’s ser-

ves equally well for this distinction).

5. Generalized method of Webb(1963)

;——!1;—— is to be plotted against 1/i,, at constant
0~ Vi2
. v v
i, /i, ratio and fixed s. Since —4—— =1 + —12—
2y Vo = Vip Vg = Vi

this plot yields a straight line in the same cases when the

generalized Hunter-Downs method does.

6. Immediate method for case I.

_l_ . l_ - l_ % l__ _ a + byi; + bsis, + cijis _.ja bois
Vi2 Vo Vi Vo d i
a_+ bii a Ch g
- _dl—L + a‘ = a.lllz .
If c=0, this expression equals zero. If c>0, then, with our
original notations ¢ _ 1_ ( 1 + Ko 1 )
d Vm' BKg1Kp2 s "aKjKp' "

Therefore both a and B can be determined from the plot of c/d

versus 1l/s.

7. Determination of o and B from secondary plots in case I.

1 1 i i i1 1K i d. i i
— i s —s e q B TR =, =4 i S22 o =l
Vi Vm(1 Kpi + Kpo * BKOIKDZ) ¥ s Vm(l Ky * K, “KIKZ)

1l/vy, vs. 1/s, at fixed i; and i,, is a straight line, with

ordinate intercept oy l—(l PR S 5 T 1§ 2
Vi Ko1 = Koz =~ BKo1Kp2
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K L 5 144
- Koy 4 i 1, indin
b s (1 K; ¥ K, b 2K Kjp

and with slope

8. Case II.: saturation with the partial inhibitor

A 14 1 Enyx L. . i
[sat2] = BT YET Y e TR

This equation is analoguous to the expression of initial velo-
city in the presence of a pure inhibitor, therefore all meth-
ods, generally applied for the analysis of a pure inhibitor,
can be used here.

In the plot of]Jv{?atz/ vs. 1l/s the ordinate intercept
is 1 i : KpK 1 ol
= o G ey = XoKgo (L 1)
a V2( BKOI), nd the slope is b 78 (K2 “lez)
The rate expression in function of i; is as follows:
ey IS W Ky Koo oL L Ko Koo
V{gatzl i vz(l *s ‘Ko ) ll'V2(8K01 5 'aKlKZ)

9. Case II.: without saturation

—l—(l o _iz_) N Eﬂ.i_(l I lz_)

;_(_l_ " ;_)= Ko BKgo S Ky aKo 5 & b.;
11 Vi Vi Vm + Vv, _%(L. S
02
1 + L2 I & =2
B - BKoo p = Ko [£3:9)
Kop '~ 5 ! Ky * i,
Vm * Vz.K Vm + VQ.K ”
e 1 a 2 VmKo1Ko2 1 1 )
0 VmK01 a = ay Vg = Vm/B ip BKpo !
g DY L
c = - a/b i B Koo ’ ey = = —Kl—‘
KoKop1 1+ L2 KoKo1
O.KZ
e _ 1 (;_ + =
¢ = ¢p 1 B i) BKgp ' '
GKZ BK02
1 = . KpKpg (l_ il )
¢ = e 1 e 1 i2 O.Kz :

lo. Case III.

1 i 1 Kg i
(1 + ) = s'Kz(l + ;i—)

"BKg;
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The same equation in other form:

it . s 1 Kg 1
1 - (Koz ¥ S .Kz) i 11(8K01K09 * s 'Glell_
[sat2/ Vo V3
v o s U T
b Ko2 1"8Kq1Ko2
1/v{§at2/ vs. i, is a straight line, if —V3i_ = 0. In this
BKo1Ko2
case the slope of 1/v{§at2/ ve. 1/s is b = %g%gz(l + %ﬁ;) !
and the ordinate intercept is a = l—(l + —ii—) :
Vo BKp1
If V3/BKo1Ko2 # O, then in the plot of 1/v{52t2/ against
1l/s the abscissa intercept is g -5 i,
c = K9 T K ’
KoKoz2 ™ 4 i1
O.Kl
and the ordinate intercept is i i
BKp,
a = "
1
Vy, + Vy.=si—
, 2 3 BKOI
Henca L o o MesBKal o Va
a = am V2 = V3 11 V28K01
a o Vs, .8Kq3 l_ & i1 )
a = ap Vo, = V3'i, BKgy
1. KoKgo 1 1
c - cg K, ( 3 ol )'(il i aKl) d
2'8Ko1 aK;
" I 1 R |
c—Co-(l = 3 )(11+BK01)
aK) BKo1
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KINETIC BASIS OF ENZYME REGULATION,
THE TRIPLE-FACED ENZYME-INHIBITOR RELATION AND THE INHIBITION
PARADOX.
Cs.,Fajszi and T.,Keleti

Institute of Biophysics,Biological Research Center of the

Hungarian Academy of Sciences,Szeged and Enzymology Department,

Institute of Biochemistry,Hungarian Academy of Sciences,Buda-
pest,Hungary

In the past little attention was paid to the
simultaneous action of more than one modifier.However,it is of
special interest to study the effect of two or more modifiers
on the same enzyme,since in the cell,where all or nearby all
metabolites are present simultaneously this situation can pre-
vail very often.In the most simple case the following possibi-
lities arise:one inhibitor (or activator) and one liberator,or
two inhibitors (or activators) interact on the same enzyme.In
both cases we should consider the interaction of three meta-
bolites (in the simplest case of a one-substrate reaction).

1)The liberator action.

Pirst the liberator action should be consi-
dered.The liberator is a substance which may neutralize the
action of the inhibitor (or activator),i.e. which liberates
the enzyme from inhibition (or activation),(Keleti 1967).The
livberator alone is supposed to have no effect on enzymatic
activity (i.e. it is not an activator or inhibitor).A number
of different liberators are already known:metabolites ordina-
rily present in the living organisms (e.g. amino acids,ATP,
specific immunoglobulins,etc.).

The resulting effect of the interaction of
these metabolites may be very different,as the inhibitor may
be competitive,non-competitive or uncompetitive with the
substrate and similarly the liberator may be competitive,non-
competitive and uncompetitive with the inhibitor.Consequently
their interaction may result in different effects depending
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on the type of inhibition and liberation,on the mutual rela-
tion between the Michaelis and dissociation constants of
substrate,inhibitor and liberator,on their relative concentra-
tions and on the relative magnitude of maximum velocities in
the presence and absence of inhibitor and/or liberator.There-
fore the interaction of a substrate,an inhibitor and a libe-
rator may result in either unaffected initial velocity or
inhibition or activation.

Let us present as an example the case of
non-competitive liberator and competitive inhibitor,One will
have competitive inhibition if /. ,=5 l,independent of the
value of [11,(where Kg=[E](s]/[ES],Ky,=[B11][s]/[E11S],and
E,S,I and L are the enzyme,substrate,inhibitor and liberator,
respectively).However,if KS/KS’ > 1,one will find competitive
inhibition if o&[r]<[r7], ([1] =Ks K,/ (Kg=Kg, ), where Ki,=
=[E1][1]/[B1L]),competitive activation if [L]>[1]or,if
[L]=[1’] ,the initial velocity will be independent of [I],
(Pigal),

[U1=KgK 1 (Kg-Kg)
V>VO
@ Kg =[ENSI/IES]
£6 Ks'=[EILNISI/IEILS]
§§ Ky =[ETNLIZ[EIL)
SSL
V!VO <
o=
i
o
2k .

o0 F[LI<IL'] == [LI=IL] == [L]>]l] ——=

Fig.l.The interaction of a non-competitive liberator and a
competitive inhibitor on a one-substrate enzyme,

Kg/Kg, >1.
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2)The double inhibitions,

Similar peculiar effects can be obtained by
analysing the different types of double inhibitions (Keleti
and Fajszi 1971).Assuming that both inhibitors,independently
of each other,can be purely or partially competitive or non-
competitive or purely uncompetitive with the substrate,we will
have 17 different types of interaction,The simultaneous pre-
sence of two inhibitors may result in the simple summation
of the two individual inhibitions in only special cases.,
Ordinarily, the two inhibitors act either antagonistically or
synergetically (Keleti and Fajszi 1971).

The two inhibitors act synergetically if
E(l/vovn-l/vlvz):D>0,antagonist1cally if D<< O and there
is the special case of simple summation of their effect if
D=0 (vo,vl,v2 and Vi, are the initial velocities in the
absence of inhibitors,in the presence of the first,of the
second and of both inhibitors,respectively and a is a positive
term,cf,Appendix 1).

a)The triple-faced enzyme-inhibitor relation,

We will present here the case of triple-

faced enzyme-inhibitor relation,which means that in a given
enzyme-substrate-inhibitor system,depending on the substrate
concentration,the interaction may chansze from D > 0, through
D=0 to D< O ("D decreases") or vice versa ("D increases").
It is called characteristic substrate concentration [So],
where D=0 and below and above which D & 0.

As an example we present the case of two
purely competitive inhibitors.If the intéraction constant of
the two inhibitors on the free enzyme o= ©9 (cf,Appendix 2),
i.e, the binding of one inhibitor excludes the binding of the
other,we have D < 0,i.e, antagonism.If 0 <X<Ll,i.e, the
binding of one inhibitor facilitates the binding of the other
or &=1,i.e. the binding of the two inhibitors is independent
of each other,we will have D > 0,i.e. synergy.However,if
1< (L00,i.e. the binding of one inhibitor hinders the
binding of the other,we will have the case of the triple-
faced enzyme-inhibitor relation,with the characteristic
substrate concentration [SékKo@x'-l).Namely,in this case
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if [S]C K (X -1) then DLO,if [S]=K (& -1) then D=0 and if
[s] >K, (X -1) then D>0,(Fig.2).

A [ e
ow2 "1"2)5’

o D>0:synergism «=interaction constant

A ik of the two inhibitors

D= 0:summation of etfects on the free enzyme

p-0 F D<O:antagonism Kq =[ENISIVES]

o

V!

o

L

‘_‘|$'<[5°] — |501=K0 (<-1) e U ) e

Fig.2.The triple-faced enzyme-inhibitor relation in the case

of two purely competitive inhibitors,
1< K<L 00,

Table 1 presents the cases of triple-faced
enzyme-inhibitor relations and the corresponding characteristic
substrate concentrations.

b)Synergism and antagonism,

In general,the synergism or antagonism does
not depend on the substrate concentration (or in the case of
two partial inhibitors on their concentrations) but on the

type of inhibition and the interaction constant.These cases
are summarized in Table 2,

There are certain interactions of inhibitors
which result in a Vio greater than vl,i.e. the initial veloci-
ty in the presence of both inhibitors is greater than in the
presence of only one inhibitor,This extreme of the antagonism
between the two inhibitors may occur only if at least one of
the inhibitors is partial inhibitor and also depends on the
characteristic substrate concentration and the characteristic
inhibitor concentration [Il(o)],(Table 33

108



Table 1
Some cases of the triple-faced enzyme-inhibitor relations

Tnhibition Necessary conditions ‘[S&] D
typex of

L I _ -

o] (6] 1< XL o0 Ko(c&—l) Iaers

34638 -

G U K12> Koo KoKo2/(I‘12-K02) Decr.

NC N %xX<1,p>1 K (1/x -1)/(1-1/p) Decr.
RS, ] K (1/eX-1)/(1-1/P@) Incr.

U U 1<(3<oo K,/(P-1) Decr,

C pC 1K XL QK /Ky >e Ko(o(-l)KzKoz/(Koz-o(Kg)Incr.
NC pC  0<A<L1,1< PSR K K ,(1-1/e¢ )/K,(1/(3-1)Decr.

1<°(§00,0<P<1 as above Incr,
NC  DNC A<1,B>1 Ko(1/=1)/(1-1/8) Decr.
X >1, B<L1 as above Incr,
U 20 OKPLLEY/K KB KK (1/PK,-1/K,)/(1-
-l//3) Incr.
U pC™ PB=1,1/K,1 & (1/K 1 )(1-
“Ko/Xg5) Kol [(Kp1/Eq1) (1Kol )
-1 Decr,

The table contains only some selected examvles of the possible
triple-faced enzyme-inhibitor relations,where the expression
of [80] is relatively sinmple.

®Inhibition types:C=purely competitive,NC=purely non-conpetiti-
ve,U=purely uncompetitive,pC=partially competitive,piC=par-
tially non-competitive,Pure inhibition means that the comple-
xes containing the inhibitor are completely inactive,in par-
tial inhibitions the complexes containing the inhibitor are
less active than the enzyme-substrate comnlex without inhibi-
tor (Dixon and Webb 1964,Keleti and Telegdi 19506),

¥*special case,cf,Keleti and Fajszi (1971).
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Table 2

Some cases of synergism or antagonism in double inhibitions

Tnhibition Tecessary conditipns Interaction
type of
e W - _
¢ c & =9 D<£O
o<l D>O
NC NC 0<% <£1,0<AL1 or 0<xX<1, p=1
or 0(=1,0<p<1 D>O0
«=1, B=1 D=0
P >x>1,0 >A>1 or R>«>1, f=1
or A=1,00>fA>1 D<£O
C NC 0 X1 D>0
X=1 D=0
Ok >1 D<LO
C U in all cases DLO
c ™ K& K, D >0
U NC 0< A< D >0
p=1 D=0
1Lp=& 00 DLO
U U 0<ps1 D>0
p=O° DLO
o pC 1< 309, ,/K, @ D LO
0L & 1,K ,/Ky DK D >0
C pNC 0<KL 1 D >0
£ =1 D=0
O &>l DL O
NC pC 0<( < 1,0< A1 or «=1,0< <1 D>O
%=1, A=1 D=0
1<t 200,18 BE o9or A=1,1<fS5 L0
NC  pNC 0Lt & 1,o<p<1 or 0<X < 1,ﬁ=1
or &=1,0&f <1 D >0
o{:l,ﬂ=l D=0
CO>AD 1,00 > 31 or 09> >1,A=1
or o=1,00>B>1 DLO
U pC 15/3500,1{2/1{02-;,{9 D&LO
D>O
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Table 2 (continued)

Inhibition Necessary conditions Interaction
type of
I, I .
U pc* p:l,1/K01K02+(1/x2)(1/K21-1/K01)§;o
or 0<A <L 1,p§ 1{2/1{02 or K
or = KpKp1/K o (Ksp=Ko7) D>0
U pNC 0<PB<L1 D>0
p=1 B=0
1<pSO0 DL O
pC pC o= =00 DL O
L=p-1 D>0
pC  DNC ol=p=00 or o(:/.!:l,V2<V3 DLO
o«(==1,V,=Vs N'eD
d=(3=1,V2>V3 D>0
PNC  DNC o=@=00o0r 1<l =B<00,V,V,5 (1/ )V Vs DL O
o(:P:l the sign of
D equals
that of
V1 Vo-V5¥y,
0 =< 1,V,V, X(1/X )V, Vs
or of=[3=1,V,V,>V Vs DLO
«=p=1,V,V,=V ¥V D=0

3

The table contains only some selected examples,

Inhibition types,see Table 1.
D >0 means synergy,DL 0 antagonism and D=0 that the effect of
the two inhibitors is the simple sum of the effect of the

inhibitors added separately.

*special case,cf. Keleti and Fajszi (1971).
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Table 3
Cases of double inhibitions where v12;Lv

p
Inhibition Necessary conditions
type of case
Il - 12 S —_——
(6 PC a >K02/K2 [I]_] > [Il(o)] jtgjlependent of

NC  pC K=K, /Ky, 1<PS00
or & >K ,/Ky,
0<p<l 1] > o] B1<E]

c P=l,o(> K, o/K, [11] > [Il(o)] i{gc}lependent of

|

d KL K p/ Ky, 1<AS 00 {Iﬂ > [Il(o)] E1>[s,]
U 1 Vo) T T ind dent of
w2 1<p3 iy et

U pC* £ 1<p§ (o) J;..?d?fl)andent [S] >[SO]
C DPNC gof DV/V, iy >[Il(0)] J'l.:njiependent of

NG DNC B B& Vu/Vael >Vu/V, 11> [I0)] BI<[5,]
B>V Vo &V, /Y, [1] D [11(0)] BI1>[,]

I

LB/t 3T B> liye)] fggependent o
U pNC k >V, /V, E[l] >£11(o)] j[rslﬁependent of
PIC  PNC 1 = =00,V,>7, [Il] % [Il( o)'] i[xsz:cllependent of

Inhibition types,see Table 1.

The characteristic concentrations of the inhibitor and the
substrate,see Table 3 (continued),

The cases summarized in Table 4 of course are also the members
of this table,

¥5pecial case,cf, Keleti and Fajszi (1971).
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Table 3 (continued)

il [T100)] [5o]

a Kq (K p/Kp=1)/(1-K /X K,)

b K (K /8D (K p/Kpm1)/ [(Ko/[ST(1- K (1=K /& Ky)/(1/8
K, /eh Kp)=(1/p -1)] -1)

(] K1 (Koo/Ko=1)/ (1=K o/l Kp)
g KK /IS1)(Kyp/Ry-1)/[(X /[S])(1-  Ko(1-K 5/o0 Ky)/ (L6
Koo/ R K,)=(1/ B -1)] -1)

e K Ko1(Koo/Kp-1)/[s](1-1/P)

- KoKol(KOZ/KZ-
-1)(1/[1, D+
+K /KK,y /(1-1/f)

& Ky [s1/E) [(V,=V,)/ (Vp=V, /o )]

hi Ky (Vp=Vo) (LK o/ [SD/[(Vo=V,/ B+ Ko (V=¥ /X )/ (V. /B8

+(Vo=V, /X ) (K, / [$])] ~7,)

i K =v) (ko / [/ [(vo-v,/ )+
+(Vp=v, /e ) (Ko / [S])]

k Koy (K /[SD (V=Y / (Vo-V,./ B)

l Kl(vm-vz)/(vz-vl)

c)The inhibition paradox.

The most interesting case of the possible
interactions of two inhibitors is the inhibition paradox
when the initial velocity in the presence of two inhibitors
is higher than without any inhibitor (v12j>vb).The inhibition
paradox means that the interaction of two inhibitors results °
in activation.This effect also depends on the characteristic
substrate and inhibitor concentrations and can be found in
the cases of two partial inhibitors.Fig.? presents the in-
hibition paradox in a special case of two partially compe-
titive inhibitors when [11(0)] and [12(0)] are independent
of [S],and in the case of two partially non-competitive in-
hibitors when both [;l(o)] and [;2(0)] are functions of [S].
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Two partially competitive Two partially non competitive
inhibitors inhibitors

iz &Y% "

I I
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Fig.3.The inhibition paradox in some special cases of two

partially competitive or non-competitive inhibitors,

The hatched area represents that concentration rance of 11,12
and S where the inhibition paradox appears,

Table 4 summarizes the cases of inhibition
paradox and the corresponding characterictic substrate and
inhibitor concentrations,

In the case of two partially competitive in-
hibitors the necessary condition a{/ﬁ) ‘V‘OIKOZ/KlKZ ie equi-
valent with Ko> KlZO’i'e' the dissociation conctant of the-
ES complex is higher than the dicsociation constant of § from

the quaternary complex EIlIZS.One can assume that,probably
due to steric changes caused in the enzyme by the binding of

Il and Iz,the EI:LI2 complex is more able to bind S, than the
free enzyme,The characteristic inhibitor concentrations are
independent of the substrate concentration,

In the case of one partially competitive,one
partially non-competitive inhibitor there are 5 diiferent
possibilities:

1.v3=vm,1//31<01 > 1/& K, .Since X =K, _,the
latter condition means that Ko>~ KlZO‘The dissocistion
constant of ES complex equals that of S from the EIZS complex.
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Table 4

Some cases of double inhibitions where V12 >_vo._

Inhibition necessary conditions
type of case
v
A 3 X /B> Ky Kop/KrKy
PNC PNC b B/x< VB/Vm’V3 < th F/\/ =K120/K01
BI<[s,]
pC PNC L V3<Vm’ /3< OO,VB/Vm >p Kol/d K1=K120/K20

Inhibition types,see Table 1,
The characteristic concentrations of the inhibitors and the
substrate,see Table 4 (continued),

Table 4 (continued)

SERe [11¢0)] [T2(0)] [s,]

a (l/Kl‘l/Ko]_)/(l/p KOlKOZ- (l/KQ'l/Koz)/

-1/ K1K2) /(1/@ Ko1Kos™
-1/t X K,)

b (v, -v,)|([s]+k,)/[s1]/ (V,=v [ ((5]+ K, (V. B/ -
/(R p ) V5=V, )+ +K )/ [T ]/ =V3)/ (V5=
+(Ko/ TN (V/p -V 0] /(R [(V/PI(V5- =T)

=V, )+(K,/[5])(V5/
~Vo/ %]

e BEor (V=) (1+ VinlE/ 18]} Ko (Vy BKoy/
+Ko/ [/ [(R,/[S]) (V5= - BE,K q(1/Kq- /X X, -

Ty Bl /XK -(V=V5)]  1/E )[R 8]+ =V5)/V5-
«(V3-V,BK,1/4 Ky)  =V)

ey Vm_v3)_]

The characteristic I1 concentration depends on [S],however,
[12(0)] is independent of [S].

2.V5 >V, A< 0. /B =V K, /V3Ky, 1000 K=
:K20< Klzo,’the dissociation constant of S from the complex
EIllzs is higher tham that of S from EI2S,but the gimulta-
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neous binding of I1 and 12 causes such a change in the active
center of the enzyme that the complex containing the inhibi-
tors catalyzes the transformation of the substrate at a higher
rate than the free enzyme.Both characteristic inhibitor con-
centrations are the function of the substrate concentration.
3-V3>Vm,(5< o0,/B < VmKol/VBKl,i.e.
Kio0> KO(V3/Vm)>KO.This case is similar to that of 2,However,
the inhibition paradox manifests itself only if [S]}[SO].
4.V3> Vm,/i<DO,K120/KO< VB/Vm.This case is
similar to 2.However,the characteristic concentration of I
has a minimum and a maximum value if [S]=—»0,0or [S]-»©©,
respectively and these values depend on the ratio of /3K01
and & K., The characteristic value of 12 has a maximum value
if [s]=» 0,and declines to zero as [S]—> ©w,

5.v3<vm,/3< Oo,KIZO/KO.: v3/vm.This case is
similar to 3%,however,should be [S] ¢ [SO].

Consequently,if we have one partially compe=-
titive and one partially non-competitive inhibitor,if V3>Vm,
we have always such [Il(o)] and [12(0) swhere v, >V .If
VzS V., to have vy, >V, should be BK,,/of Ky=Kq, /K, =
Eq20/%p< V3/Vm§l.

In the case of two partial non-competitive
inhibitors we have the same 5 possibilities,with similar
consequences,

These considerations suggest that the special
problems of the "three-body system" should be taken into
consideration in enzyme-catalyzed reactions when in vivo
modulations of metabolic pathways are investigated.Namely,
as presented above the simultaneous action of three ligands
on one enzyme may result in unexpected effects,These effects
may change in the function of the concentrations of the
ligands and the liberation or inhibition may turn into acti-
vation,These effects may have role in the kinetic mechanism
of enzyme regulation,

One of the most effective regulatory mecha-
nisms of metabolic pathways is the oseillation of the con-
centrations of the metabolites,Assuming a linear chain of at
least three enzymes,where the substrate of the first enzyme
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is an inhibitor or liberator and the product of the third

enzyme is the inhibitor of the second one,we can obtain

oscillations in the case of liberator action or if the con-

ditions of inhibition paradox prevail.In the case of triple-

faced enzyme-inhibitor relation,however,one may have only

damped oscillation,
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Appendix 1

Initial velocity in recivrocal form:

1/vy=K /V[s]+1/V
where KS=EE][S]/[ES],V=maximum veloeity,
Purely competitive inhibition:

l/viz(Ks/V[S])(l+ (1]/x)+1/v
where KI=[E1[I]/[EIJ.
Partially competitive inhibition:
1/v;=(k/V[s] )[Ki/( [1]+Ki)]+(14;/v[s] ) [[I]/(Ki+ [ )] +1/V
where Ki=[Bs][1]/[r15],k%=[E1] [s1/[r1s].
Purely non-competitive inhibition:

1/vy=(%g/V[s])(1+ [1]/K)+(1/V) (24 [1] /%)
Partially non-competitive inhibition:
/v, =[(kp+ (11)/ (vrpevo [ )] [1+x,/ (]

where V? is the maximum velocity of the breakdown of ES
complex,V" that of ESI complex,
Purely uncompetitive inhibition:

l/vi=KS/VCs]+(1/V)(1+ [1]/x%)
Double inhibition with two pure inhibitors:
/vy o=(1/ V) (14 [T, ]/ K 1+ [T, 1/ % 0+ [1,] [1,1/ B 1K)+

+(Ko/ V[ (14 L1 1/Ry+ [153/Kp+ [17] [1,)/X K1 Ky)

Double inhibition with one pure and one partial inhibitor:

1/ vy p=[14 [T, 37K g1+ [T, 17K o (11 1[50/ B 1K o (Ko /[8]) (24

# [101/%q+ 11,0 /% 5+ [T ] L1 1/ X Ky Ko ) [/ (Vi Vo (137K )
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Double inhibition with two partial inhibitors:
1/%q 5= [1+ [111/% g+ [10/% o+ [13] [1,1/ B K 1K o* (K /ST (14

+[1)] 7%+ [1,1/Kp+ [1,1[1,]/ & K4 K, )]/(v +Vy [1,3/K 1+

Vo lIol/ Koo+ V5 T IT,1/ P Ko1K )
The meaning of the constants in the double inhibitions,see
Appendix 2,

l/v vy 1/v =d

where ¥ and Vs are the vl-s of purely or partially competi-
tive or non-competitive or uncompetitive inhibitions and Vio
is the double inhibition either with two pure or partial or
with one pure and one partial inhibitors.In these latter
cases KS=KO,K =K1 or KZ’Ki=Kol or Koz,Ké=K KZO,V=V’=Vm,
V"=V1 or V2.

T 10 or

Since,in the case of two pure inhibitors the
factor g:E[ ][12]/Vr§ is always positive,we analyze the sign
of dVi/[Ill 12]=D.In the case of one or two vartial inhibitors
the meaning of a is a complex expression,but always positive,

D, the parameter of interaction between the
ligands,indicates the synergy or antagonism between the in-
hibitors.,D>» 0 means synergy,D<L 0 antagonism and D=0 a simple
addition of the effects of the two inhibitors as determined

separately.
Avppendix 2
K,=[£][s]/[zs] =Bl o]
K2=[E] [1,)/[E1)] =[] [x13/[Es1,]
02 =[es] [1,]/[Bs1,] —[Ell] (s1/(®s14]

20=[F1,] [81/[Fs1,] 12_[_E11] [1,]/[E1,1,]
21-[E12]LI1]/[EIIIZ] Kyq1,=[FS1;] IE]/CESI]_IZ]

Kop1=[BSTp) [1 [/[BSTy 5] Kyp0=[BT115)[8]/ (28T, 1,]
V =maximum velocity of the breakdown of the complex ES

V1=maximum velocity of the breakdown of the complex ESI;
V2=maximum velocity of the breakdown of the complex ESI2
V3=maximum velocity of the breakdown of the complex E81112
e'(=K12/K2=K21/Kl=in‘tercation constant of the two inhibitors
on E
= = =i i the two inhibi-
P ‘K012/K02'K021/Kol interaction constant of

tors on ES complex,
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A=1 or p:l means that the binding of I, is independent of
I,.

o(:OOOI‘ﬂ =09means that the binding of I, excludes that of
L.

1< 00 or 1</3<o<: means that the binding of I, hinders

that of 120
0<X L1 or O </3<l means that the binding of I, facilitates

that of I2.
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REGULATION OF KEY ENZYMES: STRATEGY IN REPROGRAMMING OF GENE EXPRESSION

GEORGE WEBER, NOEMI PRAJDA and JIM C. WILLIAMS

Laboratory for Experimental Oncology and Department of Pharmacology
Indiana University School of Medicine, Indianapolis, Indiana, USA 46202

INTRODUCTION

The biochemical strategy of gene expression is manifested, in a large part
at least, in the regulation of the activity, amount and isozyme pattern of
key enzymes. The concept of regulation of the rate and direction of metab-
olism through control of key enzymes was developed in this Laboratory in
studying hormonal regulation and the clinical and biochemical syndromes in
metabolic diseases (Weber, 1959, 1963; Weber et al., 1965, 1966, 1971).

The experimental evidence obtained in this Laboratory supported the concept
that the biochemical pattern in endocrine and nutritional regulation of
metabolism could be understood in the control of opposing and competing key
enzymes in antagonistic and competing synthetic and degradative pathways.
The principles learned in these investigations were also applied to studies
on the sequential unfolding of the pattern of gene expression that occurs
in regeneration and in neoplasia (for review see Weber, 1974).

Previous studies pointed out the operational advantage of this concept
that proposed a pattern of behavior and control mechanisms for the various
key enzymes, the operation of which was readily subject to experimental
testing. Thus, this concept provided a set of predictions for the antici-
pated antagonistic behavioral pattern of key enzymes in physiological and
pathological conditions, such as in hormonal regulation (steroid and in-
sulin action, in diabetes, etc.), in metabolic diseases (Glycogen Storage
Disease), in differentiation and in neoplasia. A useful insight yielded
by this approach proved to be the experience that from determining a single
pair of such antagonistic enzymes, e.g., phosphofructokinase/fructose-1,6-
diphosphatase, one was able to predict the behavior of other antagonistic
pairs of key enzymes in carbohydrate metabolism (glucose-6-phosphatase/
glucokinase, pyruvate carboxylase/pyruvate kinase) under various conditions
entailing alterations in homeostatic balance. The experimental and con-
ceptual studies led to the formulation of the general theory of the molec-
ular correlation concept which was first tested in examining the behavior
of carbohydrate metabolism under various conditions involving reprogramming
of gene expression (Weber, 1973). The special theory of the molecular
correlation concept refers to studies on the alterations of gene expression
in neoplasia (Weber, 1974). Detailed investigations carried out in this
Laboratory demonstrated that the regulation of the rate and direction of
opposing pathways of synthesis and degradation through control of antagon-
istic key enzymes was applicable not only to carbohydrate but also to
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Table 1

Pleiotropic action of insulin on hepatic enzymes of different metabolic

pathways

FUNCTIONS INCREASED

ENZYMES INDUCED

GLycogenesis

GLycolysis

Lipogenesis

NADPH production

Pentose phosphate patnway

Thymidine Aincorporation into UNA

Thymidine degradation to COZ

Glycogen synthetase

Glucokinase (high K
Phosphofructokinase
Pyruvate kinase (high Km isozyme)

isozyme)

Citrate cleavage enzyme
Acetyl CoA carboxylase
Fatty acid synthetase

Glucose-6-phosphate dehydrogenase
6 -Phosphogluconate dehydrogenase
Malate enzyme

Transaldolase
Transketolase

DNA polymerase

Thymidine phosphorylase

FUNCTIONS DECREASED

ENZYMES SUPPRESSED

Gluconeogenesis

Urea cycle

Glucose-6-phosphatase
Fructose-1,6-diphosphatase
Phosphoenolpyruvate carboxykinase
Pyruvate carboxylase

Ornithine carbamyltransferase
Arginine synthetase
Argininosuccinase
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Fig. 1. Insulin: integrative action at the hepatic enzyme level.

GK=Glucokinase, PFK=Phosphofructokinase, PK=Pyruvate kinase, HK=Hexokinase,

G6P DH=Glucose-6-phosphate dehydrogenase, 6-PG DH=6-Phosphogluconate

dehydrogenase, IDH=Isocitrate dehydrogenase, F-ASE=Fumarase, ME=Malic

enzyme, AC=Acetyl CoA carboxylase, CS=Citrate synthase, TA=Transaldolase,
TK=Transketolase.
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pyrimidine, DNA, ornithine, and membrane cAMP metabolism (Weber et al.,
1971, 1972, 1973, 1974; Ferdinandus et al., 1971; Williams-Ashman et al.,
19729

The purpose of this presentation is to examine in more detail the key
enzyme concept, the selective advantages and economy the key enzymes pro-
vide for the organism and the applicability of these principles to purine
metabolism and the utilization of UDP.

MATERIALS AND METHODS

The conceptual significance of the role of key enzymes in the regula-
tion of metabolism and in the control of gene expression was outlined else-
where (Weber, 1973). The description of the strains and conditions of
animals used, the type of tumor and the partial hepatectomy and the prepar-
ation of extract for enzyme assays were cited elsewhere (Weber, 1974). The
methods for the assays of the various key enzymes and overall metabolic
pathways were given previously (Weber, 1974; Weber et al., 1965, 1966,
1971). The discussion of the experimental procedures, the tumor work and
the expression and evaluation of the enzymatic data are provided elsewhere
(Weber, 1974),

RESULTS AND DISCUSSION
Pleiotropic Action of Insulin on Hepatic Key Enzymes

It was discovered earlier in this Laboratory that the integrative
action of insulin at the molecular level in the liver entailed an antagon-
istic action on the biosynthesis of groups of key enzymes opposing each
other in gluconeogenesis and in glycolysis. Subsequent work pointed out
that the hepatic action of insulin involved reprogramming of gene expres-
sion and evidence was provided that this process included a shift in the
isozyme pattern of the key glycolytic enzymes (for review see Weber, 1975).
Recently, we obtained extensive evidence by measuring the activity and the
immunoprecipitable isozyme concentration of PFK that the concentration of
this enzyme was decreased in low insulin states (starvation, diabetes) and
high insulin states (refeeding, insulin administration) restored the con-
centration of PFK to normal level (Dunaway § Weber, 1974, 1974a; Weber,
1975a) . The determination of PFK concentration by two independent methods
strongly supported the conceptual view we proposed for the integrative
action of insulin at the molecular level. Further investigations in this
Laboratory and in other Centers revealed that there are also characteristic
alterations in enzyme activity of the pentose phosphate pathway, glyco-
genesis, thymidine metabolism and the urea cycle that occur in diabetes and
insulin returns the activities to normal range. Table 1 and Figure 1 sum-
marize the array of enzymes induced and those suppressed by insulin action.

It was proposed elsewhere that the reprogramming of gene expression
occurring as a result of insulin administration that restores enzyme activ-
ities to normal range might operate through determining the expression of
master genes capable of exerting pleiotropic action on groups of function-
ally related key enzymes operating in different metabolic pathways (Weber
et al., 1974). There are other levels of controls where pleiotropic regu-
lation might be achieved and these alternative possibilities were discussed
in a recent paper by Weber et al. (1974). The term pleiotropy, as it re-
fers to reprogramming in gene expression through hormonal influences or in
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neoplasia, was also discussed in the same article. The importance of the
multienzyme alterations is relevant for the present discussion which deals
with the biochemical strategy of the cell as it is expressed through regu-
lation of key enzymes.

Through the operation of hormonal influences, adaptation in a mammalian
system has reached the highly advanced integrated state that provides sel-
ective advantages for the system. When experimentally or clinically endo-
crine alterations occur such as in diabetes, marked quantitative and quali-
tative shifts take place in the ratios of key enzymes in different path-
ways. Administration of the hormone that was in short supply, e.g., insul-
in, is capable of restoring the homeostatic balance to normal range. Thus,
the reprogramming of gene expression in endocrine alterations has a rever-
sible nature and the alterations themselves appear to be not heritable.

The situation is entirely different in neoplasia where the alterations in
gene expression that occur appear to be irreversible and heritable. In

the following we will examine the behavior of key enzymes in two areas that
we have been studying recently: purine and pyrimidine metabolism.

Regulation of Purine Metabolism: Control of Glutamine PRPP Amidotransfer-
ase Activity

The opposing pathways of synthesis and degradation of IMP are shown in
Figure 2. In this Figure we emphasize that the origin of the de novo syn-
thesis of IMP starts at the product of the pentose phosphate pathways,
ribose-5-phosphate. Previous work from this Laboratory emphasized this
strategic link between carbohydrate and purine metabolism accomplished by
PRPP synthetase that converts ribose-5-phosphate into PRPP (Weber et al.,
1974) . These studies resulted in the discovery that PRPP synthetase was
increased in the rapidly growing tumors (Heinrich et al., 1974); thus, the
reaction involved in the de novo synthesis of PRPP was increased, leading
to a heightened potential for IMP production. With the discovery of the
increased PRPP synthetase activity it became of immediate interest to el-
ucidate the behavior of the enzyme that utilizes PRPP into the de novo
purine biosynthesis: glutamine PRPP amidotransferase, amidophosphoribosyl-
transferase, EC 2.4.2.14, (amidotransferase).

The comparison of the kinetic behavior of the liver and hepatoma
amidotransferase and the development of an assay system applicable to kin-
etic conditions of rat liver and hepatomas was published recently from
this Laboratory (Katunuma and Weber, 1974; Weber et al., 1975). An anal-
ysis of the molecular properties of amidotransferase from normal rat liver
and fron rapidly growing hepatomas is of interest in evaluating the role
of this key enzyme in metabolic regulation.

Figure 3 indicates that the affinity of the normal liver amidotrans-
ferase to PRPP yields a sigmoid curve, whereas the hepatoma enzyme exhib-
its-Michaelis-Menten kinetics. These results indicate that the liver en-
zyme had very low activity at a PRPP concentration of less than 1 mM, but
in the same substrate range the hepatoma amidotransferase activity was
high. Thus, the tumor enzyme was more readily saturated by PRPP at the
low level that may occur in the tissues (Weber et al., 1975; Prajda et al.,
1975).

The biological significance to the neoplastic transformation is also
determined by the responsiveness of the tumor enzyme to physiological reg-
ulatory signals. Earlier work by Katunuma and Weber showed that the am-
idotransferase in the rapidly growing hepatoma was much less sensitive to
the action of the physiological inhibitor, AMP (1974).
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Fig. 2. Metabolic imbalance in purine biosynthesis in rapidly growing hep-
atomas. PRPP synthetase was increased in rapidly growing hepatomas
and amidotransferase was elevated in all hepatomas; the catabolic
enzymes, 5'-nucleotidase and xanthine oxidase, were decreased in
rapidly growing hepatomas. The resulting metabolic imbalance fav-
ors purine biosynthesis and should prevent recycling of metabol-
ites into the catabolic pathway.
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Extensive studies carried out recently in this Laboratory demonstrated
that amidotransferase activity was increased in all the hepatomas irre-
spective of their growth rate or degree of differentiation (Fig. 3) (Kat-
unuma § Weber, 1974; Weber et al., 1975; Weber § Prajda, 1975). Current
work of Prajda et al. (1975a) showed that the amidotransferase activity
was also increased in kidney tumors.

Biological Significance and Selective Advantage Achieved Through Repro-
gramming of Gene Expression as Manifested in Activity and Molecular
Properties of Amidotransferase

As shown in Figure 4 all hepatomas contain more amidotransferase activ-
ity than the liver; thus the cancer cells should have an increased capac-
ity for purine biosynthesis through the de novo pathway. This enhanced
potential is further increased by the higher affinity of the hepatoma en-
zyme to the substrate PRPP and thus the tumor enzyme is more readily sat-
urated by the substrate. Furthermore, the hepatoma amidotransferase is
less sensitive to feedback regulation as manifested by the decreased sen-
sitivity to AMP., Thus, in the hepatoma there is more amidotransferase
activity, the enzyme can operate at lower PRPP concentrations and may well
be deinhibited at physiological AMP levels. These alterations in amido-
transferase activity and molecular properties reveal reprogramming of gene
expression that should confer selective biological advantages to neoplas-
tic cells. As the increase in amidotransferase activity is present in all
hepatomas, irrespective of their growth rates and malignancy, the repro-
gramming of gene expression manifested in the ubiquitous rise in this en-
zyme activity appears to be linked with the neoplastic transformation it-
self (Katunuma & Weber, 1974; Prajda et al., 1975, 1975a; Weber et al.,
1975; Weber & Prajda, 1975).

Effect of Regeneration on Hepatic Amidotransferase Activity

The regenerating liver is a useful model in the analysis of the pro-
cesses of the reprogramming of gene expression and the informational flow
in the mammalian cell. To examine the linkage of amidotransferase to in-
duced proliferative response the activity of this enzyme was studied at
different intervals after partial hepatectomy and the results were compared
with those obtained in sham operated control animals. The results in
Figure 5 show that the specific activity of amidotransferase rose after
partial hepatectomy and it was significantly increased at 24, 48 and 72
hours after operation. The peak increase of 164% was observed at 48 hours
after partial hepatectomy. The enzyme activity returned to normal at 96
hours. This experiment indicates that amidotransferase activity, and prob-
ably its synthesis and degradation, are linked with cellular proliferation.
However, the alterations in the neoplastic liver are distinguished from
those in the regenerating liver, because in the partially hepatectomized
animals amidotransferase exhibits sigmoid kinetics towards PRPP whereas,
as outlined above in the hepatomas, the enzyme showed hyperbolic kinetics.
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Increased amidotransferase activity in hepatomas of
different growth rates. The protein concentration of the
supernate, in which the enzyme activity was measured, is
also shown for comparison,
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Integrated Pattern of Alterations in Key Enzyme Activities in Neoplasia
in Carbohydrate and Purine Metabolism

The reprogramming of gene expression in neoplasia is manifested in an
integrated imbalance in the activities of key enzymes in opposing and com-
peting pathways of glycolysis, gluconeogenesis, pentose phosphate metabol-
ism, and in purine synthesis and catabolism. The activities of the key
enzymes of glycolysis are increased whereas the opposing key enzymes for
gluconeogenesis are decreased in parallel with the growth rate of the
hepatomas. In contrast, the activities of the key enzymes for pentose
phosphate pathways, G-6-P dehydrogenase and transaldolase (Weber et al.,
1974) and the key enzyme of purine de novo synthesis, the amidotransferase,
are increased in all the hepatomas examined (Katunuma & Weber, 1974).
Thus, in liver neoplasia there are key enzymes that characterize the
degrees of expression of neoplastic transformation (the key glycolytic and
gluconeogenic enzymes) and there are other enzymes that are discriminants
for the neoplastic transformation per se (glucose-6-phosphate dehydrogen-
ase, transaldolase, amidotransferase). The integrated pattern of the key
enzymes of carbohydrate and purine metabolism and their behavior in hepa-
tomas are summarized in Figure 6.

The experimental results indicate that there is an increased potential
for glycolysis and a decreased potential for recycling. There is a height-
ened capacity for the biosynthesis of pentose phosphates and for de novo
purine biosynthesis. 1In contrast, the degradative potential for IMP de-
clines. This alteration in the reprogramming of gene expression should
confer selective advantages to cancer cells. The integrated pattern re-
vealed in our studies points out the applicability of the molecular cor-
relation concept and the key enzyme concept to purine metabolism (Weber,
1974; Weber et al., 1975).

Studies on Reprogramming of Gene Expression as Manifested in Enzymes
Involved in UDP Utilization

Previous work showed that there is an increased potential for pyrimi-
dine biosynthesis and a decreased capacity for degradation of the pyrimi-
dines in the hepatomas (Ferdinandus et al., 1971). This metabolic imbal-
ance was manifested in the increased activities of the key enzymes of UDP
biosynthesis, aspartate transcarbamylase and dihydroorotase (Sweeney et
al., 1974) and in the decrease in the activity of the rate-limiting enzyme
of pyrimidine catabolism, dihydrouracil dehydrogenase (Queener et al.,
1971). UDP is at an important metabolic crossroad and its utilization is
dependent on ribonucleotide reductase that routes it into de novo DNA bio-
synthesis and UDP kinase that channels it into RNA biosynthesis and poten-
tially this reaction could also contribute to the de novo DNA biosynthesis
as shown in Figure 7. The studies of Elford et al. (1970) demonstrated
that ribonucleoside reductase (EC 1.17.4.1) was increased in parallel with
the growth rate of the hepatomas.

The molecular correlation concept predicts that in the neoplastic cells
reprogramming of gene expression is likely to occur where enzymes antagon-
ize each other either by opposing each other's direction of action or by
their competition for the same substrate. To test the applicability of
this concept to UDP metabolism we have carried out a systematic investiga-
tion of the behavior of UDP kinase (nucleoside diphosphate kinase; ATP:UDP
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phosphotransferase (EC 2.7.4.6). Kinetic studies were conducted to ensure
proportionality of UDP kinase activity with amount of enzyme added under
optimum kinetic conditions for rat liver and hepatomas. The details of
our assay method were described recently by Williams et al. (1975). The
UDP kinase specific activity was expressed in umoles of substrate metabol-
ized per mg protein per hour. The kinetic characteristics of UDP kinase
activity from crude enzyme preparations of rat liver and hepatomas were
similar (Williams et al., 1975). The UDP kinase specific activity was
markedly increased in all liver neoplasms irrespective of tumor growth
rate or degree of differentiation (Figure 8). Current studies also showed
that UDP kinase activity was increased in 2 primary human hepatomas as
compared to the histologically normal samples from the human host liver as
controls.

Our demonstration that UDP kinase activity was increased in all hepa-
tomas, irrespective of the degree of tumor malignancy, suggests that the
reprogramming of gene expression in malignant transformation is linked
with an increase in the expression of this UTP-synthesizing enzyme activ-
ity. In this Laboratory we recently discovered four such transformation-
linked elevations in enzyme activities, and they all relate to a heighten-
ed potential in the channeling of precursors to strategic biosynthetic
processes. Thus, the rise in the activities of glucose-6-phosphate dehy-
drogenase and transaldolase should provide an increased capacity for rout-
ing glycolytic intermediates into pentose phosphate biosynthesis (Weber
et al., 1974). The third alteration discovered in all hepatomas was an
increased activity of glutamine PRPP amidotransferase which should also
result in an increased potential for purine and nucleic acid biosynthesis
(Katunuma & Weber, 1974; Weber et al., 1975; Prajda et al., 1975). In
turn, the increased UDP kinase activities reported here should provide an
increased potential for production of RNA and for de novo DNA biosynthesis
(Williams et al., 1975). These elevations in the activities of the key
enzymes of pentose phosphate biosynthesis, de novo purine production and
RNA and DNA biosynthesis signal a reprogramming of gene expression that
should confer selective biological advantages to the neoplastic cells.

Mathematical Model of Altered Metabolic Regulation in Neoplastic Cells

In previous work it was recognized that the lower the activity of an
enzyme was in the adult resting rat liver, the higher it increased in the
rapidly growing hepatomas (Weber, 1974). The mathematical expression
of these experimental observations and the plotting of the results from
this publication are given in Figure 9. The predicted value for the in-
crease of the activity of nucleosidediphosphate kinase in the rapidly
growing hepatoma was tested and the values observed fit well into the
range mathematically predicted by the equation in Figure 9.

The Key Enzyme Concept: Identifying Features of Key Enzymes

It was recognized in this Laboratory that the regulation of the rate
and direction of opposing pathways of intermediary metabolism is achieved
by controlling the operation of certain enzymes. These enzymes that
appear to be playing a key role in metabolic regulation thus were named
key enzymes (Weber et al., 1965). The key enzyme concept proved to be a
conceptual breakthrough in the analysis and understanding of the regula-
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tion and behavior of enzyme pattern in endocrine and nutritional conditions.
The key enzymes were also relevant to our understanding of the unfolding of
gene expression in differentiation and in the reprogramming of gene ex-
pression that occurs in the neoplastic transformation and in the progres-
sion of the neoplastic state. As a result of experimental and conceptual
progress in our investigations a number of the features which characterize
key enzymes were recougnized in this Laboratory and representative examples
are given in Table 2. As our progress in gaining an insight into the
identifying features of key enzymes develops, it is hoped that a deeper
understanding will be reached of the properties, regulation and function

of the key enzymes and the interpretive value of this concept (Weber,
1976) .

CONCLUSION

Metabolic regulation and adaptation in the mammalian system are achiev-
ed through control of the concentration, activity, and isozyme pattern of
key enzymes that oppose and compete with each other at strategic crossroads
of intermediary metabolism. Through controlling the antagonistic and com-
peting key enzymes and by adjusting the ratios of the opposing key enzymes
and isozymes, metabolic regulation achieved an integration of the rate and
direction of opposing metabolic pathways. This integrative action at the
molecular level results in the capacity of the mammalian system to adapt
to endocrine and nutritional circumstances. The ability of the organism
to regulate the key enzyme systems confers selective advantages to the bio-
logical systems as a whole.

In regeneration, differentiation and neoplasia, the reprogramming of
gene expression is also targeted through alterations in the concentration,
activity, molecular properties, and isozyme pattern of key enzymes.

SUMMARY

The regulation of key enzymes was examined in investigating the strat-
egy of reprogramming of gene expression in normal and neoplastic cells.

1. The pleiotropic action of insulin in integrating the activity,
amount and isozyme pattern of a series of hepatic key enzymes in glycoly-
sis, pentose phosphate pathway, glycogen, lipid, and thymidine metabolism
was examined.

2. The regulation of purine metabolism was studied in investigating
the control of the key purine synthesizing enzyme, glutamine PRPP amido-
transferase. This enzyme was markedly increased in all hepatomas irrespec-
tive of their growth rate and malignancy. The normal liver enzymes showed
sigmoid kinetics whereas in rapidly growing hepatomas the enzyme had hy-
perbolic kinetics; the sensitivity of this hepatoma enzyme to feedback
inhibition was decreased. These alterations confer selective advantages
to the hepatoma cells. In the regenerating liver the amidotransferase
activity increased to 164% of the activity of sham-operated controls;
however, in the regenerating liver, the molecular properties of the enzyme
were similar to the normal liver and it showed sigmoid kinetics towards
the substrate PRPP.
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Table 2

Identification of key enzymes

FEATURES OF KEY ENZYMES

EXAMPLES IN VARIOUS METABOLIC
AREAS

1. PLACE IN PATHWAY

A
2

3.
4.
5.

Fiust in a heaction sequence
Last in a heaction sequence

Pathways in themselves

Operate on botn sides of
reversible reaction poods

One-way enzyme opposed by
anothen one-way enzyme

I11. REGULATORY PROPERTIES

6
T
8.
9.«
10.

11
12;

Rate-Limiting 4in patiway

Possesses nelatively Low
activity in the pathway
Target of geedback regulation

Target of multiple contrnols

Exfubits allosteric properties

Interconvertible enzymes

1s0zyme pattern provides
added adaptive features

111. BIOLOGICAL ROLE

13.
14.

Involved 4in overcoming

thermodynamic baiens

Governs one-way reactions

IV. INTRACELLULAR COMPARTMENTATION

15

Localized in particulate
§raction when other enzymes in
same pathway are in cytoplasm

Pyruvate carboxylase; TdR Kinase

Glucose-6-phosphatase; DNA
polymerase

Glucose-6-phosphatase; adenylate
cyclase

TdR kinase; dihydrothymine
dehydrogenase

Phosphofructokinase; fructose-
1,6-diphosphatase

PEP carboxykinase; ribonucleo-
tide reductase

Pyruvate carboxylase; DNA
polymerase

Amidophosphoribosyltransferase;
TdR kinase

Pyruvate kinase; ribonucleotide
reductase

Aspartate carbamyltransferase

Glycogen phosphorylase

Glucokinase; hexokinase

Four key gluconeogenic enzymes

Glucokinase; ribonucleotide
reductase

Uricase; glucose-6-phosphatase
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3. An integrated pattern of the alterations in key enzyme activities
in neoplasia was examined in carbohydrate, pentose phosphate, and purine
metabolism.

4, Studies were carried out in analyzing the reprogramming of gene
expression as manifested in enzymes involved in UDP utilization. The re-
sults indicated that UDP kinase activity was increased in all hepatomas
irrespective of the growth rate and malignancy of the liver tumors. This
alteration in gene expression confers selective advantages t. the hepatoma
cells.

5. The identifying features of the key enzymes were outlined and ex-
amples were given for the applicability of the concept to key enzymes in
various pathways of intermediary metabolisn..
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REGULATION OF METABOLIC PATHWAYS EY COOPERATIVITY
AND COMPARTMENTATION OF METABOLITES

Ho Frunder, A. Horn, G. Cumnme,

W. Achilles and R. Bublitz
Institute of Physiological Chemistry,
Friedrich Schiller Universitvy, Jena, GDR

INTRODUCTION

In our group, out of the diversity of regulatory mechanisms
in action in the living cell, we analyzed the importance of
metal metabolite complexes for metabolic regulation. The
reasons for this selection are based on the well known fact
that most metabolites form complexes with intracellular
cations like potassium and magnesium ions. Thus, single meta-
bolite pools are not homogeneous entities, but distributed
among a heterogeneous mixture of free, protonated and
complexed species. Furthermore, there are well documented
examples (Purich and Fromm, 1972) indicating that different
species of one metabolite act in opposition even on the same
enzyme.

Our starting point along the metal complex line should
be a theoretical study to determine whether complex formation
can be a principal mechanism of control in intact cells,
where total metal ion concentrations are usually fairly con-
stant while variation in metabolite levels is much wider.

RESULTS

As the first step let us assume one metal ion M and one li-
gand L forming a metal ligand complex ML. The total metal
ion concentration is kept constant at 1 mM and the total
ligand concentration varied from zero to 2 mM.

In Fig. 1 we may distinguish two regions. The transition
area between them is centered at a total ligand concentration
which corresponds approximately to the total metal ion con-
centration kept constant at 1 mM. In the left region the to-
tal ligand concentration is smaller than the total metal ion
concentration, and the free ligand L increases with a rela-
tively small slope. In the right region the total ligand
concentration surpasses the total metal ion concentration,
and therefore, L increases with a slope of nearly one. The
behaviour of the free metal ion concentration M is quite
opposite. Lastly, the complex ML increases linearly in the
left region and epproaches its saturation value in the right
region.
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Fig. 1. Concentrations of free metal ion M, free ligand L
and of the ML complex as function of the total ligand concen-
tration L ot® The complex fgrma ion constant of the ML
complex ig Bssumed to be 102 M~1.
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v
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Fig. 2. Activity (v/V) of a hypothetical enzyme as function
of the total ligand concentration Lt . M is assumed to act
as activator, ML as substrate and L 32 non-competitive inhi-
bitor. The total metal ion concentrgtion is kept constant at
1 mM. The binding constants (in mM~™ ) of the different
complex species with the enzyme are indicated at the curves
in the order M, ML and L.
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If the different species act in a different manner upon the
same enzyme, then it may be shown that relatively small
changes of the total ligand concentration in the critical
area may cause marked changes in enzyme activity, provided
that there are suitable binding constants for the different
complex species with the enzyme (Fig. 2).

The enzyme activity is inhibited more or less strongly as
soon as the total ligand concentrationaoproachesthat of the con-
stant total metal ion. This behaviour indicates that theo-
retically, a weak variation of the total metabolite concen-
tration within a critical area can cause a great velocity
variation through metal ligand complex formation.

This situation led us to the conclusion that an enzyme
might be more clearly characterized in terms of single spe=-
cies concentrations rather than in terms of total metabolite
concentrations as reported by most authors in the past
(Ge Cumme et al., 1973 a,b).

In order to achieve a simple experimental situation, we
vary the concentration of a selected single species, keeping
constant as many other species as possible and interpret the
measured enzyme activity as a function of the varied species
concentration. In doing so, the following principles must be
taken into account. From the complex equilibrium

*EIML%E— = B (B denotes the complex formation constant)
=, 4

follows: When L is kept constant and ML is varied, then M
varies proportionally. The constant ratio ML/L can be altered
by fixing L at another constant level. At constant M, ML and
L vary proportionally and, if ML is kept constant, the two
other species vary inversely.

In order to make clear the principles of our evaluation
we use the same hypothetical enzyme as characterized in the
legend of Fig. 2. Additionally, a second free ligzand L* acts
as competitive inhibitor against ML. The corresponding rapid
equilibrium rate equation for this enzyme has the following
form:

Ky K, (M) [MD]

“ — —_ — )
(14K, (M) (14K, [ML] + K5 (1) (14K, (L))

The numerical values chosen for the different K's are in
mM=1: K, = 13 K, = 405 K 5 = 20; K, = 20. The complex

formation constant B = ML is 5 mM-q.

In Fig. 3 the test conditions are set up so that M is
kept constant at different levels and v/V is plotted against
L. Curve shapes with maxima are obtained because the denomi-
nator of the rate equationis of second order, and the numerator
of first order in L. Fixing constant ¥ atlower levels, the
maxima shift to the right, that is to higher concentrations
of L.
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The explanation is: The ML term in the second sum of the de-
nominator needs higher L concentrations in order to dominate,
if M is small. Or in other words, ML substituted by M - L « B
becomes smaller at low M. Thus, one needs higher L concentra-

tions before the second sum of the denominator becomes con-
siderably greater than one.

7y v KM KML

V™ 0K MK MUK L) (KL
ML-MLB

od3 Q06 009 012 o015
mM L

Fig. 3. v/V plotted against L at different fized levels of
M. IX = zero.

05
K%

v _KM K ML
VoK M1 ML)+ L)

ML=-MLB
*.0mM M =1mM

1 A g

w3 s 009 012 5
mM L

Fig. 4. v/V plotted against L at different fixed concentra-
tions of I*. M = 1 mM = constant.
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Next, we set up the same conditions, namely M is kept con-
stant and L is varied, now however at different constant con-
centrations of IX inhibiting the ehzyme competitively against
ML. Fig. 4 shows curve shapes with maxima. The maxima shift
to the right when increasing the constant level of L*, becau-
se the ML term of the denominator needs higher L concentra=-
tions in order to dominate.

In Fige 5, v/V is plotted against ML at constant levels
of M. The maxima shift to the right at increasing constant
M, since L is now lowered. Or in other words, substituting L
in the last sum of the denominator by ML , one sees that

this term dominates later, if the level of M is increased.
However, one has to take care not to use very high levels

of M. Otherwise, the maxima go far to the right and can
easily be overlooked if one does not examine the whole range
of relevant physiological concentrations.

W v . KMKM

V. (WK M)(+K MR (1eK,L)
LML
MB
L*s0

M=30 mM

n I 1

] 02 03 04
mM ML

Fig. 5. v/V plotted against ML at different fixed concentra-
tions of M.

In Fige 6 no maxima are observed, since both numerator and
denominator are second order in M. However, the fact that
the order is higher than one leads to a sigmoidicity seen at
low concentrations of ML. When using an appropriate scaled
double reciprocal plot, which expands the area of very low
ML concentrations, we get parabolas (Fig. 7), much more
evident at higher fixed levels of L, that is at a higher
ratio ML/M. When using an excess of M, which leads to very
low levels of L, then the parabolas approach straight lines,
and interactions of M with the enzyme can be overlooked.
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Fig. 6. v/V plotted against ML at different fixed concentra-
tions of L.
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Fig. 7. V/v plotted against 1/ML at different fixed concen-
trations of L.

All these examples demonstrate that the occurrence of differ-
ent curve shapes and of shifts of maxima and minima can be
used in order to evaluate the effects of different complex
species mma real enzyme.
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According to this scheme purified pyruvate kinase from human
erythrocytes was characterized, first varying the different
ADP species whilst keeping all other species constant, then
varying the phosphoenolpyruvate and potassium concentrations,
and lastly performing competition experiments between the
ADP and phosphoenolpyruvate species. The rapid equilibrium
rate equation, based on about 1500 single determinations of
the enzyme activity while varying the different complex
species of the substrate side, has the following form

(Eq.(2)):

k gk ke (Mg?"] Mg ADP] [PEP] [k']
v/V=

(1 4k [mg?"] YA+k, [Mg2+]+ ky [MgaDP]) 1+ k, [kADP] +k, [PEP] +kg [kPEP]) (1+k ']

The binding constants K were fitted by the Marquardt
Iiwocedurea Their numeriaal values with the ranges are listed
n Table 1.

Table 1.

Numerical values and ranges for the binding constants of the
complex species of the substrate side of pyruvate kinase from
human erythrocytes

For binding of: Blndigg conqtants Range
K1 Mg2+ on the activator side 6 2 - 24
K, KADP on the PEP side 5 1 - 4
K5 MgADF on the substrate side 2 £ - 5
K4 PEP on the substrate side 145 0.6 - 25
K5 KPEP on the PEP side 15 8 - 22
K, K on the K*-side 0.004 0.002 - 0,006
%, Mg2* on the MgADP side 1.5 1 - 2

The model chosen uses MgADP and non-complexed phosphoenol-
pyruvate as substrates and Mg2+ and Ktions as activators.
The potassium complexes of phosphoenolpyruvate and ADP act
as competitlve inhibitors against phosphoenolpyruvate, and
Mg+, beside its action as activator, influences the enzyme
act1v1ty as competitive inhibitor against the substrate
MgADP. Thus, not only one but several complex species of the
substrate side of pyruvate kinase modulate the enzyme acti=-
vity at several binding places. As it can be easily derived
from the association constants for the different enzyme
complexes, shown in Table 1, the numerical values of the
corresponding dissociation constants are very close to the
concentrations found in erythrocytes, thus predestinating
all species for control.
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Due to interdependences via complex equilibria a change in
any species alters the whole complex pattern and the enzyme
activity through many simultaneous effects on all binding
sides.

As to the influence of the products of the pyruvate
kinase on enzyme activity we have at present only limited
data. ATP in micromolar concentrations reduces the enzyme
activiﬁy to about one fourth of the activity in the absence
of ATP., However, this inhibition is completely abolished by
micromolar concentrations of fructosediphosphate and
especially fructose-6-phosphate. That means, the ATP inhi-
bition observed in vitro probably has no effect on the enzyme
activity in intact erythrocytes.

With regard to the terms "substrate", "activator" and
"inhibitor", these terms cannot always be applied uniquely,
when complex forming effectors are involved. Let us coasider
the following two models:

In model 1 Kt acts as activator, phosphoenolpyruvate as
substrate and the potassium complex of phosphoenolpyruvate
as competitive inhibitor against non-complexed phosphoenol-
pyruvate

+ ;
- FEF(2 (model 1); K%%%%%%“E?TET (model 2)

In model 2 the functions all of the three species are interchan-
ged, i.e. the potassium phosphoenolpyruvate complex acts as
substrate, phosphoenolpyruvate as competitive inhibitor
against potassium phosphoenolpyruvate and potassium ions as
non-competitive inhibitor.

The corresponding two rapid equilibrium rate equations
(Egs. (3) and (4)) are as follows:

Vg e Kyt Ky [*] [PEP]
V= for model 1, and

(14E5 [E*]) (1+Kq [EPEE] + K, [PEF])

Vo + K [EPEP]
(1+K; [K*]) (14K, [KPEP] + K, [PEE] )y

and after substitution

V'K, - B [E*] [kPEE]
Vo= for model 2

—('I+K3 K*]) (14K, [kPER] + K, [PEP])

1at physiological phosphoenolpyruvate concentrations
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Both Egs. differ only in the product of three constants of
the numerator. Taking V, for the Eq. (3) for model 1 and V,
for the Eq. (4) for model 2, so that the product

e Tl A T B
then one obtains equal velocities at equal effector concen-
trations for both models. Thus, both models cannot be distin-
guished, even by the most painstaking kinetic or binding
studies. That means that a given mathematical relation be-
tween the effector concentrations and the enzyme activity is
not uniquely describable in terms of what species acts as
substrate, activator or inhibitor.

However, from any of such Eqs. we may deduce the exact
stoichiometry of the reactive enzyme complex and in advan-
tageous cases the c¢ffector competition for the different
binding sites of the enzyme. Defining an enzyme in terms of
stoichiometries and competitions leads despite its missing
uniqueness to a unique description of the behaviour of the
enzyme as a member of a metavolic pathway. And this is the
main aim of our modelling.

An obvious disadvantage of the method used is that the
total concentrations which are necessary for each determina=-
tion of the enzyme activity must be calculated from the
prescribed single species concentration, making use of the
possibly incomplete pattern of metal ligand complexes and
their complex formation constants, which are known only
within certain ranges of error. * 0.1 pK unit error of the
complex formation constant, which holds for many constants,
may produce ¥ 10 % error in the concentrations of the non-
complexed species and ¥ 20 % error in the concentrations of
the complexed species. This points to the urgent need of
developing methods for the direct experimental determination
of different complex species.

On the other hand, the advantages are also evident. The
method used greatly simplifies the interpretation of veloci-
ty changes as consequences of concentration changes, because
well defined linear relations exist between the concentra-
tions of the varied complex species and because the concen-
trations remain constant for the majority of species.

APPLICATION TO ENZYME SEQUENCES

We might proceed from purified enzymes, which can be
treated in vitro as one likes, to enzyme sequences in intact
cells. Here, further interactions come up in the ensemble

of all cell constituents.

The most important one to be discussed is the competition
of all metabolites for the intracellular metal ions, which
show fairly constant levels of their total concentrations
while the metabolite levels vary much more. This causes
marked changes in the complex pattern.

The second main problem we have to envisage in enzyme
sequences in intact cells is the possibility of compartmen-
tation of metabolites and metal ions within the cell.
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As to magnesium we know from a recent paper (Romero, 1974),
that about 10 % of the total red cell magnesium is bound to
the inner surface of the erythrocyte membrane.

We also have definite knowledge as to metabolite
compartmentation in red cells, especially through the work
of Rapoport s group in Berlin (Berger et al., 1973; Gerber
et al., 1973). From their data w: know that about 40 % of
the total 2,%-biphosphoglycerate and 15 % of the total ATP
are bound to hemoglobin in oxygenated red cells at normal pH.

With this information at hand we undertook a computer
study to investigate the influence of complex formation on
the coupling of different enzymes of glycolysis in intact
erythrocytes. For this purpose we chose two kinases, about
which we have the most reliable and detailed information.

The first one selected is red cell hexokinase as a
prototype of an ATP consuming kinase. Here, kinetic data
with regard to magnesium complexes are available (Purich and
Fromm, 1972; Gerber ¢t al., 1974). The second kinase is red
cell pyruvate kinase as a prototype of an ATP producing ki-
nase with kinetic data as shown above.

The first step consists of building a simplified model
of the substrates and main c<ffectors of coth kinases under
simulated in vivo conditions. Then, by a computer we calcu-
lated the alterations of thc complex pattern induced by
increasing or decreasing total 2,%-viphosphoglycecrate and
ATP-concentrations within a physiologically reasonable range,
all other total m:ta.olite concentrations being kept constant.

Table 2 gives the metabolite concentrations used in this
study. They correspond approximately to the total metabolite
concentrations and the intracellular conditions found experi-
mentally.

Table 2.

Basic data used for the model study with effectors of hexo-
kinase and pyruvate kinase
Intraerythrocytic conditions, i.e. KC1l = 130 mM; NaCl = 10m§

pH 7.2; I = 0.16; oxygenated hemoglobin = 5 mM; 37° C.

Metabolites Total concentrations
in mM/1 red cell water

ATP 1.7 and 3.0

2,3=biphosphoglycerate 7.0 (varied between

%5 and 14.0)

ADP 0.3

AMP 0.05

phosphoenolpyruvate 0.025

Mg012 2.0 (and 3.0)
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We used two different total magnesium concentrations as
indicated in Table 2. In addition, we used a new method for
the experimental determination of free magnesium ion concen-
trations in "thick" hemolysates (Achilles et al., 1975).
These hemolysates were obtained by using Triton X-100 or
ultra sound to disrupt a cell suspcension with a hematocrit
of > 95 %. They maintained a normal ATP level for at least
helf an hour. The experimental figures on the free magnesium
ion concentration in these hemolysates correspond better
with the calculated data when using 2 mM total magnesium
(Scheidt et al., 1975).

Thus, the apparently arbitrary choice of a total
magnesium ion concentration of 2 mM (as used in Fig. 8 = 10)
seems reasonable. This is based, firstly on the fact that
part of the total magnesium binds to the cell membrane
(Romero, 1974) and, secondly, on omission of some magnesium
binding metabolites of the red cell in our simplified model,
as characterized in Table 2.

We chose 2,3-biphosphoglycerate and ATP changes because
they can be correlated with well documented data from the
literature on the rate of glycolysis in intact erythrocytes.
At small 2,3-biphosphoglycerate levels the normal glycolytic
rate is doubled. If 2,5-biphosphoglycerate has twice its
normal concentration, the glycolytic rate is about 50 % of
its normal value. In both cases, the other metaiLolite concen-
trations show practically no change (Deuticke et al., 1971;
Ponce ¢t al., 1971).

For calculations of the changes of the whole complex
pattern induced vy increasing total 2,%-biphosphoglycerate
or total ATP we used the complex forma_tion constants and
tle binding constants of 2,%-viphosphoglycerate, MgATP and
"ATP" with oxygenated hemoglobin, as shown in Table 3% and 4,

Table 3.

log of the complex formation constants used for the calcu-
lation of the complex pattern under intraerythrocytic condi-
tions (those of the protonated species in brackets)

gt Mg2+ k* Nat

DPG 8.21 3.87 1.9% 1.9

(6.63) (7.05) (7.23) (7.27)

ATP 6495 4,96 1:15 1.18
(4.84)

ADP 6.73 %54 0.74 0.83
(5.16)

ANMP 6.37 1.70 0.20 O.46

PEP 656 2.33% 0.65 0.71
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Table 4.

log of the binding constants between oxygenated hemoglobin

MgATP, ATP and 2,3-biphosphoglycerate ( ATP and 2,2~

biphosphoglycerate indicating the sum of all other species

except the magnesium complexes under intraerythrocgtic con-
ditions, according to Gerber et al. (1973)

MgATP ATP 24,3=biphosphoglycerate
1.59 2.56 2.40

Fig. 8 displays the calculated shifts of three important
complex species, when total 2,3%-biphosphoglycerate is
increased from 3.5 to 14 mM.

mM
Mg ATP
*Mg ADP
157
mM
Mg . — Mg ATP
101 054
Mg ADP-10
asJ
Mgt

15
ot

5 10
mM 23-biphosphoglycerate,

Fig. 8. Changes in the concentration of MgATP, MgADP and

Mg<+ induced by increasing total 2,3-biphosphoglycerate,

all other total metabolite concentrations (Table 2) being
kept constant.

Contrary to intuitive expectations, MgATP, the substrate

of hexokinase,remains fairly constan}. This is caused first-
ly by the high affinity of ATP to gé + and the lower affini-
ty of 2,3-biphosphoglycerate to Mg<*. Secondly, by increasing
2,%=-biphosphoglycerate, MgATP, initially bound to oxygenated
hemoglobin, is released to a certain extent by competition
with 2,%=biphosphoglycerate. On the other hand, MgADP, one
substrate of pyruvate kinase, decreases markegly with
increasing 2,3-biphosphoglycerate. Lastly, Mg<*, which
activates both kinases, also falls.
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Here, one should emphasize that the changes observed at the
level of a single species are relatively small. However,
several species act simultaneously on one enzyme and their
concentrations are altered coincidently. Thus, one has to
expect coopcrative effects on the enzyme activities by
transformation of the signal 2,%-biphosphoglycerate via
complex equilibria into many subsignals, capable of altering
the enzyme activity considerably although the total concen-
trations of the substrates of both kinases remain absolutely
constant.

Of course, with hexokinase a direct inhibitory effect of
2,%=biphosphoglycerate has to be taken into account. As to
pyruvate kinase, this is not the case. 2,%-biphosphoglycerate
inhibition 05 pyruvate kinase is caused by binding of the
activator Mg<* to 2,3-biphosphoglycerate. Thus, direct inhi-
pition of pyruvate kinase was not included in the pyruvate
kinase effector pattern.

Table 5.

Dissociation constants for the different enzyme complexes of
red cell hexokinase (glucose present in saturating amounts)

mM
KM52+ = 0.77 (activator)
KMgATP = 1.03 (substrate)
K2,5-biphospnoglycerate = 3.44 (competitive inhibitors
= 1.00. against MgATP)

Kymp

In order to quantitate the effects of the 2,3-biphospho-
glycerate induced changes of the complex pattern on the
activities of hexokinase and pyruvate kinase, the initial
velocities were calculated for both kinases with the
association and dissociation constants, respectively, for
the different enzyme complexes as shown in Table 2 and 5
and the calculated complex pattern shown in part in Fig. O.

As is to be expected, the initial velocities of both
kinases decrease concomitantly as 2,3-biphosphoglycerate
increases. The hexokinase decrease is more pronounced than
is the pyruvate kinase. The calculated inhibition of both
kinases corresponds roughly to the observed inhibition of
the glycolytic flux in intact cells with increasing 2,3-
biphosphoglycerate, the total concentrations of ATP, ADP,
phosphoenolpyruvate and magnesium remaining constant.

Of course, not all interactions that might occur in
intact cells are taken into account in our model. But the
cooperative behaviour of both kinases in the simplified
model, where we compare only the initial velocities under
the influence of a few effectors, points to the importance
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of a multistep control of both enzymes via complex formation.

10

initial
velocilyl
o
0,54 \. vPK
o
vHK
5 0 15

mM 23-biphosphoglyc erafetot

Fig. 9. Initial velocities of red cell hexokinase and pyru-
vate kinase (arbitrary units) at increasing total 2,3-bi-
phosphoglycerate and constant total concentrations of all
other metabolites.

v mM mM mM
HK  Mg** MyADPM, ATP
01{ 2

11 02 3
%
M, ATP
051 011 ao5{ 11
M
M, ADP
1 2 3 mM ATR,

Fig. 10. Changes in concentrations of Mg2+, MgADP and MgATP
induced by increasing total ATP from its normal value of
1.7 mM to 2 mM. The calculated initial velocity of hexokinase

(vgg) is also plotted, using the dissociation constants
st§¥ed in Table 5.

The second example deals with another metabolic situation,
namely doubling total ATP without changing the other
metabolite levels. This can easily be achieved by a few
hours incubation of erythrocytes with adenosin or inosine.
Under these conditions there are normal 2,3=biphospho-
glycerate levels and also normal overall glycolysis (Rubin-
stein et al., 1972).
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Fig. 10 gives the changes of three complex species by
increasing total ATP above normal,

The level of MgATP increases only slightly, due firstly
to the fixed amount of total magnesium, which is 2 mM, and
secondly due to an increased binding of ATP, not complexeg
with magnesium ions to oxygenated hemoglobin. MgADPand g<*
decrease considerably. The steep increase of total ATP with
a concomitant slight increase of lgATP alters the hexokinase
activity only minimally. This is caused mainly by the
decreasing level of free magnesium ions which is inhibiting
for the hexokinase. The result of this example corresponds
to unaltered glycolysis in intact cells when total ATP rises
above normal.

SUMMARY

1. Complex formation has to be taken into account for enzyme
kinztic measurements with complex forming substrates and
effectors. However, an experimentally determined relation
between the effector concentrations and the enzyme
activity cannot be uriquely descrived in terms of what
species acts as substrate, activator or inhibitor. From
this relation we may deduce only the stoichiometry of the
reactive enzyme complex and the effector competition for
the different binding sites of the enzyme. This is
sufficient for a urique description of the behaviour of
an cnzyme as a member of a metabolic pathway.

2. Complex formation is in action for a multistep control of
enzyme sSequences in intact cells. It works as a preset
control, which links several enzymes of a sequence to
each other by intcractions at the metavolite level.

5. Complex formation might also be important for the
integration of different metabolic functions in compart-
mentalized cells. This, however, remains to be elucidated.
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I. Introduction

The term ''near-equilibrium relation' has been used in several papers by Krebs
(ref.1-3), but a similiar concept has been applied in earlier work already by other
authors (ref.4-6). The basic idea is simple: If the catalytic capacity of an enzyme
in the cell is much higher than that of the other enzymes which react with common
substrates, then it will bring its own reaction partners very close to thermodynamic
equilibrium.

In the context of dehydrogenases, this principle has been used very widely to study
and interpret the redox state of pyridine nucleotides in various compartments of

the living cell (ref.7.). There are numerous papers, especially in the physiological
field, which make use of metabolite ratios for the study of the intermediary meta-
bolism,

Usually the application ot the idea is of technical nature. One uses the equilibrium
in order to calculate one inaccessible quantity from another one which is more
easily available. A theoretical treatment of the equilibrium principle is still lacking,
although several papers (e.g. 8,9) provide the necessary apparatus. My Dobogoko
lecture is intended as an outline of a theoretical treatment of the near-equilibrium
problem with the aim to make some of the tacit implications of the usual argumen-
tation explicit and available for criticism,

Ii. Equilibrium and Characteristic Time of the Single Reaction

II.1. Equilibrium and Reversibility

The concept as shortly outlined in the introduction presupposes the validity of the
formalism of equilibrium thermodynamics, in particular that any reaction is prin-
cipally reversible provided that the chemical potential of the reactant is reversed,
and that a unique equilibrium exists, as defined by the equilibrium mass action
ratio. Furthermore, it implies that for a reaction (example)

A+B2P+Q 1)
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with actual mass action ratio

G= :—g— (letters for concentrations) (2)

the velocity of the enzyme catalyzed reaction can be written down as function of
the deviation from equilibrium, In Cleland’s standard notation (ref.10):

VsV - mM/min
V.V_(AB-PQ/K bkl Bki
:_lu_e_&) AaBaP)Q - mM 3
(& Ke - dimensionless @)
c® - mM3/min,

where C is a kinetic term which depends on the concentration of the reactants and
on the catalytic mechanism. To give an example, for a rapid equilibrium random bi
bi mechanism C reads:

= K. + K - + AB + K K -+ K + PQ/K
= VZKb ia bVZA KaVZB V2 & qVIP/ eq KpVIQ/ eq Vl Q/ eq @)

where the K’s are in mM,

Within the cell, the parameters Keq, Vi and the K*s may be considered as approxi-
mately constant, while the reactants A,B,P,Q are variables. They are kept in the
same concentration range (millimolar) and only rarely vary by more than one order
of magnitude under different metabolic conditions. This means that, if Keq is high
or low enough (say, 107 or 10~7), either the second or the first term (respectively)
of the bracket which stands in eq. (3) is negligible (as compared to its companion).
Such reactions are called quasiirreversible. It is well known that many key reactions
of metabolism are of this type. They are irreversible because the reversal of the
chemical potential is practically not possible.

All other reactions must in practice be considered as reversible.

Their rate equation has the full form of eq. (3). Now a reaction is said to be
near-equilibrium if the actual ratio G does not depart too far from the equilibrium
value Keq. For several reasons the biochemical practician does not set the limit
too narrow and speaks of near-equilibrium when G and Keq are in the same range,
say

0,3 < G/K__ <3, ()]
eq

II. 2, Rapid and Slow Reactions

A further implication of the basic concept is that the individual reaction can be
classified as rapid or slow. This presupposes a time scale for comparison. The
actual range of the velocity of a reaction cannot be taken as measure, because in
the steady-state all reactions proceed with about the same net velocity. A time
scale can be obtained, however, when the rate with which the reaction tends to
equilibrium is considered.

To this purpose the rate equation (3) is rearranged. Without loss of generality
one can choose the reaction direction such that AB > PQ/Keq. Dividing (3) by
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V2AB one has
V.

1 (6)
W= (1 — G/Kgqg)
with a dimensionless quantity
D=C/V,AB > 1, (7)

Equation (6) was derived for a special example, but it can be shown that any
steady-state rate equation can be formulated in the same manner. The catalytic
mechanism manifests itself in the form of the term D, V; is the maximal capacity
of the reaction in the direction of net reaction: D can be considered as a brake
which reduces this m aximal velocity to the actual capacity V1/D. The bracket is
a driving-force term and depends on the thermodynamic properties of the reaction,
Thus the rate equation consists of three terms: kinetic term, affinity term and
thermodynamic term (Vy, D,bracket).

Now consider the actual situation with given A,B,P,Q and the pertinent equilib-
rium defined by &,B,P,Q whose mass action ratio equals Keq. This unique
equilibrium can be attained by a reaction step d such that

A=A-d;B=B-d;P=P+d; Q=Q+d. (8)

Inserting this into (6), one obtains, neglecting d in comparison to A,B, P, Q, after
some manipulation

v = VI/D - 1/A+1/B+ Keq/P + Keq/Q) 2 9)

or, as a characteristic time

i = = B P A= 0 (10)
t =d/v D/Vl/ (/A + 1/B + Keq/P Keq/Q).

The reaction, if undisturbed, tends to equilibrium within a time of order t*(see
ref.8), This time is a measure of fastness or slowness of a reaction,

It is important to note that authors usually consider a reaction as fast if Vinax
is high enough, Eq.(10) shows that this is only part of the truth, t* depends also
on D and on the bracket term, The expression looks involved, but can be usually
sinplified in the practical case. So, for instance, the bracket is mostly dominated
by one of its terms, say 1/A&, since one of the partners is considerably smaller
(like NADH for cytoplasmic dehydrogenases). Also D is usually approximated by
one of its terms. If the enzyme is saturated by its partners, this dominating term
will be unity, otherwise it will be a quantity of the form K/B, Thus two limiting
cases may be distinguished, one with the enzyme saturated:

+
t o~ 75§/V1 (A-smallest metabolite), (11)
the other one with unsaturated enzyme:

t - L/V,, (12)
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where L is an affinity parameter (either constant or of form K * A/B), which can

be very high in the case of low affinity to the enzyme or of excess inhibition by
substrate. Such cases are by no means rare (e.g. GAPDH inhibited by substrate
(ref. 11-13), or LDH inhibited by abortive complex (Kurganov’s calculation,
personal communication), Therefore a high Vy,,. as the only sign of a rapid enzyme
can lead astray. One should always investigate the kinetic situation under cellular
conditions.,

III, Interaction of Rapid Enzyme with Slow Neighbours

So far we have treated the isolated reaction and its tendency towards equilib-
rium. In the cell no reaction is isolated. This offsets the equilibrium continuously
and even drives its position away. To study this motion we will take a very simple
model example, a fast dehydrogenase whose substrate partakes at a slow side
pathway:

NAD
vs k1 \
— S = =2 T, (13)
k, N\
NADH

Let us assume that the rate equation of the fast dehydrogenase has the following
simple form:

w= k1 * (NAD) . (S) (1 - G/Keq) (14)
G = (NADH) * (T)/((NAD) - (S)) .
The side flux is slow, which is equivalent to

V.
S

k1°NAD‘S

€ <1, (15)

In the stationary state (vs—W=O):
=ft =8 =0 16
B ~G/E ) (16)

with the stationary values S, T,NAD, and NADH inserted into & and G. It follows
that

&= ~ ¥ 1
G-k, a- o), an
or

NADH = §/F-K (- &), (17a)
NAD eq
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which demonstrates that the cofactor ratio can be approximated by the substrate
ratio to accuracy 1- & where & is the stationary ratio between drift flux and
actual capacity of the dehydrogenase. The wording ""actual" is of importance,
because authors usually take the maximal capacity as indicator of an equilibrium
enzyme (ref.2,6). Generally the actual capacity is given by an expression of
form V1/ D (see previous section).

If we compare the accuracy expression (17) with the practical requirements
(eq. (5)), we see that already a moderate excess capacity (3-5 fold of flux) is
sufficient to establish near equilibrium conditions. Thus the potential activity of a
candidate for an equilibrium enzyme need not be astronomical. This is of impor-
tance for the judgment of the metabolic character of several enzymes (e.g. malic.
enzyme (ref.2)). On the other hand, one must have very strong arguments to
reject an enzyme as candidate if his activity is high as compared with flux and no
evident strong inhibition brings its potential down to the flux value.

IV. Temporal Hierarchy of Cofactor-Coupled Fast Reactions

Usually a considerable number of fast and slow reactions take part at the inter-
conversion of a cofactor pair like NAD-NADH or ATP-ADP. Since the substrates
pertain to different pathways, this introduces a very characteristic temporal
organization. We propose to study this with a model example:

18)

The following simplifying assumptions are assumed valid: i) substrate levels higher
than cofactor levels:

A+A' = Ao < 8. 7.7 (19)

This holds especially in the general case when a big number of enzymes is connec-
ted to the cofactor pair,
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ii) the side fluxes are slow and the cofactor reactions rapid, i.e.
kl AO S > VS| ks

k2 Ao S’ > vs, ,ks, etc. for all metabolites. (20)

iii) The reactions are described by sinple rate laws:

wS=k1'A S-k2°A ¢S (21a)
- *A* T~ e A’ e T

wT k3 4 k4 A i L (21b)

L 7 ks * S (side drift from S), (21c)

and expressions similiar to (21 c) for the side drift of the rest of metabolites.

These considerations lead to the system of equations

ds/dt =v_ -k S -w

s S S
ds’/dt = Vg T kS,‘ S’ + wg
d1r/dt = VT = kT T = Wi 22)
dT’/dt = Vpr - kT, T+ W
dA/dt = - Wy * W)
A=A -4,

whose treatment in the given dimensional form is somewhat inconvenient. Therefo-
re dimensionless variables are introduced (Greek letters):

T = kSt; og=S" ks/vs; g'=8"* kS,/VS,
0=T- ky/Vg; =T /vy 23)
o= A/Ao; KS = kl/k:2 ; KT = l-:3/k4 (equil. constants).

The following scaling factors are convenient

M= k3/k1 (ratio of capacity of dehydrogenases);
€ = kS/ (kle) < 1 (fast dehydrogenase, see (20)); (24)

€= ksAo/vs < 1 (because of small cofactor concentrations).
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With these new variables, the system (22) can be restated in dimensionless form.
We write down only the equations for « and ¢, since for the other metabolites
they are similiar in form as that for o :

= 3] o o’
i i s i, Wi Lf_w_”mo_”ﬂ_;)_} (252)
L s T
O T R & [ao— -‘1;}{“&] (25b)
€
1 s

The properties of these equations in different time scales will now be studied.

IV.1, First Time Scale: Ultrarapid Equilibration of Cofactor
Introducing the very short time scale t*=71/¢ 1 €2, one has

’ ’ ’ 0:
da/dz* = —ala+ z no +,u—0 ] + [—U o ) (26)
K K K
S ) s T

while the other variables o, o', (0, 0’ get equations of the form

t - i - Go=a)a
do/dt* = &, 6,1 - 0) £, 120 > @7)
s
which reduce to o, 0,0, and 0’ = const. because of the small ¢’ s,

The further analysis of equation (26) will be given in summarized form:

i) a approaches its steady-state value &, as defined by da/dt* =0, in a first-
order reaction.

ii) The rate constant of this process is a weighted sum of rapid reactions
(# +1), In a metabolic system with many rapid reactions it would be a very fast
process.

iii) The cofactor ratio & / (1 - & ) lies between the equilibria KT 0/ 0’ and
Ks o/ ¢’ of the individual reactions. It would approach one of them if either
u — O0or u — o,

iv) @ is unique if the cofactor reactions are monotonous in a; otherwise it may
happen that two different steady-states of the cofactor ratio are possible. This could
exert great influence on the velocity of the further equilibration. This is a further
point while anomalies in the kinetics of fast enzymes should be carefully studied.
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IV.2, Second Time Scale: Rapid Exchange between Metabolites

Once x has reached & it behaves as a slowly drifting steady-state parameter,
The essential motion is now on the still rather short time scale tt= 7/ ¢

Insertion of & in (25 b) and transition to T+ results in: 1
o0’ — (}2 QO
do/dt+ = — e ) B (Y (28a)
with
Kq = KS /KT (overall equilibrium of two reactions) (28b)
KT KT
M= — o+ Ks” o +KT0 + 0 (kinetic term), (28¢c)
Analysis of these expressions reveals:
Neglecting the small ¢1-drift, one has the kinetic pattern of a combined
essential reaction
Kg
o+ 0’ o’ + 0 (29)

This means that the material is directly rearranged between the pathways
which feed the metabolites. There is a new kinetic term M which expresses the
catalytic function of the cofactor. The special form of the result (29) depends
on the simple form of the original reactions (eq.21). But even if the constituent
reactions have the full Cleland form (eq.3), the same result is obtained only M
can no longer be stated explicitly.

IV.3. Third Time Scale: Drift of Metabolic Equilibria

Once the fast reactions which together perform the cooperative reaction (29),
namely ws and wT, have attained their combined steady-state, all metabolites
have near-equilibrium values, which are defined by d og/dt" =0 and soon
for the other metabolites. The side fluxes (see scheme 18) maintain a slow drift
of the steady-state of the system, Only a sudden burst of incoming metabolic
material (e.g. sudden lactate affluence from glycolysis) is capable to excite the
equilibrium such that all the time scales just analyzed come once more into play.

It should be pointed out that on the third, slow scale the old variables (metabo-
lites) are no longer independent. The essential variables of the slow scale become
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transparent after introduction of (S+ A’ +T), (T + T’) and (S + S’) into the motion
equations:

dS+T+A%)/dt = vs+vT-kSS—kTT (30A)
AT+ T) /@ = T B =BT =T (30b)
ds+8’)/dt = v_+v_, -k S-k_S". (30c)

S 'S S S

It is seen that the motion is slow. The right-hand sides are uniquely determined
by the state of the new variables. The metabolic interpretation of these equations
is that two of them (30 b and c) represent the motion of carriers (e.g. common
backbone of lactate and pyruvate), while the first one concerns the motion of the
chemical material attached to them (like H2 to the lac-pyr system), in other words
of the occupancy of the carriers,

Thus on the slow scale a system of carriers and attached metabolic equivalents
(Hz, energy-rich bonds etc.) appears as the essential substructure of the metabo-
lic network. The systemis connected by fast reactions which on a faster time scale
establish near-equilibrium of the partners., The near-equilibrium is a state where
the degree of occupancy of the carriers is thermodynamically equivalent (e.g. same
redox potential), This does not mean that the actual occupancy is identical. There-
fore greatly differing metabolic ratios are compatible with equilibrium, depending
on the standard potential of the respective reactions (see ref, 1-3,7).

V) Fast Reactions in Metabolic Systems

In metabolic systems fast and slow processes are interconnected so that a
clear separation of the time levels is not possible on the basis of the original
biochemical variables (metabolites). Since the detailed technique to perform the
required transformations and limit transitions has been the object of my paper
at the FEBS-Meeting in Budapest (to be published in Biosystems), I quote only a
rather simple example and proceed with several summarizing statements on the
regulation of metabolic pathways.

V.1,) Transformation to Essential Motion: Adenine Nucleotides

Consider the following, somewhat embryonic model of energy metabolism,
where the designations u,v, w indicate rate equations of (respectively) very fast,
fast and slow characteristic time (see section II. 2):

precursors
n w
o | 3
ATP — ADP AMP
v
2 I @31)
v | lw4
u
a
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where

- rate of ATP-consumption (fast, 10o min )

v

v; - rate of ATP-generation  (fast, 10 min)_

ua - rate of adenylate kinase (very fast, 10 = min)

Wa -rate of adenylate synthesis from precursor (slow, 10" min)
Wy = rate of adenylate decay (slow, 10 min),

The system of differential equations reads

das/dt = A vy tu, -nw,
daz/dt = = 2ua +aw, (32)
dal/dt = ua+w3 - W,

where the precise stoichiometry (value of n ATP required to make one new AMP-
backbone) depends on the precursor and on the chosen metabolic pathway.

System (32) displays the mixture of velocity scales which is typical for metabolic
systems, Introduction of a new set of essential variables

a=a, ta,+a; (sum of adenylate nucleotide)
s =2ag + a2 (sum of energy-rich bonds) (33)
P=a, + a, (sum of energy containing nucleotides)

and differentiation of them results in

da/dt = Wo - w4 (motion of energy carriers, slow)
ds/dt = Vo ~ V) - oW, (energy balance, fast) (34)
dp/dt = - u (energy distribution, very fast)

with essentially three time levels and one essential motion on each of them,
Reduction of the order of the system is therefore possible after choice of the time
scale at which the biochemist is interested to study his phenomena. For instance,
if the energy balance is to be studied, all rate equations have to be transformed
into the time scale of the v’s:

da/dt = sl(w3 - w4)

= = = 35
ds/dt vy \1'1 £,0W, (35)
dp/dt = - g e (vi of equal order).

Now the transitions ¢, — 0 (i.e. a= constant) and ¢, — 0 (which sets adenylate
kinase to equilibrium: the transformation is of the type to which Tikhonov’s

theorem can be applied (see ref, 14, 15)) display the essential motion of s, where the
right-hand sides depend on ag,8,,3; which can be calculated from the actual state

of the essential variable s, and ?rom the value of the essential parameters a and
Keq (adenylate kinase).

168



V.2) Near-Equilibrium Reactions: Summary and Conclusions

1.) Metabolic Systems are obviously organized such that the motion can be approxi -
mately classified according to logarithmic time scales. The scale of an individual
reaction is to be understood as the time in which it, if left alone, would run to
equilibrium (approximately).

2, If at a specified time level a reaction is fast, it will keep near-equilibrium of
its partners whatever the metabolic drift will be. The fastness depends not only on
Vmax Put also on the kinetic state of the enzyme which must not be neglected there-
fore. The equilibrium assumption, if so established, may be used to calculate
concentrations or concentration ratios of otherwise not measurable metabolites.

3. The accuracy of the equilibrium assumption depends on the time scale of the
side flux (slow drift) and on the actual capacity of the enzyme. The latter is compo-
sed of a kinetic term (V ) and an affinity term (D). If the accuracy requirements
are moderate, the rationl%%{ween the slow and the fast reactions need not be astro-
nomical, a capacity excess of 3 to 5 is sufficient to maintain a state not far from
equilibrium.

4, Within the cell, the equilibrium of the fast reaction is continuously disturbed
(""excited', ref.8), and it is of importance to study the time course of equilibration.
For one fast reaction in the environment of slow ones this analysis has been outlined
in section IV, The principal event is fast equilibration of the reaction followed by
slow drift of the equilibrium,

5. The matter becomes more complicated when several fast reactions cooperate in
a metabolic knot via common substrates or cofactors, The fast time scale now
splits into an ultrafast and a fast component. The very rapid phase comprises cofac-
tors which are involved in several or all fast reactions. They go into a preequilibri-
um whose position need not be unique if the fast reactions do not depend monotonously
on the cofactor. Thus several preequilibria may exist.

Whatever the preequilibrium, a further still fast phase comprises the approach
to equilibrium of the individual metabolites. The final near-equilibrium of all fast
reactions is unique, only the velocity of the approach to it is dependent on the diffe-
rent possible preequilibria just mentioned.

6. A set of fast reactions imposes a subset of near-equilibrium relations (NER, for
short) among the original metabolites like NAD, NADH, ATP, Lac, Pyr, GAP,
FDP etc. These cease to be independent variables on the slow metabolic scale. The
real structure of the motion must therefore be expressed by new equations in
essential variables and parameters. The latter are combinations of the phenomeno-
logical quantities. The typical new variables in a system where approximate NER
hold is the pool, either in the form of a carrier pool (like AMP, Pyr, oxaloacetate
etc.) or as metabolic pools of material attached to the carriers (e.g. energy-rich
bonds or H,-equivalents etc.). Sometimes the degree of occupation of carrier places
(i.e. a ratio metabolic pool over carrier) may be an essential variable (such as
energy-charge (ref.16) or degree of reduction (ref.17)).
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7. The motion of the essential variables is described by a set of (slow) qifTerential
equations (e.g. ds/dt in (35)). The mathematical difficulty is that their right-hand

sides are usually not known as explicit functions of the essential variables, but rat-

her of phenomenological quantities, namely the metabolites. The latter are uniquely
determined by the former (in a mathematical sense) through a set of linear relations
(definition equations like (33)) and through an additional set of NER which, however,

are linear in the chemical potential of the metabolites (i.e. in the log of their
concentrations).

8. At any change of the metabolic situation, the substructure of NER becomes rear-
ranged nearly instantaneously. Since, by way of common substrates and cofactors,
the fast reactions form a complicated topological network, near-equilibrium of
combined reactions (''super-reactions') is established. We will study an illustrative
example:

1/2 AMP + (GAP-DOAP-FDP) + Pyr + P1 =1/2 ATP + Lac + (PGS-PEP), (36)

the partners of which are near-equilibrium when, as usually, GAPDH, LDH, PGK
and adenylate kinase are fast.

9. Such combined equilibria introduce a rigid stoichiometric linkage into the system
of metabolites. One consequence of this is buffering of metabolites, in particular of
small ones. If in eq. (36), for instance, AMP is the smallest metabolite, then an
attempt to remove it would turn out futile, because the loss would be replaced by a
small step from right to left in the equilibrium,

10. A further curious consequence might be the possibility to rally metabolic mate-
rial without damaging effects to the metabolic system. So in the same example the
injection of lactate (or Pj) would have no other direct consequence than a slight
increase (or decrease) of AMP to reestablish the equilibrium. Due to the stoichiomet-
ric linkage this small change would not affect the other partners.

11. Of course, to quite distant metabolic sensors this change in a small metabolite
like AMP could be a signal to react to the sudden affluence. In a recently submitted
paper (ref.17) we have called this the pointer property of certain small metabolites
(like AMP or NADH or NADP) which triggers counter-measures in the case of imminent
danger.

It is seen that distance effects are not a monopoly of allosteric systems, but rather
may be brought about by equilibrium relations.

12. As we have pointed out in detail in ref. 17, the experimental approach to the
metabolic importance of fast reactions has to be different from the usual concept
which "'sticks' too much to the original biochemical variables. So, for instance,
adenylate deaminase’s function is quite incomprehensible if its kinetics is always
measured with single metabolites which never occur isolated in vivo. Atkinson (ref.
18) has shown how the matter becomes immediately transparent when the true vari-
ables are varied (adenylate content and energy charge).
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13, Thus the NER have consequences which are not trivial and to my mind not suffi-
ciently understood. Since the kinetic requirements for a NER are not too restrictive
(see point 3), it can be expected that whole pathways may consist of them and that
important distance signals are clnveyed from pathway to pathway.To my mind these
facts require some conceptual rearrangement in our understanding of the regulation
of pathways.
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INTRODUCTION

The approach of this paper to set up a model of a metabolic
system is guided by the following principles:

1) The interaction with experiments is essential for model
building, verification and predictions. Idealized models
which are not confronted with real experiments are suitable
to disclose generalities of regulation but without assurance
that they are applicable to the conditions of any real cell.
2} The model should involve as few parameters as possible.
Otherwise, they give little insight in the regulatory struc-
ture of the system. Simplification of models is possible in
view of two principles of model reduction. Firstly, there
exist a time hierarchy in metabolic systems.Some variables
are g0 slow that they remain almost constant during a speci-
fied time period, other are so fast that they are always in
a steady state. A powerful method for the reduction of the
number of the variables is provided by the Tichonov-Theorem
(Tichonov,1948; Park,1974). Parameter reduction results from
the fact that the rate laws of the constituent enzymes essen-
tial for the metabolism need not include the details of the
enzyme mechanisms. It is, for example, sometimes possible

to use only first order rate constants in the kinetic
equations of enzymes if the substrate concentrations are
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always small compared to the corresponding half saturation
constants. Furthermore, reactions which are catalyzed by very
fast enzymes may be considered to be nearly in equilibrium
and are fully characterized by their equilibrium constants.
3) It is necessary to consider the system as a whole,not
parts or single steps. Omission of any of the important in-
teractions or stochiometries leads to discrepancies with the
experimental data.

The paper gives a mathematical model of the glycolysis of
erythrocytes. The erythrocyte glycolysis was chosen for the
modelling since 1. it is uncontaminated by other interfering
pathways, 2. no intracellular compartments exist and 3. all
enzyme concentrations are practically constant.

The present model extents a previous one by explicite inclu-
sion of synthesis and breakdown of ATP in®manner similar to
the simplified system of Sel'kov (1973). This was done
although many experimental uncertainties concerning the ATP-
consuming processes exist. It is hoped that the theoretical
results of this paper will stimulate further experiments in
this direction. A second goal of the investigation was the
detailed analysis of the differences between the conditions
in vivo and in vitro. Both steady states and time dependent
processes were analyzed.

Abbreviations

G6P, glucose 6-phosphate; F6P, fructose 6-phosphate; FP,,
fructose 1,6-bisphosphate; GAP, glyceraldehyde 3-phosphate;
DHAP, dihydroxyacetone phosphate; triose-P,triose phosphate
(sum of GAP and DHAP); 1.3 P,G, 1,3-bisphosphoglycerate;

3 PG, 3-phosphoglycerate; 2 PG, 2-phosphoglycerate; P-Pyr,
phosphoenolpyruvate; Pyr, pyruvate; Lac, lactate; 2,3 P2G,
2,3-bisphosphoglycerate.
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1. Confinement of the model

Fig.1 shows the scheme for the glycolytic model. It includes
both the ATP- producing reactions catalyzed by the phosphogly-
cerate kinase and pyruvate kinase and the ATP- consuming reac-
tions catalyzed by hexokinase, phosphofructokinase and ATPases.
Since there are several enzymes in red cells which degrade

ATP (Nakao, 1974) the term "ATPase" refers not only to the
Na*- K*- ATPase but to the sum of all ATP- consuming reactions.
The system includes furthermore the NAD'-NADH- coupling of the
reactions of glyceraldehyde-P dehydrogenase and lactate de-
hydrogenase. It takes into account several actions of meta-
bolites as inner effectors of enzymes: the G6P- inhibition

of the hexokinase, the ATP- inhibition and AMP- and ADP-
activation of the phosphofructokinase and the 2.3 PZG' inhi-
bition of the 2.3 PEG- mutase., A characteristic feature of the
glycolysis of erythrocytes is the 2.3 P2G- bypass (Rapoport &
Luebering, 1950,1951).

2R6
DHAP P R
'/6\\ /’ - PzGM ) 23 p;@;se
PFK PGK
Gl cﬁr \GGP-F%TFG’,’ - @FB:L-D. S 13RG 3P(i
AP ADP  ©/ATP SADP ADP ATP \ ,,,
\/ 1’ AK \
AlPase ‘\ \
\\ NAD NADH 2PG
——AMP  ADP /
AIP ADC/EW
Lac-L-DH erm PR

Fig.1. Scheme of the glycolysis of erythrocytes con-
gidered for the modelling

The following assumptions were made for the modelling (for
Jjustification see Rapoport et al,1974) :
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a)

b)

c)
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One group of enzymes is considered to catalyze very fast
reactions so that an approximate equilibrium between the
reaction partners is maintained under all conditions. This
group of enzymes includes the phosphoglucoisomerase, aldo-
lase, triose-P isomerese, glyceraldehyde-P dehydrogenase,
phosphoglycerete kinase, phosphoglycerate mutase, enolase,
lactate dehydrogenase and the adenylate kinase.

The following equilibrium relations hold

F6P GAP _ (GAP
9pg1= 'ETEF;‘ v p14% '&"F"}Q v Aprn© {ﬁmﬁ ’

P.. _y _ (1.3P2G) (NADH - PG) (ATP
i9caPD™ 9GAPDT WAD » 9pgg~

2PG P-Pyr
Apem™ '5‘315'&'; » 9gpo1= ‘Lm%il ’
_ (Lac) (naD* ___(aDE)?
91pH= ‘(ﬁ";'(mg‘r » Qg T‘éﬂ'{%m” :

A fixed ratio of the concentrations of FP2 and triose-P
was assumed in accord with experimental data. Actually, the

(1)

equilibrium assumption for the reactions catalyzed by aldo-
lase and triose-P isomerase should lead to & quadratic re-
lation (Rapoport et al, 1974).

The other enzymes are considered to catalyze practically
irreversible reactions: hexokinase, phosphofructokinase,
pyruvate kinase, 2.3 PQG- mutase, 2.3 P2G- phosphatase

and ATPase. These enzymes are described by kinetic equa-
tions (Table 1), In most cases descriptive rate laws were
used which lack a mechanistical basis.

The reactions of the hexokinase and phosphofructokinase

are subsumed as one subsystem with a single response to the
adenine nucleotides (Rapoport et al,1974).1t is assumed
that G6P and F6P are always in a steady state. This appro-
Ximation is justified since the relaxation time of the
phosphofructokinase is relatively short.The descriptive
rate law given in Table 1 is the result of 1. the action



Teble 1.

Rate laws assumed for the varipus enzymatic steps
of the model

enzyme rate law parameters
hexokinase- Vm(ATP)
phosphofructo- Viyr_ = — Vv K
kinase-gystem HK-FFK Km+(ATP) m’ “m
pyruvate kinasge . kPK(ADP)(P—Pyr) keg
kPZGM(1.3P2G)
2.3 P,G mutase Vo s ko ane

2 1+(2.3P2G)/KP2G

2
KPZG

2.3 B,G= v =k (2.3P,)+C C
phospﬁatase P,Gase” "P,Gase 2 kP2Gase’
BEAER VaTPage™ XaTpase (ATF) k) TPage

of ATP as the substrate of the hexokinase, 2. of the acti-
vating influence of AMP and ADP and the inhibiting effect of
ATP on the phosphofructokinase, and 3. of the G6P- inhibition
of the hexokinase.

d) For the 2.3 PQG— phosphatase two terms are assumed, one
proportional to its substrate 2.3 P2G and one independent of
it. This assumption is based on the fact that there are se-
veral enzymes which degrade 2.3 P2G (Harkness et al,1970;
Rose et al,1970) one of which, the actual 2.3 P2G-phosphata-
(Rose & Liebowitz,1970).

2+ and the
binding of anions to hemoglobin was neglected. Both effects
have a slight but significant influence on metabolite con-~
centrations (Gerber et al,1973; Berger et al, unpublished

se, probably works at its Vmax

e) Complex formation of some metabolites with Mg

results) .
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f) Two conservation quantities are taken into account: the
sum of the pyridine nucleotides and that of the adenine
nucleotides

N = (NAD') + (NADH) (2)

A = (AMP) + (ADP) + (ATP) . (3)

It is assumed that the processes changing these sums are
slow compared to all other reactions included in the model.
g) Inorganic phosphate is taken as an outer parameter which
is controlled by the experimenter.
h) Glucose is assumed to be saturating for the hexokinase.

These assumptions are supported by experimental data with
the exception of the nonglycolytic ATP- consuming processes
which are poorly characterized.

The time dependent changes of the concentrations of the
metabolites are described by a set of ordinary differential
equations. By consideration of the fluxes which produce and
remove the metabolites and taking into account the equili-
bria (1) one obtains the following equations of motion

oy 2FP,+triose-P+1.3P,G+3PG+2PG+P-Pyr) = 2v

at HK-PFK ~

= Vp,aM * VP Gase® VEK (4)

a
—S-( ATP-AMP- 3PG-2PG-P-Pyr) = =2Vpp poe - Vp

dt 2Gase *

+ 2Vpg = VaTPage (5)

d
Bl 2,988 ) = ¥ -V 6
3t 2 P,Git ~ VB,Gase (6)

d
= ( Pyr+Lac ) = VPK * Vexchange Wl

Eq. (5) is the result of three differential equations
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d(ATP)

- - B -
-2Vuk-pFKt Pk * VPeK ~ PGk * VAK ~ VAK ~ VATPase

dt
d (AMP + -
=V - Y
at AK AK

d s + -
E;—( 3PG + 2PG + P-Pyr ) = Veek - Vpek * vaGase - Vpx

where the + and - signs indicate the forward and backward
reactions, respectively. From these three differential
equations the slow motion is extracted described by eqn.(5)
(Tichonov,1948; Park,1974).

Introducing the kinetic equations of Table 1 the right hand
sides of the Eqs. (4)-(7) become functions of the metabolite
concentrations and the parameters of the enzymes. The
differential equations are nonlinear. The metabolite con-
centrations are determined not only by differential equa-
tions (4)-(7) but also by the equilibrium relations (1) and
by the conservation equations (2) and (3).

2. The in vivo- system of glycolysis

2.1. The steady states

2.1.1. Steady state equations and general features of
the solutions

The steady state solutions for the metabolites can be ob-
tained by setting the time- derivatives on the left side of
the differential equations (4)-(7) equal to zero.

The steady state concentrations of pyruvate and lactate can
be calculated from Eq. (7) and depend on the term Vexchange
which is determined by other tissues of the body. Owing to
the equilibria at the glyceraldehyde-P dehydrogenase and
lactate dehydrogenase the concentrations of FP2 and triose-P
depend also on processes outside of the erythrocytes. On the
other hand, since the concentrations of pyruvate and lactate
do not appear in Egs. (4)-(6) they do not influence the
steady state levels of the other glycolytic metabolites.
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One may call therefore the metabolic system described by

Eqs. (4)-(6) the "core" of glycolysis. It is essentially the

energy metabolism of this pathway.
The steady state equations have now the following form

2
Km+(ATP) 1+(2.3P2G)/KP2G

2V_(ATP) kp gy (1-38,G)

§ szGase(z‘BPZG) o

- kPK(ADP)(P-Pyr) =0

kP2GM(1 .3P2G)

-k (2.3P,6) = € =0
1+ (2.3P,G)/K EpGage €
2 P,G
2Vm(ATP) ( (
= — LR 2.3P,G) - C + 2k, (ADP) (P-Pyr) -
Km+(ATP) PzGase 2 PK
o kATPase(ATP) =

In these equations the variables are ATP, ADP, 1.3 PZG’

253 P2G and P-Pyr. By use of the equilibria (1) P-Pyr can be

expressed by 1.3 P2G, ATP and ADP. Furthermore, 2.3P2G and
1:3 P2G can be eliminated from Egs. (8)-(10) yielding an
equation for ATP and ADP

2
2V (ATP) ) 9En019PeuIPGK “PK (ADP) 2V (ATP) )
Km+(ATP) kP2GM(ATP) Km+(ATP)
(ATR)) (1 + iy et
-k ATP 1+ (k K ——— el
ATPase P Gase P,G Km+(ATP)

- kATPase(ATP) =@ )) =0

Finally,ADP can be expressed as a function of ATP using the

conservation sum for the adenine nucleotides and the equi-

librium of the adenylate kinase
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(ATP) 4 A L
(ADP) = —AK " 7 (\/1 PRSLER -4 J= 3 (12)
2) qg  (ATP)

There are several solutions for the Egs. (11) and (12). One
with (ATP) equal to zero is trivial. Dividing <c. (11) by
(ATP) the resulting expression may be transformed into a
polynomial in the ATP- concentration the roots of which are
further solutions. The degree of the polynomial, however,

is rather high. Another procedure is much simpler. The im-
plicite equation for (ATP) is solved for a parameter (Table 1)
as a function of the ATP- concentration. This yields for
example for kATPase and Vm a quadratic or for kP oM 2 linear
relation. With their help steady state lines forzthe metabo-
lite concentrations can be constructed. The concentrations
of 2.3P2G, 1.3P2G and P-Pyr can be obtained from the
gsolutions for ATP.

Typical steady state curves of the metabolite concentrations
are given in Figs.2 and 3. All curves have common characteris-
tics. The first feature is that there is only a limited

range for the parameter values for which steady states exist.
Beyond a critical value only the trivial steady state exists
corresponding to zero concentrations of ATP, ADP and the
phosphoglycerates. There is a sharp change of the steady
state values at the critical point (bifurcation point). One
should keep in mind that the time needed for the critical®
change cannot be inferred from the curves. The steady state
space is limited by the permissible values of both variables
and parameters. The reasons are of complex nature. One is the
existence of a conservation restriction for the adenine
nucleotides which confines their variations. Another reason
is the special structure of the energy system. Thus, the
following flux equation is easily derived from Egs. (8)-(10)
(13)

VB, Gl = 2VHK-PFK~ YATPase

If either v,,p, . is increased (by change of kATPase) or
Vuk-prx decreased (by change of e.g. Vm) too strongly
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Fig.2.
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06+

ATP (mM)

02

Vm (mM-p-1)

ATP- level and flux through the 2.3 PZG_ bypass as
functions of the rate constants of the ATPase and
of the hexokinase- phosphofructokinase- system

(Figs.2a,b)

The parameter of the 2.3 P2G— mutase (kP GM) was
varied (numbers in the figure in h~'). The other
parameter values are those given in Table 2. Unstable
steady states are indicated by dotted lines.

vp GM/VHK-PFK gives the share of the total flux
whzch flows through the 2.3 P2G- bypass. This curve
was plotted with kp g = 1.1 x 10° h™'. The points A
indicate the in vivg state of the system.



negative values for the bypass- flux arise which are of
course irrealistic. Therefore, kATPase and Vm are limited in
their range. A second characteristicum is the existence of
multiple steady states. For a given parameter combination
there exist three steady states, one of which is (ATP) equal
to zero. The third feature is the occumence of stable and
unstable steady states. "Stable" means that the system after
some arbitrarily small perturbation from the steady state
will return to it (for definitions and details see appendix).
Steady states found in vivo must correspond to stable steady
states of the model. A mere steady state analysis without
investigation of the stability properties may be quite mis-
leading since it might refer to an unstable state which has
no correspondence in reality.

2:1.2. The 2.3 P2G- bypass acts as an "energy buffer"

The ATP- level is influenced in an opposite manner by the
ATPase- constant (kATPase) and by the V - value of the
hexokinase- phosphofructokinase- system (Fig.2). It may be
seen that the ATP- level falls with increasing kATPase‘
However, there is a region in the curves where the ATP- con-
centration is relatively constant. This is brought about by
the Z.BPQG— bypass which acts as an "energy buffer". If the
ATP- consumption increases the share of the flux through the
bypass decreases so that more ATP can be produced at the
phosphoglycerate kinase step. At low fluxes through the by-
pass an increase of the ATPase- constant cannot be compen-
sated by a reduction of the ATP- waste of the bypass and
therefore the ATP- concentration falls (Fig.2a). Identical
effects are produced by a decrease of the V, - value of the
hexokinase-phosphofructokinase- system.

The 2.3 P2G- bypass may be considered as an example of a
futile cycle. It may be suggested that futile cycles in
general may serve as "energy buffers" in cells.
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2.1.3. Fitting of the in vivo- model to experimental data

Table 2 contains the parameter values which give the best
correspondence between predicted and observed metabolite
concentrations in the in vivo- steady state. It was used
for the calculation of all curves except where indicated
otherwise. This parameter set gives the point A in Fig.?2 at
which the glycolysis is expected to work in vivo.

Table 2.

Parameter combination best fitting the in vivo data

The data refer to pH 7.2, 37°C and 1 mM inorganic phosphate.
For the equilibrium constants 9%no1’ 9peM® 9PGK and QK

the values 0.18, 2.8, 600 and 0.5, respectively, were used.
For KP G @ value of 40,uM was used in approximate aggree-
ment wfth data given by Rose (1973)

pareameter best value metabolite calculated measured
for the concen- concen-
parameter tration tration
(/ul\‘I) (/uM)
v 3170 jul =1 AP 1184 1200
Km 1400 /uM ADP 167 185
-1
kATPase 192 h L. AMP 43 50
k 0.67,uM 'h 23 EBRG 4900 4700
PK /5 -1 2
kP2GM 11 x 10 1h 1.3 P2G 0.6 045
kP2Gase 0.1 b » 3 PG 52 60
c 110 /uM h 2 PG 10 15
P-Pyr 27 26
flux (,uM h™') 1480 1350
/

The best parameter set is in fair agreement with data on the
isolated enzymatic steps (unpublished results). Furthermore,
the model describes satisfactorily the changes of metabo-
lites found in pyruvate kinase deficient red cells and the
species variations among erythrocytes from different animals.
This shows that the model may represent the in vivo-situation.
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2.1.4. Control properties of the in vivo steady states
2.1.4.1. Control of the levels of the metabolites

The influence of an enzyme Ej on the metabolite concentra-
tion Si can be expressed by an element of the control
matrix Sij (Heinrich & Rapoport, 1974)

o1ln Si

i - d1ln vJ.

S (14)

A positive value indicates that activation of the enzyme
leads to an increase of the level of the metabolite while a
negative value has the opposite meaning. Some rules for the
calculation of the control matrix are given in the appendix.
In Table 3 some calculated elements of the control matrix at
the "in vivo- point" are given. The elements of the control
matrix for the remaining metabolites can be easily calcu-
lated from those given in the table. For equilibrium enzymes
the elements are zero. The following qualitative conclusions
can be drawn from the data of Table 3.

The ATP- concentration is mainly determined by the hexokinase-
phosphofructokinase- system and by the ATP-consuming pro-
cegses. Other enzymes have little influence on the ATP- le-
vel. The 2.3 PQG— concentration is mainly controlled by the
same enzymes. Additionally, the 2.3 P2G— phosphatase has a
gignificant influence, while the 2.3 P2G— mutase has only
little effect. This is explained in the following manner.
The flux through the bypass is determined by Eq. (13) so
that it is a strict function of the ATP- level. The 2.3 P2G-
mutase has an insignificant influence on the ATP- concen-
tration so that its variation will not produce great changes
of the flux through the bypass. Consequently, the 2.3 P2G—
concentration will also be little affected. Any change of
the rate constant of the 2.3 P2G—mutase is counterbalanced
by a corresponding inverse change of the 1.3 P2G- concen-
tration (see Fig.3). This example demonstrates that the
whole system must be analyzed rather than parts or even
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single steps. The P-Pyr- level is influenced by all enzymes,
especially by the hexokinase- phosphofructokinase- system
and by the ATPases.

Table 3.

Control matrix at the "in vivo- point"

enzyme ATP 243 P2G P-Pyr
hexokinase-

phosphofructo- 0.80 4.88 4.70
kinase-system

ATPase -~ 0070 bl 3083 - 3-22
pyruvate 0.10 - 0.10 - 0.63
kinase

2.3 P,G- - 0.10 0.10 - 0.42
mutasg

2.3 P,G- - 0.10 - 1.05 - 0.43
phospﬁataee

105
3 o
5 %
(&) - (&)
< |
™ J L]
~ -~
025
4 5

Fig.3. 2.3 P2G— and 1.3 P2G- levels as functions of the
rate constants of the 2.3 P2G— mutase

The dotted lines indicate unstable steady states
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2¢1ede2. Flux control

The control strength Ci has been defined as a measure of the
influence of an enzyme on the overall flux in the following
way (Heinrich & Rapoport, 1974)

i |
C M.l&. (15)

1" d1n vy
v _ denotes the total flux, Vg the flux through the enzyme Ei'
By use of the procedure given in the appendix the numerical
values given in Table 4 were calculated for the control
strengths at the "in vivo- point".
The hexokinase- phosphofructokinase- system which is favoured
for flux control by its position in the glycolytic chain
(Heinrich & Rapoport,1974) has a control strength greater
than unity.Activation of the hexokinase- phosphofructokinase-
system leads to ATP- increase so that its control strength
is higher than it would be without feedback. ATPase, 2.3 P2G—
phosphatase and 2.3 P2G— mutase have negative control strengths.
Activation of these enzymes leads to a decrease in the overall
flux caused by a diminished ATP- level (see Table 3). The
enzymes of the bypass have small control strengths owing to
their small elements in the control matrix. Pyruvate kinase
has a small positive control strength.

Table 4.
Control strengths of the glycolytic enzymes

enzyme C.

3}
hexokinase-phospho- 1:37
fructokinase-system
ATPase - 0.33
pyruvate kinase 0.04
2.3 P2G- mutase - 0.04

2.3 P2G- phosphatase - 0.04
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2.1.5. Optimality of the location of the in vivo- point

Fig.4 gives plots of the ATP- concentrations versus the rate
of the ATP- consuming processes ( i.e. kATPasex (ATP)) for
erythrocytes of various species. All curves display a maxi-
mum with respect to the ATPase- rate. This can be explained
as follows. At high ATP- levels an increase of kATPase

which means an increase of VATPage will cause small changes
in the ATP- concentration owing to the compensation by the
2.3 P,G- bypass (see section 2.1.2.). If the share of the
bypass has reached low values the decrease of the ATP- con-
centration results in a decreased ATP- synthesis and there-
fore the rate of the ATPase must also decrease.lIt is seen
in Fig.4 that in all species the "in vivo- point" is located
at the maximum. This is especially surprising as the

rate constants among the species differ by more than one
order of magnitude. A similar, but arbitrarily chosen change
of the rate constant of the 2.3 P2G— mutase can lead to
quite a different position of the working point (dotted

line in Fig.4). Thus, the location of the "in vivo- point"
doeg not seem to be fortuitous but rather the result of an
evolutionary adaption. The cells of the various species
differ with respect to the absolute work they can do, but
they all perform at maximal efficiency, i.e. they do maxi-
mal work at minimal glucose consumption.

The in vivo- point appears to represent a compromise bet-
ween a high ATP- level, i.e. high glycolytic flux and ATP-
production, on the one hand, and on the other a small share
of the ATP- wasting 2.3 P,G- bypass (10 - 20% of the total
glycolytic flux, see Fig.2a).
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10 0 ) 50 &0
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VarPase (MM-h")

Fig.4. The ATP- concentration as a function of the rate

of the nonglycolytic ATP- consuming processes
(VATPase) for erythrocytes from various species

The parameter values for the erythrocytes from
man are given in Table 2, those for the other
species are the following (given in the order
rat, rabbit, goat; Jacobasch, 1970) :
= 6340, 4440, 950 jult nl; kpy = 0.36, 1.04,
/uM—;h—_ kp = 4:95 x 107, 1.4 x 10°, .
b. X 10~ h " kP2Gase= 0.04, 0.087, 0.047 h ';
= 45, 96, 52 ,ul h-1; A = 1020, 1870, 462 /uM;
= 1020, 1870, 462 /uM. All other parameters
have the same values as given in Table 2. It was
assumed that in all cells 85% of the total ade-
nine nucleotides are present as ATP. The points
give the "in vivo- points" for the cells. The
dotted line gives a simulated situation where the
parameter kp o, had a value of 1.1 x 106 h! but
all other vafues are identical to those given in
Table 2.

—t e
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2.2. The time- hierarchy of the glycolytic system

For small deviations of the metabolite concentrations Si
from their steady state values Sg the dynamics of the system
is determined by linear differential equations. The solutions

are of the general form

m p T -
k k
Si(t) = Sg + k§1 c Ay e (16)

WhereAk and A]i‘ are the eigenvalues and the eigenvectors,
respectively, of the Jacobian of the linearized system. The
coefficients i depend on the starting conditions of the
time- dependent process. The reciprocal real parts of the
eigenvalues have the dimension of a time and characterize
the slowness of the relaxation process. The eigenvalues are
complex functions of the kinetic parameters of the enzymes
so that they usually cannot be attributed to the relaxation
of isolated single reactions. In Fig.5 the calculated
eigenvalues of the in vivo equation system (4)-(6) are plot-
ted versus kATPase’ Numerical values for the "in vivo- point"
are also given in the legend.

Fig.5.
Eigenvalues of the glyco-
lytic system () as func-

tions of the rate constant
of the ATPase

At the in vivo- point the
eigenvalues have the fol-
lowing values: k1= -0.068 h']
Ap= - 6.46 b7, X\;=-45.84 h7!

1 5

Rarreme (h°1)
The eigenvalues are real. At the bifurcation point the smal-
lest eigenvalue changes its sign and is therefore respon-
sible for the existence of the unstable branches in the
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steady state curves. The three eigenvalues are of different
orders of magnitude. This expresses the fact that the glyco-
lysis of erythrocytes exhibits a pronounced time- hierarchy.
The most important feature is the great difference between
the two smallest eigenvalues (by a factor of 100 at the "in
vivo- point").

In Table 5 the characteristic times (Heinrich & Rapoport,
1974) of the glycolytic enzymes are given. It is seen that
they vary over almost four orders of magnitude. This is fur-
ther proof for the time- hierarchy of the glycolytic system.
It is evident that the slowness of the 2.3 P2G— phosphatase
is responsible for the slow movement with the relaxation
time 1/)1.

Table 5.
Characteristic times of some enzymatic steps

included in the model at the in vivo- point

The characteristic times () were calculated from
the rate laws v(Si).’fis for a one- substrate reac-
tion (dv/dS)-1 and for a two- substrate reaction

QvAS, +3v/ds,) ™.

enzyme characteristic time

hexokinase- phospho-

fructokinase- system 1s5: °h
ATPase 0.5 h
pyruvate kinase 28 s
2.3 P,G- mutase 3.9 8
2.3 P2G— phosphatase 10 h

The reciprocal eigenvalues give the relaxation times of the
eigenstates of the whole system. A comprehensive quantity
suitable for the characterization of the relaxation of indi-
vidual metabolites is provided by the following expression
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Ti are called the mean transition times of the metabolites.
The transition times of isolated enzymatic steps coincide
with their characteristic times. Transition times may also

be calculated for experimental conditions with great devia-
tions of the metabolite levels from their steady state values.
In such a case it is advantageous to replace the upper limit
in the integrals by the time at which the deviations from the
steady state values fall below the experimental error.

The applicability of expression (17) is limited by the re-
quirement that the functions Si(t) - Si do not change their
signs during the process. Otherwise, negative weights would
occur in the integrals. Therefore, this definition is meaning-
less for processes which involve damped oscillations, over-
shoots or undershoots (Heinrich & Rapoport, 1975).

Owing to the great differences between the eigenvalues of the
linearized system the differential equations (4)-(7) are
"stiff".0Ordinary numerical integration methods, e.g. the
classical Runge- Kutta- method, require very small step

sizes which are comparable to the reciprocal value of the
greatest eigenvalue kB' An increase of the step size would
lead to instabilities of the integration procedure. Therefore,
the numerical integration of slow processes with a time con-
stant of about 1/A_1 require much computer time. Application
of the Tichonov- theorem provides a simple method to deal
with the stiffness of differential equation systems (Ticho-
nov,1948). The time derivatives of equations which describe
very fast movements of metabolite pools are set equal to zero,
i.e. these pools are considered to be in the steady state.
Thus, only the differential equations describing slow move-
ments remain for the integration and the other equations

serve only as an algebraic subsystem which has to be solved
simultaneously.
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Park has given a simple criterion to discriminate between
slow and fast variables (Park 1974). It is essentially based
on a comparison of the net flux v = VI - v; and the corres-
ponding outward flux vi of the pools. If the ratio of these

quantities is smaller than a given £ (e.g.& = 10-2)
+ -
l"i culze (18)
Vs

i
the time derivatives of the corresponding pools can be set
equal to zero.By use of this criterion the following result
is obtained for the glycolytic system of erythrocytes.
Under in vivo- conditions Eq. (4) describes a very fast
movement of the pool

P1 = 1.3P2G + 3PG + 2PG + P-Pyr (19)

After excursion of the metabolites it is nearly in the
steady state after a few minutes. The pool

P, = ATP - AMP - 3PG - 2PG - P-Pyr (20)

2

also approaches the steady state after about half an hour.
By combination of the differential equations (4) and (5) and
considering the conservation equation for the adenine
nucleotides the pool

P'

> = 2 ATP + ADP + 1.3 P,G (21)

is obtained which is also a fast variable of the system.
If one considers longer time periods only the differential
equation (6) for 2.3 P2G remains for integration.

If for some of the metabolites the criterion (18) is ful-
filled and for others does not the corresponding states are
called "quasi- steady states" of the metabolic system.
Another definition of quasi- steady states which is some-
times more advantageous for practical purposes refers to the
relative changes of the metabolite concentrations under
transient conditions. Then it is required that in the quasi-
steady state some of the metabolite concentrations show only
small relative variations with respect to time.
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3. The in vitro- system of glycolysis

The differentiation between in vivo- and in vitro- conditions
is necessary because of two facts. 1. Under in vitro- condi-
tions one has a closed system in which lactate and pyruvate
are not exchanged with other tissues and for which the con-
servation restriction holds (Rapoport et al,1974)

T = (NAD')+(1.3P,G)+(2.3P,G)+(3PG)+(2PG)+(P-Eyr)+ (Byr) (22)

The question is whether approximately time- independent
states of subsystems may exist within a closed nonequilibrium
system. 2. A related question is whether relatively time-
independent metabolite levels can be observed within periods
of a few hours which are usual for in vitro experiments.

3.1, The differential equations for the closed system

For the closed in vitro system the term for the exchange of
lactate and pyruvate must be dropped in Eg. (7). In Eq. (4)
the concentrations of FP2 and triose-P can be expressed by
the concentrations of P-Pyr, ATP, ADP and lactate

Q1(P—Pyr)(ATP)(Lac)

T3¢ S + (1.3P,6) + Q,(P-Pyr) ) =
= 2Vhg-prK- VP,GU* VP,Gase” VEK (23)
with
Q1 ) 1 + 2/qA1d + 1/qTIM , BmTe 1 5 1 5
9pckIPGMIEN019 ' GAPDILDH 9Eno1 9pey
(24)

By use of the conservation EQs.(2) and (22) the time deri-
vative of pyruvate can be expressed by P-Pyr, 2.3P2G, 1.3P2G
and the pyridine nucleotides. EQq. (7) becomes

1-Y, d(P-Byr) d(2.3P,0) d(1.3P2G))

d(Lac
‘1E¥'l =Yg (ergY Q3% i s It
ac) 1

(25)
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where (NAD') (NADH)

Y, (26)

" (NADT) (NADH) + (Pyr) N

Differentistion of the left side of Eq. (23) yields after
gsome rearrangements

—_— F _— = 2V -V + Vv -
i gy it HK-PFK e P,Gase
( ) d(ATP) " d(2.3P2G) o
- Vo (14F,) - F = [ rea
with (ATP)Q, L
F1 = — ( (Lac) + (P—Pyr)(Q2 + ) )
\EDE) (Egm) 951019 PGMA PGK
Q1(P-Pyr)(ATP)(Lac)(1-Y1)
F2 = (28)
(ADP) (Byr) ((Lac)+(Pyr)Y,)
d(ADP) (ATP) Q1(P-Pyr) (P-Pyr) L
By = { 1= ) ((Lac)+ ————————
d(ATP) (ADP) (ADP) (Pyr) qEnoquGMqPGK
Q, (P-Byr) L
F e T

4 = (aDP) (Pyr)
(ATP)(1—Y1)((Lac)+(Pyr))
(ADP) ((Lac)+(Pyr)Y,)

Eq. (27) differs from the respective in vivo Eq. (4) by the
occurrence of terms F1 - F4. At pH 7.2 assuming normal
metabolite levels the terms have the following numerical
values

F1 = 2.8 3 F2 = 0.033 ; F3 = 021 ; F4 = 0.35
Most of these quantities are not small enough to be neglec-
ted. Their magnitude can be decreased by high levels of pyru-
vate (Bq. (28)). The differential Egs. (5) and (6) for
( ATP - AMP - 3PG - 2PG - P-Pyr ) and 2.3 P,G remain
unchanged for the in vitro situation.
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Obviously, the in vitro- system has no steady state solution
in contrast to the in vivo situation since Eq. (25) cannot
be set equal to zero; lactate increases steadily.

3.2. Existence of quasi- steady states in the closed system
for all glycolytic metabolites except for lactate, FP2
and triose-P

The following considerations demonstrate the existence of
quasi- steady states in vitro. Setting the time derivatives
in the differential Eq. (27) equal to zero one obtains an
equation similar to that for the steady state in vivo

(Bq. (8)) with the difference that it contains the term F,

SVaepax ~ Y @0 * Ve ape ~ TEi1) =0 (2
1f F2 were constant a steady state could be expected for the
adenine nucleotides, phosphoglycerates and for pyruvate (see
Eqs. (5),(6) and (22)). The constancy of F, depends on the
term

(Pyr) N

. (30)
2~ (NADY) (NADH) + (Pyr) N

which is influenced by the concentrations of the pyridine
nucleotides. By use of the equilibria (1) and the conser-
vation Eq. (2) the following expression is obtained for NADT

N
1 + (Lac)/ ((Pyr)appy)

(NaDY) =

(31)

Since under in vitro conditions lactate increases steadily
the concentration of NAD' decreases and consequently the

term Y2 cannot be constant. However, if the condition

NAD+'}> NADH (or vice versa) is fulfilled the influence of
the time dependent changes of this system is negligible

(Y2 tends to unity). For erythrocytes at pH 7.2 (NAD') is
always much higher than (NADH)so that F,, and consequently the
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adenine nucleotides, phosphoglycerates, may be approximately
constant. Pyruvate is also time- independent owing to the
conservation sum for the oxidized metabolites. The case of
NAD+4{ NADH can only be expected if lactate tends to Infinity
The computer curves shown in ™ip, 6 verify these conclusions.
Metabolites which are not influenced in vivo by the exchange
of lactate and pyruvate reach constant values in vitro too.
The accumulation of lactate is accompanied by an increase of
FP2 and triose-P. This is explained by the NADY - NADH-
coupling of the lactate dehydrogenase and glyceraldehyde-P
dehydrogenase which leads to the following relation

(1.3P2G) (Lac)

(GAP) = (32)

]
QLDHQ GAPD (Pyl‘)

where 1.3P2G and pyruvate are constant with time. Since part
of the flux from the hexokinase- phosphofructokinase- system
is used to accumulate FP2 and triose-P, the glucose consump-
tion must be higher than the corresponding lactate formation.
The quasi- stationary character of the state shown in Fig.6
is apparent from the slow decrease of NADY.

|

12 are /1 %
F

NAD* 448

lac 446

2.3R6 <,/”//
"1 R et 1

04 {42
2FPy ¢ Triose -P
@ 140

') 0 15
Time (h)

23 PG (mM)

ATP, Pyr, 20x NAD, 10x 2F Ry +Triose-P) 02 x Lac (mM)

Fig.6. In vitro quasi- steady state behaviour of the gly-
colytic metabolites

A conservation sum of T = 5 mM was assumed. For Q1
a value of 3.6 x 10_2 was used.N was set at 50/uM.
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3.3. Constraints by the oxidation equivalents

The differences in the concentrations of the adenine nucleo-
tides and phosphoglycerates in the quasi-steady state from
those in vivo depend only on the magnitude of the term F2
(Eqe (29)). At pH 7.2 only small deviations from the in
wivo conditions are calculated.For the limiting case of in-
finite pyruvate levels there are no constraints imposed by
oxidation equivalents and F2, as well as the accumulation
rate of FP2 and triose-P, tend to zero. Consequently, the
adenine nucleotides and phosphoglycerates attain the in vivo
values. Even their time- dependent behaviour is identical
with that in vivo if the pyruvate level is infinite since
all terms which may cause deviations (cf.Eq. (28)) become
vanishingly small.

The restriction by the conservation sum of oxidation equi-
valents becomes more apparent if the hexokinase- phospho-
fructokinase- system is activated. Whereas in the uncon-
gtraint in vivo system 2.3 P2G and the other oxidized
phosphoglycerates would increase greatly, the changes are
limited in vitro by the amount of oxidation equivalents
available in the system. The increase of 2.3 P2G is compen-
sated mainly by a decrease of pyruvate. This in turn leads
to a higher rate of accumulation of FP2 and triose-P.The
increased flux in the upper part of glycolysis results in a
more pronounced discrepaney between glucose consumption and
lactate formation. Under such conditions ATP may even de-
crease despite of a higher glucose consuption.The accumulation
of FP2 and triose-P may be regarded as a futile "cycle"
which buffers ATP- changes. This is a similar effect as de-
scribed for the 2.3 P2G— bypass (see section 2.1.2.).

3.4, Quasi- steady states at unrelaxed 2.3 P2G- levels

In this section it will be shown that quasi- steady states
may be observed even if 2.3 P2G is not relaxed.

Fig.7 gives a simulated experiment in which the hexokinase-
plosphofructokinase- system was activated by a factor of two
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in the presence of excess of oxidation equivalents (left
side of Fig.7). P-Pyr changes rapidly and reaches a quasi-
steady state with a half- time of about five minutes. ATP
does not change much and is also constant after about 0.5 h.
243 P2G increases continously after an initial lag phase.

It should be noted that the quasi- steady state levels of
the metabolites can differ considerably from their values

in the in vivo steady state. For instance, the level in the
quasi- steady state of P-Pyr (left side of Fig.7) is lower
than the true steady state value by a factor of four.

On the right side of Fige7 the inverse experiment was simu-
lated; the hexokinase- phosphofructokinase- system was
brought back to its original activity. Again P-Pyr changes
rapidly reaching approximately its initial level within 0.5
hours. ATP and 2.3 P2G change only insignificantly. The
figure demonstrates that the increase of 2.3 P2G during the
period of flux activation cannot be reversed in a comparable
time interval of restored original conditions.

The quasi- steady state solutions for the levels of the
adenine nucleotides and phosphoglycerates can be calculated
assuming specified 2.3 P2G— levels and unlimited amounts of
oxidation equivalents. The Eqs. (4) and (6) are set equal to
zero and the 2.3 P2G— concentration is considered as a
parameter (cf. section 2.2). The resulting quasi- steady
state curves are shown in Fig.8 for different values of 2.3
P2G. For comparision the in vivo steady state curve is plot-
ted. The quasi- steady state has only one stable solution.
The variation of the 2.3 P2G— level influences relatively
little the ATP- level. Changes of 2.3 P2G as large as 2mM
affect the ATP- concentration to less than 5%. Therefore,
the metabolite concentrations remain relatively constant
during the quasi- steady state period even for large changes
in2,3 P,G. The comparision of the curves inFig.8 shows that
ATP is more constant in the quasi- steady state than it is
in the in vivo- steady state. This means that the glycolytic
system can tolerate ATP- overconsumption for a short time
better than it can do for longer periods of time.
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Time dependent behaviour of glycolytic metabo-
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Fig.8. Quasi- steady state concentrations of ATP as a

function of the rate constant of the ATPase

The 2.3 P2G- level was varied as indicated
(numbers in mM).The in vivo- steady state curve
for ATP is given for comparison. It intersects
the quasi- steady state curve corresponding to
the steady state level of 2.3 P,G (4.9 mM) at
the in vivo- point A.



Two mechanisms are responsible for the ATP-constancy in
quasi- steady states. One is the effect of "energy buffering"
discussed in section 2.1.2. for transitions between in vivo
steady states. A second mechanism is the formation of ATP

in the reaction of the pyruvate kinase at the expense of

2 P2G. While in the true steady state formation and degra-
dation of 2.3 P2G are always equal, in the quasi- steady state
more 2.3 P2G is degraded than formed. The second mechanism

is responsible for the flatter curve of ATP in quasi- steady
states as compared to in vivo steady states.

The control properties of the quasi- steady states at unre-
laxed 2.3 P2G- levels correspond to those of our previous
model (Rapoport et al, 1974). The flux control in the quasi-
steady state is exerted almost entirely by the hexokinase-
phosphofructokinase- system. The explanation is that ATP

is practically uninfluenced by the activities of the enzymes
so that no significant feedback to the first enzyme exists.

3.5. Modelling of blood preservation conditions

This section gives an example which shows that the model
may describe time dependent processes.

At this stage of analysis only the simplest conditions of
blood preservation could be dealt with, i.e. lowering of pH
and temperature. For the modelling it was assumed that the
restriction by oxidation equivalents can be neglected owing
to the pyruvafe production from 2.3 P2G in the course of
storage. Breakdown of adenine nucleotides via ANMP- degra-
dation was taken into account. The following rate law was
assumed

— = - k) p(ANP) (33)

Resynthesis of adenine nucleotides can be neglected (Nakao,
1974). The stiffness of the differential equations poses
difficulties owing to the long periods of time that have to
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Fig.9. Time dependent changes of some glycolytic
metabolites under blood storage conditions at
25°C and 4°C

The cells were incubated in ACD- medium. The
points represent experimental values. Closed
symbols correspond to 25°C, open symbols to

4°Cc (@,0 ATP, W, O, 2.3 B,G). The following
parameter values were used at 25%

= _1
Vp = 1080,uli h™1, K, = 1400 ull, 1_<4TP383=0.8 i
kPK= 0.34/EM (s [ kP2GM= 1000 B 5 kPQGase=
= 310,uM h™', K = 2007ul, KP2G = 40 uM

be considered. The integration was performed essentially by
the method proposed by Park (1974) using the differential
Egs. (4)-(7) and (33). When the right hand side of Eq. (4 )
approached zero it was excluded from the integration and
served only as an algebraic subsystem. The same procedure
was followed for Eq. (5). Thus, only two differential
equations remained ( Egs. (7) and (33)) which resulted in a
large economy of computer time.

Fig.9 gives representative computer curves and experimental
points for both 25°C (Bartel et al,1972) and 4OC (Stigege,

202



unpublished data). For the 2.3 PEG' phosphatase the rate law
assumed was slightly modified (cf. Table 1)
% o ]_‘EEGase(z'3 P2G)
EgiBss 4 .3 B0

(34)

Obviously, the model describes the experimental observations
with the only possible exception of the sum of the adenine
nucleotides for which no data were available. The lowering
of the temperature below 37°C causes a general proportional
slowing down of all enzymatic steps. In keeping with this
conclusion, the form of the curves did not differ between
25°C and 4°C. The parameter values given in the legend to
Fig.9 were obtained from the standard set of Table 2 by use
of a temperature coefficient of about two. In addition to
temperature, pH and possibly other factors also exert effects
which necessitated additional parameter changes, the most
important of which were an inhibition of the hexokinase-
phosphofructokinase- system and of the 2.3 P2G— mutase
(Jacobasch & Raderecht, 1967; Rose, 1973). The most interes-
ting feature of Fig.9 is the behaviour of ATP which increases
initially, remains constant for a certain period of time and
decreases steadily thereafter. The constancy of ATP at a high
level is produced mainly by the 2.3 P2G—degradation which
yields ATP at the pyruvate kinase reaction.

Variation of the kinetic parameters of the enzymes showed
that the most important factors responsible for a constant
ATP- level over long periods are a) the difference between
the rate constants of ATP- production and -consumption and

b) the inhibition of the 2.3 PEG_ mutase reaction.

4.Disctission

The analysis of this model shows that only four essential
variables are sufficient t¢ characterize the glycolytic
system of erythrocytes. From the standpoint of methodical
convenience these may be ATP, 2.3 P2G, 3 PG and lactate.Of
course, there may be substitutions, such as AMP or ADP for
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ATP, P-Fyr, 2PG and 1.3 P,G for 3FG or the flux for lactate.
Compared with the previous proposal (Rapoport et al, 1974)
G6P is omitted since it is only of importance for the eluci-
dation of the interrelations between the hexokinase and
phosphofructokinase.

The aggreement of theory and experiment indicates that the
most important interactions between metabolites and enzymes
are included in the model.

The model reconfirms the previous conclusions that in the
steady state the equilibrium enzymes phosphoglycerate kinase
and glyceraldehyde-P dehydrogenase have no influence on either
flux or metabolites of glycolysis while pyruvate kinase

which does affect some intermediates has little influence

on the flux. This is in contrast to various jntuitiveassump-
tions (Reinauer & Bruns, 1964; Minakami, 1968). It should

be emphasized that the role of an enzyme under steady state
conditions must be distinguished from that in a transient
process. Enzymes with high control strengths need not control
in a transient process and vice versa. This is illustrated by
the fact that the 2.3 P2G— phosphatase which has only a

small control strength exerts a strong influence on transient
processes.

So far the role of the ATP- consuming processes in regulating
the glycolysis has been largely neglected both in theoretical
and experimental work. From the present study it emerges,
however, that ATP- consuming processes are of great impor-
tance.

Some principles of the regulation of the important metabo-
lite ATP are revealed. ATP is kept approximately constant

in the cell by three mechanisms. Firstly, the 2.3 P2G- bypass
acts as an "energy buffer" so that a change in the ATP- con-
sumption is compensated by a variation in the ATP- waste of
the bypass. Secondly, the metabolite 2.3 P2G acts as an ener-
gy source as it may yield ATP for a certain period of time

at the pyruvate kinase step in case of ATP- overconsumption.
A third mechanism is observed in vitro, where ATP- changes
can be buffered by variations in the accumulation rate of
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FP2 and triose-P. The first and third mechanism areregulations
of energy consuming processes while the second one refers to
an energy producing process.

An unexpected biological regularity has turned up, i.e. that
the ATP- consumption rate assumes its maximal value at the

in vivo steady state. This holds for various species inde-
pendent of their values of 2.3 P2G, ATP or glycolytic flux.
It appears as if, given the need for ATP- consumption, the
whole glycolytic system is composed in such a manner as to
yield maximal efficiency. This must represent an evolutiona-
ry adaptation which involves the whole set of elements which
constitute the glycolytic system rather than one single fac-
tor. It appears strange, however, that any activation of the
ATPases should produce a lowered ATP- consumption unless the
parameters of the glycolytic enzymes are changed by outer
effectors, such as H+—, Pi- or NHZ— ions. Possibly erythro-
cytes are not faced with great changes of their ATP- need.

In this respect erythrocytes are not representative of other
cells which are geared for great changes in the ATP- need,
e.g. those of muscle. In these cells glycogenolysis is highly
gsensitive to the breakdown products of ATP, AMP and Pi, <o)
that a higher response to changes in the ATP- consumption
exists. A preliminary modelling of such a system indicates
that the rate of ATP- consumption may vary over a wide range
(unpublished results). A similar behaviour is shown by the
erythrocyte system during periods of time in which a quasi-
steady state obtains. An activation of the ATPase may lead

to an increased ATP- consumption for several hours.The fun-
damental difference shown in this paper between the condi-
tions in vivo and in vitro has been largely neglected before.
So far there has been no general concept to what extent the
situation of cells in vitro corresponds to that in vivo and
how in vitro experiments should be set up to approximate the
conditions in vivo. Whereas a steady state exists in vivo to
a high degree of approximation it cannot be realized in vitro.
Within certain periods of incubation, i.e. between about 0.5
and 2 hours, a quasi- steady state may be achieved, a con-
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dition which is favourable for both theoretical and experi-
mental analysis. Two kinds of quasi- steady states can be
observed in vitro. One can be reached during the short in-
cubation periods for all glycolytic metabolites except for
lactate, FP2 and triose-P at low levels of oxidation equi-
valents. A second type of quasi- steady states which is limi-
ted to adenine nucleotides and phosphoglycerates can be ob-
served, however, at high levels of oxidation equivalents
during the short periods of incubation. It is defined by un-
relaxed 2.3 P2G— levels.

The analysis revealed a pronounced time- hierarchy of the
glycolytic reactions of erythrocytes which is mainly due to
the slow 2.3 PQG— phosphatase- reaction. For the investiga-
tion of the hierarchical structure of a system the eigen-
values seem to be the best representation. The Tichonov-
theorem offers the key for the simplification of the stiff
differential equations by allowing one to eliminate fast
movements.

Time- hierarchies are a general feature in nature. Any theo-
retical or experimental approach requires a confinement of
the system to be investigated with respect to the time ranges.
These restrictions determine the experimental methods to be
applied as well as the structure of the models assumed.For
the present model the lower boundary of time constitute
rapid reactions which were not considered explicitly. These
include three types of processes. Firstly, reactions on the
level of single enzymes which are usually fast enough to be
in a steady state in the metabolic time range. Secondly,
glycolytic reactions near to equilibrium and thirdly, the
steady state aggregation of some enzymes, i.e. of the hexo-
kinase and phosphofructokinase. The upper boundary are slow
processes such as renewal of the adenine or nicotineamide
moieties. By these boundaries the time range of the model
analyzed in this paper is set between one minute and 1 -2 days.
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Appendix

1. Stability properties of a system

The time- dependent behaviour of the metabolite concentrations
Si is given by a set of ordinary differential equations
dSi

el £50 895 «oe 4855 P) (& 1)

p, are the parameters of the system. The differential
equations are in general nonlinear. In the neighbourhood of
a stationary point ( fi 2 0 gy d = 152,60y ) the functions
fi can be expanded in Taylor series. Neglecting terms higher
than first order the following linear system of differential

equations is obtained

d@s.)
Ttl—.= ;InASl (A 2)

withllsi= Si(t) - Sg. Sg are the metabolite concentrations

at the stationary point. Iil is the Jacobian of the system.
The system is stable if the eigenvalues of the Jacobian

have all negative real parts (see e.g. Willems, 1973), other-
wigse it is unstable. The eigenvalues are the roots of the
characteristic polynomial

det (I;; - gil) =0 (A 3)

Sil is the Kronecker symbol (811= 1 if i = 1 and zero
otherwise). The constant term of the polynomial is equal to
the determinant of Iil' The roots can either be calcula-
ted explicitly for a given stationary point or the signs of
the real parts can be checked by application of the Routh-
Hurwitz- criterion (e.g. Willems, 1973).

In general, for a given parameter combination more than one
set of metabolite concentrations fulfills the conditions
f.= 0, i.e. there exist multiple steady states. In that

i
case a plot of a metabolite concentration versus a parameter
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of the system displays several branches. Two of these bran-
ches may have a common bifurcation point. At such points the
system of equations fiz 0 has no unique solution.According

to a fundamental theorem of implicite functions the determinant
of the Jacobian and consequently at least one eigenvalue be-
comes zero at the bifurcation point. In general, one of the
eigenvalues will change its sign so that at least one of the
two branches will be unstable.

2. Relations between the Jacobian, the control matrix and
the affector strengths

The functions fi are connected with the fluxes v'j producing
and removing the metabolite Si in the following manner

£y = % Wij Yy (A4 )
w.. is the stochiometric matrix of the system (Park,1974).

1]
The Jacobian can be rewritten as
BV‘ Blnvj
Bon B g 8 s s T B it (A 5)
il 3 13381 3 ij "3 L dln Sl

or

I, = % wij Yy Sl1le (A 6)
The elements of the matrix X.l give the sensitivities of the
fluxes Vj to changes of the metabolite concentrations; they
are the effector strengths (Heinrich & Rapoport, 1974).
An important relation is deduced if one analyzes the change
of a steady state to a new one under the influence of an en-
zyme Er' If differential changes are considered a Taylor ex-
pansion can be used neglecting terms higher than first order
fi(vr+dvr) = f,(v.) + Z éf—l- ds; +“bfi
3 ¥s; Y ¥y

( fi(vr) =0 )

av,, = 0 (A7)
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One obtains

z df; 3sj of;

- + =0 (A 8)
J 98y v, v,
o S. 0
- 113 i +;_l =0 (A 9)
J o, 0y
Since
-8 18 8. 8, 8
9, - 2 d—d-g. —d (A10)
avr J1ln T, J ¥

Eq. (A 9) gives a relation between the control matrix and the
Jacobian of the system. The elements of the control matrix
can be calculated by inversion of the Jacobian. At the bi-
furcation point the determinant of Ii' is zero so that the

J
terms Sjr tend to infinity.

3. Control of steady states

Eq, (A 8) can be used to calculate the control matrix and the
control strengths. Rearrangement of the equation gives

dln v, d1ln S dln v
Z Z WiqVq & d . Z WiV ik B (A11)
1 3 dln 5 d1n Yy & dln v,

or by use of the abbreviations for the effector strengths
(le) and control matrix elements (Sjr)

21: ijilvl L14%s * 21— %1% Slr ol (A12)
The fluxes and the effector strengths can be calculated from
the steady state equations and the rate laws of the isolated
enzymes, respectively. The matrix Wiq is known from the
stochiometric structure of the system, Thus, the elements of
the control matrix S p may be obtained by solving the n x m
equations of type (A12). If the control matrix is known the
control strengths of the enzymes can be obtained by use of
the equation
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k

6. = _____ e v_1(za-v38 +§ Z vy Jkskl ) (A13)

The sum over j contains all fluxes which contribute to the
total flux.
The calculation of the control strengths may be simplified

by

application of the following fundamental theorems.

a) The sum of the control strengths is equal to unity

Z Ci =1 (A14)
i

This summation theorem expresses the fact that a simul-
taneous activation or inhibition of all enzymes by the
same factor leads to an equal response in the total flux
and does not change the metsbolite concentrations.

b) Kacser & Burns (1973) proved a theorem which connects
the control strengths with the effector strengths of the
metabolites

§_’_ C; X4, =0 ( k=1, «.. ,m) (A15)

The theorem follows from the consideration that diffe-
rential changes in the concentration of a metabolite Sk
can be compensated by variations of the kinetic parame-
ters of the enzymes which are influenced by this metabo-
lite so that the flux remains unaltered.

For metabolic systems in which the number of enzymes exceeds

the number of metabolites only by one (e.g. linear enzymatic

chains) theorems a) and b) suffice for the calculation of

the control strengths. In case of branches in the system the

number of enzymes can exceed that of the metabolites by more

than one and the control strengths of at least (n - (m+1))

enzymes must be calculated by means of Egs. (A12) and (A13).

The remaining control strengths can be obtained by the

theorems a) and b).
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KINETIC MODELLING OF DIFFERENTIATION IN
THE CELLULAR SLIME MOLD

B. WRIGHT

Boston Biomedical Research Institute
Boston, Ma. USA

INTRODUCTION

I would like to begin by making some general observations about the

nature of differentiation. For purposes of illustration, consider eye
pigment accumulation in the fly. A variety of time scales are represented
(Fig. 1). Evolution is measured in years, the life cycle in days, and

DIFFERENTIATION

(HOURS)
/_/'

'NDUCER\‘ PRECURSOR
GENE

mRNA ATP
RESERVES l
ENZYME

MATURE ‘///
EGG

EYE
PIGMENT

YOUNG FLY
-—
LIFE CYCLE (DAYS)
ADULT FLY
ADULT FLY
PRIMITIVE FUTURE
e EVOLUTION (YEARS) FLY
+ TIME >

Fig. 1. The sequence of events preceeding eye pigment accumulation in the
fly.
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the sequential events immediately preceeding pigment synthesis in hours.
Does the activation of the gene indicated 'cause' differentiation? |f
it occurs close in time to pigment accumulation, most people would say
it does 'cause' differentiation. But what if the mRNA is already in the
mature egg, and gene activation occurs during egg maturation or even
earlier, during evolution? Each event is only one in an inevitable
series, which could be traced back in time through the evolution of this
system. To pick any one event and call it a 'cause' denies this history
of successive events. No cellular component has the intrinsic ability
to act alone; all components are equally essential to pigment accumula-
tion. No component (gene, inducer, ATP, precursor) is more essential or
important than the others. Gene activation, whenever it occurs, has no
more claim as 'the basis' of differentiation than precursor availability--
less so, in fact, as enzymes are catalysts and usually in great excess.
Precursor availability limits the rate of most reactions in vivo. Perhaps
we should put less emphasis on correlations at the genetic and enzymatic
level, and attempt to describe the relationships between the many vari-
ables essential to differentiation. Only then can we hope to learn which
ones are critical at particular points in time.

| would like to use Fig. 2 to discuss various kinds of rate-limiting
events which could occur and affect differentiation in this system. Let
us say an enzyme of energy metabolism is impaired and that ATP production
is limiting. This may affect the distance the fly can fly. However, if

| | ©

PRECURSOR 2 + ATP

enz |2
PRECURSOR |
coenz
enz ||
/‘ EYE PIGMENT t
m-RNA
GENE
INDUCER

!

Fig. 2. Possible rate-limiting events controlling eye pigment accumulation
during differentiation in the fly.
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ATP availability is in great excess compared to precursor 2, pigment
formation will not be affected. With respect to differentiation, then,
the enzyme impaired is vital and essential, but not unique or critical
(i.e., rate-limiting). |If ATP availability is limiting for the synthesi
of precursor | and pigment accumulation is affected, the enzyme is
critical, but not unique to differentiation. Now consider enzyme 2,
which is essential and unique to differentiation. |If this enzyme is in
great excess, impairing its activity will not affect pigment synthesis,
and it is a unique but not a critical enzyme. On the other hand, if
enzyme 2 limits the rate of precursor | formation, it is critical to
differentiation. We shall now turn to the subject of the rest of this
presentation, a microbial model system called the cellular slime mold.

RESULTS AND DISCUSSION

The carbohydrate metabolism of Dictyostelium discoideum is a very simple
and convenient system for the analysis of critical variables controlling
a differentiation process. The fact that cytodifferentiation occurs in

/—;ﬁae\‘@

Vel
MATURE AMOEBA a
FRUITING

BODY @%
. GROWTH AND
’ MULTIPLICATION

AGGREGATION
o ¥
PSEUDOPLASMODIUM

CULMINATION

5&35 3. The life cycle of the cellular slime mold, Dictyostelium discoi~-

]
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the absence of cell division under starvation conditions, also makes this
system particularly amenable to quantitative analysis. As indicated in
Fig. 3, unicellular amoebae stream together to form multicellular aggre-
gates. Each aggregate then undergoes a transformation (culmination)
which results in the formation of a fruiting body or sorocarp, the latter
consisting of a spore mass or sorus supported by a cellulose-ensheathed
stalk. The entire morphological transformation is complete within 24 hr
at 22 C. The major end products which accumulate are trehalose and
cellulose (Rosness and Wright, 1974); total carbohydrate remains constant
during development, but is rearranged between various metabolic pools and
phases. Endogenous glycogen is used as the major source of glucose units
for the synthesis of the new end products of differentiation (Table 1).

Table 1.

Approximate saccharide composition during differentiation'

Carbohydrate ~ _____ Stage of differentiation ___
Aggregation Sorocarp
Soluble glycogen 50 23
Trehalose 0.2 11
Ci-Cellulose 0 16
P-Cellulose 0 16
Cell wall glycogen 0 6
Mucopolysaccharide2 0 5
Glycoprotein3 14 -
Glucose 0.2 0
Unknown 35.6 23.0

- - - - - - - = - = - . . - - - - -

IRosness and Wright, 1974

“white and Sussman, 196)

3Gerisch, et al., 1969

The reactions depicted in Figure 4 are all essential to differen-
tiation in this simple microbial system. The accumulation patterns of
the metabolites shown have been measured over 900 minutes of differen-
tiation (from aggregation to sorocarp) and most of the reactions have
been examined both in vivo and in vitro (Gustafson and Wright, 1972;
Killick and Wright, 1975; Pannbacker, 1967; Sargent and Wright, 1971;
Wright, 1973). This metabolic network changes over a period of 900 min
from one steady state (undifferentiated) to another (differentiated),
defined in terms of the accumulation of two specific saccharides, treha-
lose and cellulose. Correlated with this process are changes in the
concentration and flux of various metabolites and changes in the activi-
ties of many enzymes. The problem is to determine which of these changes
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Fig. 4. Kinetic model of metabolic pathways simulated. Abbreviations:
Pi, inorganic phosphate; PPi, inorganic pyrophosphate; UDPG, uridine di-
phosphoglucose; UTP, uridine triphosphate; GIP, glucose-l-phosphate; G6P,
glucose=6-phosphate; and ATP, adenosine triphosphate.

control the metabolism of differentiation (i.e., are rate-limiting) at
particular points in time. The primary aim of the present simulation
analysis is to compare the relative influence of three enzymes on the
accumulation of trehalose and cellulose. By using kinetic models, it
possible to simulate the effects of changing enzyme activities on this
metabolic network. The three enzymes to be examined catalyze the
following reactions, indicated in Fig. 4. R2 (glycogen phosphorylase),
R4 (UDP-glucose pyrophosphorylase), and R5 (trehalose-6-phosphate syn-
thetase). Although the mode! simulates metabolic changes over a 900-
minute period of differentiation, the period between 630 and 900 minutes
(culmination to sorocarp) will be the focus of attention, as all three
enzymes are active during this period.

Initially, i.e. at culmination, nearly all of the carbohydrate
material considered in the present model is contained in the soluble
glycogen pool. After culmination this material is converted to trehalose
and cellulose, flowing through a network of small, rapid turnover pools
consisting of glucose-1-phosphate (GIP), glucose-6-phosphate (G6P),

is
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trehalose-6-P (T6P), and UDP-glucose (UDPG). At the sorocarp stage,
approximately 32 mM cellulose and 11 mM trehalose have accumulated, and
the soluble glycogen pool has declined (Table 1).

We assume (along with all enzymologists) that enzyme kinetic
mechanisms and constants apply to the intact cell. We incorporate these
mechanisms and flux values obtained with isotope studies in vivo into a
kinetic model and try to mimic the dynamics of the intact cell, i.e., by
describing the rates of all reactions indicated in Fig. 4 and the changes
in concentration of metabolite pools and end products during differentia-
tion. The user of the program supplies the initial metabolite concen-
trations (determined experimentally), the kinetic expressions and
constants for each reaction shown (determined in vitro), the rates of key
reactions (determined with isotopes in vivo), and activation functions for
each enzyme. To define an activation function consider, for example, an
initial velocity expression with no significant product inhibition:

Rate = V = V, [A/(Ka+A)]

V is determined in vivo, A is the substrate concentration, and K, the
Michaelis binding constant. The latter is determined in vitro, "but V',

or vmax’ is calculated as the unknown. We therefore call it Vv’ to
be distinguished from Vm as determined in vitro. Vv corresponds
to the amount of enzyme activity which can change “during differ-

entiation, so we make it a function of time (V (t)). This so called
‘activation function' can be arbitrarily changgd by the user of the
program. |In our standard model activation functions are adjusted so
that the output of the program over the course of differentiation gives
metabolite accumulation patterns and flux values corresponding to the
experimental data. Further details of our kinetic modelling approach
may be found elsewhere (Gustafson and Wright, 1972; Wright, 1973; Wright
and Gustafson, 1972; Wright, et al., 1968).

By using trajectories depicting the concentrations of trehalose and
cellulose as a function of time, it is possible to visualize the effects
of variations in enzyme activation functions on the outcome of differ-
entiation (i.e., saccharide accumulation) (Wright and Park, 1975). This
representation describes carbohydrate metabolism fairly completely, as
total carbohydrate (largely trehalose, cellulose and glycogen) is con-
served and the glycogen concentration can be calculated by the difference.
The term 'speed of differentiation' will mean the rate of movement of the
carbohydrate system along its trajectory (length of a trajectory segment/
time to travel over the segment). |In Figs. 5-7 Part A describes the
three activation functions used and Part B the resulting effect on the
trehalose/cellulose balance. The encircled case (I1) represents the
standard model, giving output consistent with all the available data.

The diagonal lines indicate equal time periods beginning at 630 minutes
(culmination). In the analysis of this metabolic network, it is of
particular importance to bear in mind that trehalose synthesis is a
bimolecular reaction and is therefore a function of the product of two
substrate concentrations. In contrast, the rate of cellulose synthesis
is a function only of the UDPG concentration. Thus, when the levels of
both UDPG and glucose=-6-P change, there results a greater (positive or
negative) effect on the rate of trehalose synthesis than on that of cel-
lulose synthesis.

Trehalose-6-P Synthetase: Although this enzyme influences the
final trehalose/cellulose balance (Fig. 5), it does not affect the speed
of differentiation. That is, trajectories are of comparable length and
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Fig. 5. Trajectories (B) depicting the concentrations of cellulose and
trehalose for three activation functions (A) of trehalose synthetase.
The standard case, |l, is encircled.

Table 2.

UDP-glucose concentration (mM) as a function of changes in Kv(t)
for trehalose synthetase

TIME CASE 1 CASE 11 CASE 111
690 «25 .30 .34
750 22 .26 30
810 .16 .19 «22
870 .06 .07 .07
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UDPG PYROPHOSPHORYLASE

I

@
O

IS
O o

L/V{fj /ﬂﬁ@‘nm.
N o
O

@

o

300 600 900

DIFFERENTIATION — MINUTES

m/T TREHALOSE

5 10 15 20 25 30 35
m/N CELLULOSE

Fig. 6. Trajectories (B) indicating the concentrations of cellulose and
trehalose for three activation functions (A) of UDP-glucose pyrophos-
phorylase. The standard case, ||, is encircled (Wright and Park, 1975).

the lines connecting similar time points on the trajectories represent
equal glycogen concentration. An increase in K (t) for trehalose-6-P
synthetase lowers the steady-state level of the UDP-glucose pool (Table
2) and slightly lowers the hexose phosphate pool size. The rate of
trehalose synthesis is increased and that of cellulose decreased. The
final trehalose + cellulose concentration is not affected by the
relative rates of synthesis of cellulose and trehalose, but the treha-
lose/cellulose ratio is increased by high trehalose synthetase activity.
UDP-glucose pyrophosphorylase: As seen in Fig. 6 changes in the
activity of UDP-glucose pyrophosphorylase do not affect the speed along
the trajectory, but do affect its direction and hence the final trehalose/
cellulose ratio. Decreasing this enzyme activity causes the hexose phos-
phate pools to increase in size (Table 3), thereby increasing the rate
of trehalose synthesis. This additional drain on the UDP-glucose pool
causes it to decrease in size, but to an extent less than the amount by
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Table 3.

Glucose=1-P and UDP-glucose concentration (mM) as a function of changes in
v (t) for UDP-glucose pyrophosphorylase!

Glucose-1-P2 UDP-glucose
Time Case | Coge 1l  Case LlI Case |  Case 1l (Case I}
690 .006 .011 .012 34 28 25
750 . 004 .008 012 .20 25 20
810 .002 .006 o1l 20 20 14
870 . 0006 .002 .011 .08 .12 .06

' ¢rom Wright and Park (1975)

2Glucnse-B-P = 6 x glucose=1-P

A GLYCOGEN PHOSPHORYLASE

0 I,
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Fig. 7. Trajectories (B) depicting the concentrations of cellulose and
trehalose for three activation functions (A) of glycogen phosphorylase.
The standard case, Il, is encircled (Wright and Park, 1975).
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which the hexose phosphate pool increases. Thus, an increase in the rate
of trehalose synthesis is seen, accompanied by a corresponding decrease in
the rate of cellulose synthesis. The net effect is that decreasing the
enzyme activity bends the trajectory toward the trehalose axis and
increasing the enzyme activity bends the trajectory toward the cellulose
axis. The accumulation of this enzyme during differentiation is not
critical in controlling the rate of the reaction it catalyzes (Wright and
Gustafson, 1972; Wright, et al., 1968). However, the present analysis
suggests that the enzyme levels achieved by 630 min may play a subsequent
role in controlling the competition between the synthesis of cellulose
and of trehalose for common precursor materials.

Glycogen phosphorylase: Changes in the activity of this enzyme
exert strong control over both the speed of differentiation and the
cellulose/trehalose ratio (Fig. 7). Both the glucose-1-P and UDP-glucose
pool levels are affected (Table 4). The higher the enzyme activity, the
higher the substrate levels and the higher the trehalose to cellulose
ratio. That is, the bimolecular reaction is favored by an enhanced level
of both precursors, only one of which is used for cellulose synthesis.
The striking effect of phosphorylase on the speed of differentiation
suggests that a mutant strain of D. discoideum which differentiates more
rapidly than wild type (Sonneborn, et al., 1963) may have abnormally high
enzyme activity.

Predictions arising from the analyses presented here have recently
been confirmed experimentally. Hames and Ashworth (1974) studied the
effect of the initial glycogen content in an axenic mutant of D. discoi-
deum on the subsequent rate of glycogen breakdown and end product accumu=
lation during differentiation. Cells with high glycogen content had
2-fold higher glycogen phosphorylase activity and higher levels of
glucose, glucose-6-phosphate and UDP-glucose. Furthermore, these cells

Table 4

Glucose-1-P and UDP-glucose concentration (mM) as a function of changes
in Vv(t) for glycogen phosphorylase!

Lips Case.l Caxe 1]  ete 1) Case | Gase 1} Case ll)
690 014 011 .008 31 28 .24
750 .01k 008 .003 .30 .25 14
810 . 005 . 006 .001 .20 212 .09
870 . 001 .003 . 0004 .08 .12 .03

'¢rom Wright and Park (1975)

2Glucose-6-P = 6 x glucose~1-P
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accumulated abnormally high levels of cellulose and trehalose, with the
latter being far in excess. This result would be predicted from our
model (Fig. 7). The characteristics of the axenic mutant were simulated,
and the striking comparison between the predicted and observed values
(Wright and Park, 1975) strongly suggests that the 2-fold increase in
specific activity of glycogen phosphorylase observed in vitro also

occurs in vivo, and that this change alone is the critical variable
controlling the enhanced accumulation of metabolites and end products.

In spite of the fact that an increase in the amount of trehalose occurred,
no change was seen in the activity of trehalose-6-P synthetase (Hames and
Ashworth, 1974). Had one been observed, the simulation analyses indicate
that it could not occur in vivo. The present and previous studies
(Wright and Marshall, 1971) have shown that an increase in the activity
of this enzyme would result in a decrease in the amount of cellulose,
glucose=-6-P and UDP-glucose (Fig. 5, Table 2). For this reason, it was
predicted that the increase in activity of trehalose-6-P synthetase found
in vitro prior to culmination could not reflect increased enzyme activity
in vivo (Sargent and Wright, 1971; Wright and Marshall, 1971). Another
example of using kinetic models to judge the relevance of in vitro data
to the intact cell concerns trehalase activity. Although this enzyme is
active in extracts prepared in cells accumulating trehalose, it cannot

be active in vivo, as the degradation of trehalose during its accumulation
would require a higher rate of synthesis than that observed in vivo
(Sargent and Wright, 1971; Wright and Marshall, 1971). In the case of
UDP-glucose pyrophosphorylase, the enzyme level, UDP-glucose, and the
rate of UDP-glucose synthesis all increase in parallel prior to culmina-

tion. However, simulation studies indicate that the enhanced enzyme
level cannot be primarily responsible for the increased rates of either
UDP-glucose synthesis or UDP-glucose accumulation (Wright and Gustafson,
1972; Wright, 1973; Wright, et al., 1968).

Predictions such as these derived from the construction and per-
turbation of kinetic models have now been substantiated experimentally in
many instances (Marshall, et al., 1970; Sargent and Wright, 1971; Wright,
1973; Wright and Gustafson, 1972; Wright and Marshall, 1971; Wright, et
als, 1968). Such confirmations are most encouraging, as they validate
the use of dynamic models in the analysis of biochemical differentiation
and strongly suggest a close correspondence between model behavior and
the behavior of differentiating cells.

SUMMARY

Biochemical differentiation in the cellular slime mold, Dictyostelium
discoideum is described. Kinetic models of this system have been con-
structed, using cellular metabolite levels, reaction rates determined

in vivo, and enzyme kinetic mechanisms and constants determined in vitro.
By perturbing these models, insight has been gained as to which variables
(enzymes, metabolite flux) are most critical in controlling specific
reactions essential to differentiation. Model exploration has also led
to specific predictions which can be tested experimentally.
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1. Introduction

The analysis of large scale systems in biology by means of
algorithmic simulation has developed to a fruitful tool to
get deep insights in the internal machinery of dynamic pro-
cesses., It is possible to study the integrative behaviour of
complex networks, especially in such cases where the types
of behaviar patterns cannot be forecasted intuitively. Map-—
ping real systems by adequate algorithmic models [general
method in model building and adapting see Bellmann et. al.
(1974)] using model parameters with very close relations

to real system paraheters, one gets results about (I)

laws and principles that govern dynamic behaviour of the
total system on the basis of coordination and interaction

of subunits, (II) internal key sites (control variables)
with big control effects on the over-all output, (III)

tests of hypotheses about the internal structure (struc-
tural and functiondl elements and their interrelations) of

the system under investigation. Consequently new experiments
can be proposed. = In this contribution some algorithmic si=-
mulation models, realized about a discrete time axis and de-

scribing the processes of gene expression in molecular terms
are presented. They are models of genetic information pTro-=
cessing, that are elaborated in the last years [see also
model of transcription process in eucaryotes (Bellmann et.al.,
in press) in procaryotes (Neumann, Kreischer, in press),
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model of translation (Knijnenburg, 1974; Knijnenburg,
Kreischer, in press), overall_model of machinery of protein
synthesis from transcription until the active protein
(Bottner, 1975), model for evaluation of breeding
methods applicated to genetic populations (Bellmann,
Dragawzew,jnpxes):] Here we give an overlook about transcrip-
tion, translation and global gene expression models.

2. Transcription model in procaryotes

The purpose of the regulation model of transcription in pro-
caryotes is to analyse the effect of different types of re-
gulation mechanism on the rate of mRNA synthesis. By this
model it is possible to give predictions about the behaviour
of the system under several experimental conditions, e. g.
analysis of the influence of positive and negative control
of the transcription rate in the case of polymerase deficite.
A further aim is to detect sensible control points in order
to change the total behaviour by artificial influences.

A DNA section is called transcriptional unit if
( I) DNA section is transcriptable

(II) DNA section owns (a) a defined beginning (regula-
tion sequence). The regulation sequence contains
two parts: promoter region and operator region.
(b) a defined end (end terminator sequence)

(c) one and only one autonomous promoter region
(in sense of SZYBALSKI)

The cistron sequence consists of one or several cistrons
(structural genes). Cistrons or groups of cistrons can be
separatedfrom each other by means of terminators isnored under
certain circumstances at the transcription.

The class of transcriptional units of the quantity of all
organization types of transcriptional units was selected
based on the constructive principle of the "classical"
operon. The following definition of the prototype is given:
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( I) transcriptional unit with the constructive principle
(a) regulation sequence consists of one promoter and
one operator.
(b) cistron sequence isn't interrupted by terminators.
(c) end terminator T
(ITI) +transcription is regulated by
(a) negative control realized by operator-repressor-
inducer-interaction
(b) positive control realized by promoter-CAP-cAMP-
polymerase-interaction
(c) concentration of the free DNA-dependent

RNA-polymerase.
evoesly  Ugeeeecs 0' C1 t eene S e s g seas e Ck- t = Ck T
PO A L i o B e < A S Y

] ] I |
I | ! lend |
| = regulation .. } - cistron Et""”"‘l

sequence sequence | nator

| sequence

Fig. 1 a Abstract-ideal model of all possible organization
types of transcriptional units

repressor

npromoter operator cistron z astrony cistrona

+ 9'——05 DNA
RNA I CAP '

poly
| rase

m RNA

Fig, 1 b The lactose operon
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Furthermore acceptances and assumptions are necessary for an
exact determination of prototype. They will not be explained.
The model is anabstract automaton for description of the
system I (b).C'Lp is a MOORE automaton defined on the proto-
type. Clp is a finite, initial am indeterminate automaton:

Ctp =o (%, ¥, Z, &, f,/u, Z, ), where

X  ={t % = (IND, IREP, ICAP, IAMP, POL)
=pf ,‘O, 15 eesay i} number of initiated polymerases
Z = { Q5 1y eeee; j} number of initiated polymerases
on the transcriptional unit
A = { Ag, A/\«} algorithm for d’;/\«-realization
§ ¢ A%e(x, X z;)~9zn,, next state function
Vi A/'Z ozy — ¥ output function
Zo€Z ¢ initial state Z, = 0,
1, if IND abolishes the
IND - concentration of inductor = o s g;gggisor

1, if repressor can form

IREP - concentration of repressors= B GeHplei Wkl °pe§§;

0, else

1, if ICAP is so high
that regulation is

ICAP - concentration of catabolite_ :
activation systemn = possible
0, else
1, if IAMP is so high
JAMP - concentration of 3', 5'- _ that regu}%flon is
cyclic AMP & possible
0, else

POL - concentration of free DNA-dependent RNA-polymerase.
Concentration is given in percentage. POL = 100
corresponds to the concentration at which the poly-
merases initiate in such a way that they transcribe
with a minimal distance. If POL < 100 the probability
of initiation decreases (W < 1) and the transcrip-
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tional distance between the polymerases is greater
than the minimal distance.

The number of initial polymerases was chosen as output Y in
order to determine the rate of RNA synthesis ("external"
behaviour of system). Number of initial polymerases on the
transcriptional unit was chosen as state 7

( I) in order to determine the number of complete synthe-
sized mRNA

(II) 4in order to learn something about the regulation
mechanisms ("internal" behaviour of system).

The algorithmic simulation model is based on the following
fundamental parameters:

(1) average transcriptional velocity of the polymerase

( II) 1length of transcriptional unit and its components

(III) minimal transcriptional distance between two neigh-
borring polimerases reached on optimal system condi-
tions.

These parameters can be determined by comparison of the com-

puter simulated results with the experimental results.

( IV) dependence of the initation probability on the con-
centration of free RNA polymerase.

To that end experimentea investigations are not yet available.
Therefore these facts must be estimated indirectly and solu-
tion space can be given by means of computer simulation. It
is necessary to test this dependence in the experimental in-
vestigations.

In Fig. 2 the kinetics of approach to the steady-state rate
of the transcription (experimental results) and the predic-
tions computed by the algorithm are shown.
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3. An eucaryotic transcription model

In a big lot of in-vitro-experiments always typical patterns
of distinct m-RNA fractions were found(see Lindigkeit et.al.
1974). These fractions are characterized by different mean
lengths of their molecules in terms of sedimentation coeffi-
cients 8 (5,739 11513145175 19,2%;23;244527529,34 8 + From
these results it is suggested that on parts of the transcrip-
tion units special hypothetical structures (transcription
blockers) are to be assumed. Because discret sets of m-RNA
molecules were found we have to conclude that the transcrip-
tion blockers are localized in each transcription unit at
nearley the same site. The blockers have nearly constant
distances between each other (about 500 nucleotides). They
give rise to a temporary or final stop of the travelling RNA
polymerase. Between two neighbouring blockers the polymerase
may travel without any restriction. Due to the RNA-synthesis-
stop at distinct blocker sites RNA-chains with discrete
lengths occur. The blockers now may be partly removed or in-
activited by application of ammonium sulfate. This is the
reason why the RNA-molecules synthetized by the travelling
polymerase become longer and longer in experiments in which
salt is applicated. The situation may be illustrated by Fig.
3. A DNA-template (i.e. transcription unit) T, at time tj
with fully acting blocker structures Bo, B1, coey B7 is
considered. During a first time intervall a salt conditioned
removal of some blockers (as a random process) may hapven.

Bo is removed and the polymerase runs up to B, where it is
stopped. Until time t4 further blockers are removed (fur-
ther stochastic events) and now it is possible that the
polymerase is able to pass through up to B5. At time t, a
seldom event is shown: all blockers are removed and with
this it is possible to synthesize an RNA-molecule of full
length.

Supposing

( I) +that the removal of the transcription blockers by
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salts is a stochastic process realized on each blocker
site on each transcriptable template and that a time
dependent blocker-removal=-probability-function BRPi(t)
is given (or is hypotheticly assumed),

( II) +that estimates of the localisation sites of the
blockers (expressed in terms of S) are available by
estimates from experiments,

(ITI) +that a time dependent function L(t) describing the
inactivation (lethality)of polymerase is given (or is
hypothetical assumed), and

( IV) that a start distribution of polymerase on the tem-
plate is given (or is hypothetical assumed)

it may be possible to simulate the transcription process by
an adequate algorithmic model in order to test hypotheses,

to propose new experimental designs and to get information

about the importance of the system elements in the control

of the process under investigation. We have to chose para-

meter types 1. internal (microscopic) basis parameters B,

by which the real system is characterized and which there-

fore are to be included in the model. 2. phenomenological,

external (macroscopic) parameters Pj, need to fit the model
(i.e. the Bi) on the real system.

As a first step we have to discretisize T in small sections
of equal length each representing a S unit (about 250 nu-
cleotides).

) I l

T: ok I i
AO A1 Az A3 LA A‘ .""l...’A

1

a = 70 S is a variable value which designates the maximal
length of messenger molecules to be expected in the experi-
ments. The time needed by the polymerase to travel from

By %O Bygq
meter B 1: velocity of polymerase (VP), i.e. number of syn-

ig called tact and depends on the 1. basis para-

thesized nucleotides per second (e.g. 30).

The 2. basis parameter B 2 is the blocker-position-parameter
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1M

= (§1,..., Ei"" ib), estimated from experiments.

A random binary blocker state variable Di(t) may be defined

now
0, if polymerase is stopped at the ith
blocker at time t
Di(t) = : s
1, if polymerase is passing the ith
blocker at time t
The 3. basis parameter B 3 is the blocker-removal-probability
BRPi(t); it is the probability that Di(t) = 1, The BRPi(t)
are very important variable fuctions being changed in the
process of model fitting. Their slope is monoton increasing

or decreasing or maximum function.

The 4. basis parameter B 4 is the polymerase-start-distribu-
tion C = (CO, 01""01"'Cb)' where the C are relative
amounts of molecules lieing in front of blockers Bi'

The 5. basis parameter B 5 is a non-template-parameter. We
have to consider the ratio of active polymerase during the
experiment and we define a further random binary variable:
state of polymerase at time t:

1, if a polymerase is lethal at time t
z(t) =
0, if a polymerase is not lethal at time t

P1 represents the time dependent RNA-synthesis-function
RNA(t): total amount of synthesized RNA.

P2 represents the over-all-chain-length-distribution appro-
priate.
b

p(x) = Z p(x;).

i=1
P1 and P2 are estimable by appropriate experimentse.

In Fig. 4 results concerning P2 of a fitted model in com-
parison with experimental results are demonstrated.
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4, Model of the infection process of RNA-bacteriophage S

Thi s model was elaborated to investigate the inherent regu-
lation mechanismsin a defined RNA-bacteriophage prototype
system. We hope that this model may serve as an instrument
to investigate the regulation of genetic information release
in the course of ontogenesis, using a very small and well
known transparent biological system. The process of informa-
tion expression is molecule wise adequate mapped in the
computer algorithm.

=) RNA with bounded

maturation protein * maturation protein ™

coat protein = virion assembly

X polymerase complexes ' *

/—-~\\ virions
/ -) RNA\ \\

\\
(+) RNA—@—(*) RNA —@—(-) PNA and (+) RNA
RF" RI" /
\\’\ 8 7 7
g . A e _
Cée, . >
infection T col mem Lysis
ran /.

8 translation @replication ——elements changes
—| repression -=fluxes

Fig. 5 The RNA bacteriophage replication cycle

Fig. 5 shows the viral system of a definite prototype of the
RNA-bacteriophage group. The infection process starts with
the penetration of the parental RNA plus strand in the bac-
teria used by the host cell ribosomes as a messenger. Thus

phage specific proteins will be produced by expression of
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its three genes of the RNA(+) strand which are maturation
protein, coat protein, and polymerase.

The polymerase in connection with cell factors synthesize

an RNA strand using the parental strand as template. This
complex is called the "replication form" of the viral RNA
("RF"). The replication product is double stranded RNA. The
replicating enzyme consists of four subunits one of which is
the virus coded polymerase. The same replicating enzyme
accepts minus RNA strands as template by loosing two host
cell specific subunits. These complexes where the replicase
is working at complementary RNA strandis called the "inter-
mediate replication form" ("RI"). Here the replication pro-
duct is plus RNA. The plus strands may again be translated
or replicated or they can go the unidirectional way of virion
assembly that begins if maturation protein binds to the nas-
cent RNA plus strands. Virion assembly is the process of
continued binding of coat protein molecules to the assem-
bling complex concerning one molecule plus RNA, one molecule
maturation protein and the already bounded coat protein mo-
lecules. The assembly ends if the coat consists of 180 pro-
tein molecules. The viral infection process is terminated

by the lysis of the bacterial cell membrane loosing lots of
thousands infections particles into the medium. The mathe-
matical model of this system has the purpose to explain the
integrative overall behaviour of the viral cycle from the
contribution of the single molecular mechanism. In this sen-
se we want that the model is an aid to test chemicals to be
worth for repression of viral genoms. Therefore we are to
copy the single biochemical mechanism and the system ele-
ments, on the molecular level. Thus we define the system
state as the totality of the numbers of molecules of all the
system elements shown in the Fig. 6. The possible relations
between the system elements are collected in an algorithm.
The different types of this relations in the under part of
the scheme are +to be seen. This form of the definition of
the system state together with the algorithm is sufficient
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to describe the viral system as an autonomous initial auto-
maton without output.

The initial state z, is characterized by the factum, that at
the beginning of the infection process the viral system con-
sists of a single molecule parental phage RNA., A is a stocha-
stic algorithm because it describes a lot of random processes.
Above all the stochastic relates to the binding processes
(e.g. the binding of ribosomes to plus RNA)., The probabili-
ties assumed are based on the real system. Thus 6 is a
stochastic automaton because it turns over from a given state
in an other state with a given probability.

6=[{zf ' ZT’AT"Zo y 7204, - me} |AnZo]

Tmax denotes how many times A must be realized by the auto-
maton. Tmax may be selected arbitrary or Tmax will be found
by the system itself because the process will be simulated
until lysis. The set of all possible system states Z cannot
be found completely because of a lot practical and oecono-
mical reasons. That can be understand immediately if one
know that the system includes a large set of different systenm
elements taking the time as a basis which is needed by a
ribosomes translation of one codon as the length of one tact.
The state declares in each case the numbers of molecules or
molecule complexes resp. for all these system elements. A
state change consists of a change of these numbers. It is
obvious that there are enormous big number of possibilities
for one state change. In addition to that several pro-
cesses are stochastic, If there are only few participants

of the reactions it is not possible to operate with expec-
tation values for random events, e.g. the bpinding of ribo-
somes to RNA, Therefore the single random event has to be
simulated as a "yes" or "no" decision with a certain proba-
bility for "yes". This kind of the algorithm leads to a real
Monte Carlo simulation., Through that the run time charged is
increased, but not overmuch because the random generators
work very quickly. The very long run times [up to about
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6 hours by using a computer with 1 million operations per
second computer (BESM 6) subunit from the complicated in-
terior logic of the model which concerns the functional re-
lations between the system elements nevertheless., The poly-
merase (i.e.actually the active replication enzyme) is able
to bind themselves to the 3'-end of the minus strand of dou-
ble stranded RNA and likewise to the 3'-end of a single minus
RNA strand or to the 3'-end of the minus strand of an already
existing intermediate replication form ( Fig. 6). Elected re-
sults of simulation experiments with this model have the sub-

sequent form.

numbers of virions plague forming
| 105 units /ml
L 10 4 - 10 "
computed in vivo
10° g
L 102 - 109
T T  § Al T T T T T 108
0 10 20 30 40 min 0 10 20 30 40 min

from: Nathans, D_, et. al -,
J-Mol. Biol., 39 ( 1969)
279 - 292
Fig. 7 The results of the computermodel in comparison
with the in vivo results
In Fig. 7 a comparison between in vivo and computed curves
is possible., You see that model supplies equivalent results
in relation to the results of in vivo measurements.

Stochastic deviations between different runs are not larger
than that ones of the real object. All stochastic devia-
tions of the results may be attributed to the stochastic of
the defined phage system (not host system) because all host
cell influences are assumed as to be constant. The diffe=-
rences of the computer results from the in vivo results at
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single points lie within the range of real experiments.

In Fig. 8 the results of two different runs are shown. The
differences are due to the three parameters: binding proba-
bility of ribosomes to the three binding sites of the three

cistrons.
1 1
numbers P=3 , Q=73 6 R= ¥ numbers P=Q=R=1
1705 - 1054
| RNA !
. virions 5
! i polymerase
wr/ons
- polymerase ; R 7/‘
0 105 105
T — T —

Fig. 8 Two experiments with different probabilities for
ribosome binding

The binding of ribosomes
with P to maturation protein binding sites,

with Q +to coat protein binding sites,
with R to polymerase binding sites
was simulated.

5. Model of the realization of the genetic information

The first model: we will speak about a compartment model
characterized by a set of compartments (pools of molecules)
and a set of transfer functions by which the molecule con-
centrations in the different compartments are changed during
the process. In the model the whole process of gene expres-
sion beginning from transcription until the activation of
the protein is described.
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It was developed a model of the control of the realization of
the genetic information, using a set of nonlinear difference
equations. The aim of the study is to inquire the laws and
principles that govern the dynamic behaviour, the coordina-
tion and interaction of subunits of gene expression. Gene ex-
pression means the total process from transcription to active
protein.

This work is necessary for a causal understanding of the
complex epigenetic control systems and a systematic interfe-
rence in the processes of gene expression. By the model it
may be possible to interpret experimental results. For in-
stance it is possible to get insight in the site of action
of a chemical agent, which is under test, analysing the mo-
del and comparing experimental curves with theoretical re-
sults, generated by the model.

The study of the dynamic and function of the gene expression
requires the decomposition of the epigenetic control system
in elementary subsystems,which represent single protein syn-
thesis pathways. Then, the processes of differentiation and
development are conceivable as complex overlapping and co-
ordination of elementary orocesses of gene expression in
space and time.

The fundamental subunit, we consider, is the pathway of
synthesis of a monocistronic m-RNA-molecule until the fin-
ished polypeptide (Fig. 9).

Today it is necessary to consider the following levels of
gene expression, which may be all sites for regulation:

1. level of RNA-synthesis (transcription)

2. level of transport of RNA from the nucleus to the cyto-
plasm

3. level of stabilization of RNA by binding of proteins
(formation of informosomes)

4. level of the formation of activ translatable polysomes

5. level of translation

6. level of irreversible and reversible protein modifica-
tions
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7. level of activiation and inactiviation of proteins,
caused by conformational changes
8. level of protein degradation.

Some of this regulation levels probable are not relevant in
procaryotes, but for the eucaryotics 8 levels are to be taken
into account. The molecular mechanism of the single processes
are until now not jet fully explained. Nevertheless it is
possible to study the dynamic consequences of these processes
(which are all time-consuming and which partly yield new mem-
ory capacity for the cell (e.g. formation of informosomes)
for the total process of gene expression. By a respective
choise of parameters one can for instance turn off special
subprocesses or modify their behaviour in a rigorous manner,
to get common knowledges for procaryotic as well as for eu-
caryotic systems. If there are experimental data on the sys-
tem parameters and the topology of interactions of a special
system it is possible to inspect special questions of gene
expression and its influence by effector molecules.

We abstract from the special mechanisms and physico-chemical
details of the single subprocesses for the purpose of their
formal characterization, considering only their functional
properties (Fig. 10). The change of numbers of molecules is
not described on the level of single molecular processes,
but by transfer functions with suitable parameters. Because
it is in the nature of the processes of synthesis and degra-
dation, we chose the mathematical formulation in form of
difference equations, i.e. the time is considered as to be a
discrete variable. With it we simultaneasly take into
account the high complexity of processes of gene expression
and obtain a reduction of numerical calculations. For the
same reason all parameters of synthesis and degradation are
considered as expected values. In that way all other numbers
of molecules in the system are expected values too. In prin-
ciple however it is possible to take into consideration
exactly stochastic effects; Monte Carlo simultation is then
needed.
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Fig. 11 Model equations for the J unit of gene expressio

Fig. 11 shows the system of equations, which follows from
the analysis of realization of genetic information, which
corresponds to a polypeptide, taking into consideration all
idealizations, which are founded on the biological system.

The xlj(t) (1 = 0;7159++5) and ymj(t) (m = 0,1,2) are the
numbers of macromolecules of sort 1 or m, which are included
at the moment t in the j. unit of gene expression.

The xlj(t) are the various sorts of RNA, which emerge on the
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path from the nucleus to the cytoplasm, the ymj(t) on the
other hand are the various proteins.

The constants i . (k = 1,2y...,8) are delay constants, charac-
terising the duration of transport processes and the delay of
action of the control terms XAj’ Xp j’ XC .(transcription),
Xp150 *B1j .(translation). The index j (j = 1,2,..., n) at all
system varlables denotes, that it is possible to consider
simultaneously n fundamental units of gene expression. With
that all parameters will be vectors of dimension n, specify-
ing the special properties of every unit of gene expression.
The units can work independently of each other or there is a
mutual influence and control at various levels.Justthis mutual
influence is a typical feature of the control of gene expres-
sion of viruses, procaryotes and eucaryotes. In the model the
topology of interactions is determined by coupling parameters.
They decide, which system variables (usually the protein pool
y2) of which unit of gene expression i (i = 1...n) act as
control variables xAj’ xBj’ Xg4 (for transcription) and Xpq
(for translation) of the unit j.The functions F1j and sz
characterize the control behaviour of the transcription or

J

translation processes. They are strong nonlinear functions,
which occur frequently in biological systems (e.g. the
Michaelis-Menten or Hlll klnetlcs in enzymology).
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They determine the quality of action of the control variables
Xy Xy Xg» Xpq (e.g. repression or induction). One can see
the high number of variables in each equation and their
strong nonlinearity, which represents essential properties

of the biological system.

The strong nonlinearity excludes an analytical solution of
the equations. As a numerical solving technique was therefore
chosen the computer algorithmisation, i.e. the simultaneous
solution of all model equations with a permanent increasing
time parameter. Thereby it was possible to construct the mo-
del taking into account all essential biological features,
without the necessity to have regard for analytical solving
techniques.
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Fig. 12 Experimental and computed results
(results of Granner et. al. 1970)

Fig. 12 shows the comparison of an exverimental measured
kinetic of the induction of the tyrosin-aminotransferase
(TAT) in experimental growing rabbit-hepatome cells with a
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theoretical curve, generated by computer simulation. Within
the bounds of measurability one finds a good correspondence.
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Fig. 13 Effect of variation of different parameters in gene
expressions different rate of RNA-synthesis (a) and
protein degradation (b).
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Fig. 13a shows the influence of the average rate of synthesis
of m-RNA on the shape of the induction kinetic of the protein
pool and on the value of the stationary number of molecules
for a unit of gene expression. The average rate of m-RNA
synthesis (a11) is rised in steps of 5 molec./3 min ( 3 min
is the length of a tact) to the final values of 20 molec./3
min., The rate is constant during a single experiment, i. e.
it is assumed that there does not exist any control by the
factors Xps Xp Or Xge In Fig. 13 b the dependence of the
kinetic of the protein pool from the half life time of the
protein is shown. The rate of m-RNA synthesis (a11 = 5 molec./
3 min.), the rate of protein synthesis per m-RNA ( 5 molec./
3 min.) and the m-RNA degradation rate (zx = 0,159) are con-
stant for all curves. One can detect a qualitative difference
to Fig. 13a. The curves rise about only at 36 min and are
first very close to each other. The rise of the molecule
numbers goes on flater than in the curves of Fig, 13a.
Therefore one can decide, analyzing the qualitative shape of
a family of curves, wether a parameter of synthesis or degra-
dation was varied. The model results are transferable to the
real object too. Analyzing experimental measured curves, it
is possible to get hints, wether a chemical agent influence
the synthesis or degradation of a protein. Therefore the
model can be used to interpret experimental results.

Fig., 14 shows the formalized epigenetic network with re-
pression and activation relations of lambda-proteins in the
early phase of developing of the lambda phage system. The
resp. kinetics are shown in Fig. 15.
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A B

STRACT

Four models of gene expression are described:

(1

(2)

(3)

(4)

A1
for

Model of protein synthesis in eucaryotes for causal
understanding of the complex epigenetic control
systems with an application to information realiza-
tion of Lambda phage. The model is a homomorphic
picture of the real processes of gene expression
(transcription until activation of proenzymes).

Model of transcription regulation in procaryotes
for analysis of the effects of different types of
regulation mechanisms on the rate of pre-mRNA syn-
thesis with application to the lac operon of E.coli.

Model for analysis of conformation of nuclear chro-
matin and the transcription process introducing
template and polymerase parameters.

Model for analysis of regulation mechanism of
genetic information release in a defined RNA
bacteriophage system of the QB type.

models are discrete ones realized by algorithms
simulation studies.
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