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On the series

We are launching a series of mathematical books in conjunction with 
Akadémiai Kiadó — a publishing house with 170 years of expertise. With 
the present abundance of mathematical journals and publications of math­
ematical research centres, it is becoming increasingly difficult to keep up 
to date, even in special fielcls. Informed opinion has it that there should 
be comprehensive surveys available on many of the special topics that have 
nőt yet appeared in handbooks. Since researchers themselves are the best 
informed about the state of the art in their own field of interest, a number of 
outstanding researchers have already been approached as potential authors 
of the topics of this series.

The term “comprehensive” allows a certain amount of leeway in selection. 
One of the aims of the series is to help prevent unnecessary reproduction 
of results already achieved, it will help to settle questions of priority, and it 
will alsó be of great help in orieutation.
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Introduction

The fundamental concepts are the structure of parentheses, the setvec­
tors and the p-multiplication in the theory of Coded structures or Vector- 
products. Fór the structure of parentheses see Section 1.2. A setvector can 
be considered as a multiset-representation or a generalization of the concept 
of numbers, too (see Section 1.1) which can be used fór the extension of 
rings (especially mátrix rings) or other associative structures. Furthermore 
the introduced multiplication is able to get new semigroups starting with 
given semigroups.

The book consists of two parts: (I) the discrete case, (II) the continuous 
case.

In the discrete case, the components of a setvector are non negative 
integers. A setvector consists of two parts. The first part represents the 
non negative integers, the second part represents the non positive integers 
(or the anticomponents of the first part).

The addition of the setvectors is similar to the case of the “classical” vec­
tors. The multiplication of the setvectors differs from the classical one in the 
result because the product of two setvectors is a setvector again. Therefore, 
the setvectors form an algebraié structure of two (or more) operations which 
is nőt associative (with respect to the several multiplications) in generál (see 
Theorem 7 in Section 2).

Besides, fór the multiplication, there are more possibilities: one operation, 
a set of operations, where the set of operations represents an operation in 
itself (see Sections 2.4. and 5.10). In Chapter 2, somé simple properties of 
the multiplications with one operation will be shown.

The multiplicative structure is a semigroup (in the special case a group) 
fór a given operation (see Sections 2.4 and 5.10) in the infinite case and in the 
finite case, too (see Section 6.12), bút in the finite case somé other conditions 
are necessary as well. In Chapter 6, necessary and sufficient conditions are 
given to produce finite semigroups in a simple way.

A special set of the setvectors (with addition and multiplication) is equiv- 
alent to the semiring of the non negative integers.
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Using the multiplicative structure it is possible to introduce the concept 
of the coded structure in Chapter 7 and then to give a procedure to solve 
the decoding problem.

The generálisadon of the concept of the setvector is introduced in Chap­
ter 8, where the multiplicative structure of the vectors will be described if 
the components are elernents of rings. Besides, we show an application fór 
a finite algebra, too.

Finally, in part II (continuous structures, Chapter 10), we deal briefly 
with the vectors of reál and complex components and will present somé 
applications. In Section 10.1 a process is given to approximate an arbitrary 
distribution vector starting from the uniform distribution. Naturally, there 
can be many applications in several areas in mathematics (linear algebra, 
metric spaces, etc). In the frame of this book, we cannot touch upon these 
possibilities.

In the opinion of the author, the coded structures can be applied fór the 
simulation of processes in the chemistry, nuclear physics and inicrobiology 
(fór somé simple examples, see in [3]) because it is possible to construct 
several formations using the structure S({pii,..., Pír}).

The theory of “coded structures” is related to Lindenmayer-systems and 
Theory of automata (see [1], [11], [12]). Besides, coded structures can be 
used to create data, text-protection procedures and digital signature of 
various complexity. Of these, fór a few ones, softwares have already been 
developed.

The structure (described in the following chapters) has the advantage 
that it can easily be implemented on a computer.

My special thanks go to the colleagues S. Lajos, L. Márki and Cs. Puskás 
who read most chapters of this book and gave me useful pieces of advoice.
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I
DISCRETE 

STRUCTURES





1. Basic ideas and properties

1.1. Setvector

Let

(1) H = {hí,..., h^, h—i,..., h—^}

be a finite set of symbols hi, h-i (i = 1,,..
Let hí be the set of the finite multisets formed by the elements of H, that 

is, fór any s G H, s = {h^,..., hir} ( ij G {1,..., n;-1,..., -m}), where ij 
and ik are nőt necessarily different even if j k. Fór example;

{hí, hí, h2, h2,h2, h^, /13} G hl (/z > 3).

Let s be an arbitrary element of hl. The element s can be represented 
by a vector [aj,..., a^; fa,... ,^] of 2/z components, where a, and fa (i = 
1,... ,/z) are the number of occurrences of hí respectively h-i in s. If = 0 
or fa = 0, then it means that s does nőt contain the element hi respectively 
h-i. Thus the vector [0,..., 0; 0,..., 0] represents the empty set of hl. 
Hence there exists a one-to-one correspondence between the elements of 
hl and vectors of N^, where N and No are the sets of positive, respectively 
nonnegative integers. This niakes possible to identify the elements of hl with 
the vectors representing them and simplify the description of operations 
defined bellow:
Addition:

Definition 1. If s,s' G hl and

s = s' =

then let

(2) s + s' = [«i + a\,... fa + fan • • •> fai + ^1 ■

13



Obviously the defined addition is commutative and associative and the 
zerovector 0 = [0,..., 0; 0,..., 0] corresponding to the empty set is the zero 
element of H with respect to this addition, that is,

1) Sí + §2 = 8'2 T 8j
2) (Sí + 82) + 83 = Sj + (®2 + 83)
3) Vs G : s + 0 = 0 + s = s.
Multiplication by scalars:

Definition 2. If a € No, and s = [cn,..., aM; fa,...,fa,] € H, then 

as = [a«i,... aa^; áfa,..., áfa,].

The operation of multiplication by scalars has the following properties: 
if a, (3 € No, and s, 81,82 € H, then

a) a(si + 82) — + as? = (sj + 82)0 — Sitt + 8201
b) (a + fa)s = as + fis = s(a + fi) = sa + sfi,
c) (afi)s = a(fis) = s(a^) = (sa)fi,
d) Is — s.
The properties a) and c) remain valid even if the scalars are choosen from 

the set of integers I.
The representation [or,..., fii,..., fa] of s is the generál form of s 

in H.

Definition 3. The normál form of s = ... ,/3J g H is
?i(s) = [öi,..., ... ,fi^\ EH where

ai = í Öli ~ fa if ai > fa
(3)

fí- — <

10
f í^i Öli

if Öli 
if A

<fa
> ai (i = 1,.

10 if A < Öli.

It is clear that every element s EH can be represented in normál form, 
and in n(s) at least. one of the components fa and fii ecpials zero fór all 
i(= 1,... p).

From the foregoing it is clear that in the case ai = fii, i = 1,..., p the 
normál form of s is

s = [cin,..., cvM; au,..., aj = [0,...,0;0,...,0].

Let A<(H) be the set of the elements s EH written in normál form. 
It is clear that

(4) A/W c H

14



and there is a mapping 

(s —> y?(s) = n(s)) for which

(5) Kér <p = {s € H | s = [aj,..., aM; ai,..., aj},

that is, y>($) = 0 Vs G Kér 99.
It can be seen that s € NíH) if and only if as € for all a € I \ 0 

hold.
Let 

e< = [0,..., 1,... ;0,... ,0], where a, = 1, . _
—ei = [0,..., 0; 0,..., 1,..., 0], where & = 1.

Then Cj, — e< G X(Ti) and any element s e H can be given as

(7) s = aíe, +
i=1 ? = 1

and
p

(8) n(s) = ^(a; - Z?, )eí
í=i

is the normál form of s.
Let

e
(9) = {s € H | s = ^aiei' a’ 6 No},

1=1

H~ = {se H\s = ^(3^-^), 0i e No}. 
1 = 1

Using these notations we have, that

and it follows from equation (7) that

(10) H++H~=H.

For the norm ||s|| is a possible definition:

Definition 4. Let n(s) = [a!.e then the norm 
of n(s) is ||n(s)|| = Zí=i(a- + M We extend the domain of the norm 
function onto Ti as follows: if s G H. then let ||s|| = ||n(s)||.

15



The || • || function defined above satisfies the following properties:
(i) M>0,
(ii) ||s|| = 0 if and only if = 0,
(iii) ||as|| = ||n(as)|| = ||an(s)|| = |a|||n(s)|| = |a|||s|| VaGl,
(iv) ||«i + S2II < llsi II + ll^all •

Remark. To generalize the concept of the norm it can be useful to 
associate a nőt negative weight Wj to every position i of the vector s and 
||s|| — + A)- In this case the properties (i)-(iv) will nőt change.

1.2. Structures of parentheses

Let F be a groupoid with a multiplicative operation. A product «i • • • an of 
n(> 2) factors (ai G P; i = 1,..., n) depends 011 the order of multiplications 
to be performed. Therefore we have to apply parentheses to make the 
product unambiguous.

Definition 5. The structure of parentheses Pn (n > 2) is a system of 
formai equations 

*11 — n 11 n?
P = P P1 n\ 1 ni L ■* «12

P — P P
1 TI 2 1 ^21 n22

(ni + n2 = n) 
(nn + «12 = «i) 
(n2i + n22 = n2)

P3 = P1P2 oi’
P2 = FiFi,

F2Pi

where Ft encloses k positions of elements.

Example 1. The structure of parentheses applied to evaluate the product 
((aia2)«3)(ö4íi5) is:

P5 = P3P2 , 
Ps = F2Pi .

Definition 6. The length of a structure of parentheses Pn (means the 
number of positions enclosed by ) is n.

Let P„ be the set of all structures of parentheses with length n and let 
|P„| be the number of structures of parentheses in P„.
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THEOREM 1. Fór any natural number n

Í=1

Proof. The statement of the theorem follows immediately from the fact, 
that fór any P„ e Pn, Pn = PniPni where + n2 = n holds. □

If Pn = PniPn2 (ni + n2 = n), then P„ is said to be the product of Pni 
and P„2. If P„ G Pn, Pm € then PnPm € P„+m. Thus we have

Theorem 2. Fór any natural number n
n—l 

p„ = U • 
i=L

Let P denote the set of ail structures of parentheses of finite length. P 
becomes a groupoid with the previously defined multiplication PiP, (e Pl+j) 
(Pí € Pi, Pj € Pj).

P is called the free structure of parentheses. Obviously P is nőt com- 
mutative and nőt even associative. P is a free groupoid, generated by one 
element, namely by P[.

Let F be a groupoid with a multiplicative operation, and o.tI,..., a,n e F. 
The product of these elements according to the structure of parentheses Pn 
will be denoted by ■ • • «í„)- F induces a relation 0f on P as follows:

Pn Qf Pú if and only if Pn(atl ... ain) = P^aq ... ain)

Va^,... ,a-in € F, Pu,PúePn.
It is easy to verify, that 0p is an equivalence relation on P, furthermore 

if
P„ Qf Pú and Pm QF P'm 

then, 
(PM &F (PÚPÚn)

hokis, that is, QF is a congruence relation.
The factorgroupoid P/ &f will be denoted by P(F), characterizes — to 

a certain extent — the binary operation defined on F.
We summarize the previously observed results in the

Theorem 3. Every groupoid F induces a congruence relation QF on the 
groupoid of all structures of parentheses P, hence a factorgroupoid P/ QF= 
P(F) can be corresponded to F.
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Theorem 4. If F is a semigroup, then P(F) is an infinite cyclic 
semigroup.

Proof. By definition P2 — PxPx = P2, and P2P1 &p P1P2, because the 
operation defined 011 F is associative. Thus (P^P^Px Qp Pi(PiPi), that 
is the only element of Ps^F) can be given in the fönn P2. Let us assume 
that for any i < 11 there is only one element of Pi^F), which can be given 
in the form Pj . Let Pn be an arbitrary element of Pn. Then P„ = PlP„-l 
for somé i (i < n), by the theorem 2. Then by the assumption

pn qe (p^pr^ Pdpr1^^) p^pr1) 
and similarly

pn &p &f &f (pr1)^ ■
By the transitivity of Qp we obtain that

PxPn-l Qp Pn-lPi
and the only element of Pn can be written in the form P". By induction it 
follows that P(F) is cyclic and by the definition of P„ obviously structures 
of parentheses with different length are nőt Qp equivalent. □

The previous theorem shows that for a semigroup F, |P„(F)| = 1 hokis 
for any positive integer n. The following one alleges that the condition 
|P„(F)| = 1 for somé n > 2 is almost sufficient for F to be a semigroup.

Theorem 5. Let F be a groupoid and F2 = F. If |P„(F)| = 1 for somé 
n > 3, then F is a semigroup.

Proof. (By induction). If the condition hokis for n = 3, then the 
operation on F is associative, that is, F is a semigroup. Let us suppose that 
the statement of the theorem is true for n — 1 (n — 1 > 3). Let |P„(F)| = 1. 
The elements of P„_| can be obtained from those elements of Pn in which 
the last factor is P> . To evaluate a product. of n factors according to such 
a structure of parentheses the last two factors is multiplied in the first step. 
Let Pn-\ and P^x be two arbitrary elements of Pn_\ and let P„ and P^ 
be those elements of P„, from which Pn-i and P'_j can be obtained by 
replacing the last P> factor by P{. Since any two elements in P„ are 
equivalent, for arbitrary a„_ 1, a„ € F

Pn 1» • • • ? — 11 ) — P|l((l[,...,Űn — 1, Un ) .
On the other hand, any elment G F is the product of suitably chosen 
elements a„_i,an G F, because F2 = F hokis. Therefore for arbitrary

,<-1 € F
Pn-x (aj,..., <<_!) = Pn_|(ai,-.-,aú-i), 

18



verifying that any two elements of Pn-i are alsó equivalent, that is, 
|"P„_ 11 = 1 and by the hypothesis, F is a semigroup. □

COROLLARY 1. If F 2 = F and |'Pn(F)| = 1 for somé n (> 3) then
|Pn(F)| = 1 for all positive integer n.

COROLLARY 2. If F2 = F and F is nőt associative, then |Pn(F)| > 1, 
for all positive integer n greater than 2.

COROLLARY 3. The groupoid F is a semigroup if and ónig if 'P(F) is a 
semigroup.

1.3. Finitely generated set products

Let X be a set of symbols xq,...,. To each symbol Xi (i = 1,..., n) 
we correspond a vector Sí, representing a multiset in H, stich that s, 0 Sj if 
i j, that is, the mapping <f> : Á' —» TI is injective. We define an algebraié 
structure generated by X as follows:

Let m be a multiplication defined on H, i.e., let [7Y;m] be an algebraié 
structure. Let X{Xj = Xk if Sí m Sj = sk and sk = ^(xk), or let x/xj be a 
new element of the algebraié structure to be defined, if sk 0 d>(X).

The obtained multiplicative algebraié structure is nőt associative and 
nőt commutative in generál, therefore the evaluation of a product of n 
factors depends on the order of multiplications to be performed. If Pk 
is any structure of parentheses, then the product Pk^x,^... ,Xik) (ij < n, 
j = 1,..., n) is evaluated according to the product Pkís^. ,S{k).

The element s, (1 < i < n) is the image of Xi, (1 < i< n), the element 
Xi is the code of s,. The pair is the coded image of the element 
Xi. Pk(xix ...Xik) is the composed coded image of the product Xix ...Xik 
performed according to [H;m] and Pk.

In the next sections we will see the Central rule of the multiplication of 
the setvectors, applied for the finitely generated algebraié structures. In 
Chapter 7 the concept of the coded. structure will be introduced.
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2. Simple operation fór setvectors

2.1. The /2-product of the setvectors

If in the multiset s;, each hp, where p is fixed (-p < p < p) element is 
replaced by the multiset Sj, then the obtained new multiset will be called 
the p-product of Sj and Sj.

Let Sí (i — 1,..., n) be elements in
Define the p-product (fór 0 < p < p) as follows: fór

Sí, Sj with (a^ / 0), 

let

(1) Si{p}Sj =

- ...,..., 0®] {p} • • •, • ■ •,=

= + a^a^,..., a^a^,..., 4- a^a^;

The definition of the p-multiplication fór (—p < p < 0) is analogous bút 
we use the case p > 0 in generál.

Remark 1. From the definition of the multiplication follows that 
n{si{p}sj) n(n(Sj){p}n(sj)) in generál. There are cases when this equal- 
ity holds (see Chapter 3, Theorems 6-8). The components a and 0 are nőt 
negative integers, therefore the products of these numbers are nőt negativc 
integers and the product 0i0j is a /3-component again.

If ap ' = 0 (p > 0), respectively 0P ) = 0 (p < 0), then we can say that 
the p-multiplication is nőt realizable. (At this point the definition differs 
from the usual algebraié concept. In this case the product Sí{p}s7 remains 
in this form, or as a second possibility to write Si(p)sj = s, that is sí is a 
left zero element in Fi). The case “nőt realisable” can be necessity in sóim* 
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applications (see [1]). The elements s, with = 0 (p > 0) form a leit zero 
semigroup. The elements S; with Qp * / 0 form a semigroup (Theorem 2) 
without left zero element.

We form products of multiple factors as well like

Si{pi}(5;{P2}sfc)

and this product will be said to be realizable, if both of the p2-multiplication 
Sj{P2}sfc and the pj-multiplication Sí{pi}(sj{p^}sfc) are realizable. In gen­
erál, Pk EPk a structure of parentheses, and pi,...,pk are numbers satis- 
fying -p < Pi < p then the product P^s^p^ • • • {pk}sik)
is said to be realizable if the p;-multiplications are realizable in the order 
determined by Pk .

Remark 2. Obviously it may occur that fór different structures of 
parentheses Pk and P'k one of the products Pk(sit {pi} ■ ■ ■ {pk}sik) and 

{pi} ’ • ’ {ph}sik) is realizable, while the other nőt.

Definition 1. Because the direction of the substitution is from right 
to left (the right factor is “embedded” in the left factor) we say that the 
supporting element of the p-product Si{p}sj *s sí- generál, the supporting 
element of the product Pk(sit {pi}sí2 ... {pk }®it) is sn, assuming that the 
multiplication is realizable.

The following theorem is about the evaluation process of a product of k 
factors.

Theorem 1. Fór every F/. (s(J {p] }s,2{p2}... {pfc}s, J t,ie result of the 
multiplication is a unique product of somé elements Sit (t — 1,..., k)

Pp(s,(i)S,(2)... s.(p)) Pp 6 Pp (p < k) 
’1 *2 ’p

with minimál p, where s^jy are supporting elements (i^ € ... ,ipP)}),

and in PJs.^ys.&y . ■. s <?)) further multiplications are nőt realizable.
p ’i »a 1p

In the following theorem we prove, that fór any fixed p {-p < p < p) the 
p-multiplication is associative.

Theorem 2. Let Si, Sj, Sí be elements of H, with
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», = [«</>.................... /?“]
then

Proof. Consider the case p > 0. A simple calculation shows that

(2) (MpKXp}*/ =

= , (a^ + + a^a^a^,..., (a^a^^a^,...;

..., + oSj^) + ... ] r, q = 1,..., p, r^p

and

(3) »í{p}(sj {?}«/) =

[..., a<’> + + a^a^),..., a^a^a^),...;

...,^ + a^/3^ + ^ r/p.

Comparing (2) and (3) the statement of the theorem is obtained. The 
case -p < p < -1 is similar, therefore we omit the details. We say that the 
elements Sí are p-associative fór the p-product. □

Corollary 1. Fór any structures of parentheses ,P'k G P^ 

pdsh {p}sÍ2{p} ... {p}sij = P^sp {p}sÍ2{p}... {p}sífc).

Corollary 2.

Wí{p}Mp}... {p}s,) = VPk g Pk.

Corollary 3. If one of the components ap\ a^ \ IS zero^ t/ien aiso 
the component ap is zero in s = 3i{p}sj{p}s/ .

Theorem 3. Fór every s = [aj,..., aM; /3j ..., 0P], (ap / 0) there exists 
a unique minimál s' such that fór s' = [a^,... . ,/3'J , (a'p / 0)

s'^ = s.

(The minimality means that does nőt exist an s" such that s' = s"k'W 
with k'(p) > 1.)

22



Proof. Fór s' and (p > 0) 
s,k^ =

= [..., ----- hQp a'p ,^(1+ctpH----- Fa^ =

= ••• = s P, t = l,...,p).
This equation hokis if and only if

Or(l + % + ••• + ap-1) = «r, (r p)

ap = ap
Z^(l + -------J) = A, (t = 1,..., p.).

Case 1. If ap = 1 then fa = 1 and kfa = ar, kfat = fa (r / p, 
t = must be satisfied. Therefore k is a common divisor of the
integers ai,..., o>-i,aP+i,...

Case 2. If ap > 1, then ap< > 1 and with the notation 1 + a' + • ■ ■ 
^/fe £

+ c^-1 = tf, = q, the equations can be written in the fönn 

o'í = «»• (’’ P)

fap = ^p 

faq = fa (t = i,...,p).
Obviously fór given at, fa (t = l,...,p) these equations determine the 

integers a' and k (q) uniquely under the additional requirement that k and 
q must be maximál.

Similar statement can be proved fór p-powers with (p < 0). □

COROLLARY 4. If ap{> 1) is nőt a power of an integer, then s is minimál, 
that is s = s'.

Theorem 4. Let s = [ai,... fa,... ,fat], s' = [a'l,...,a1̂, fa,... ,/ü'J 
be minimál elements with respect to the p-powering respectively p'-powering. 
If sk^ = (p > 0, p' > 0, p / p'), then

1) ap > 1, a'p, > 1,
2) from. equation ap = fapi it follows that ap'(a'p, - 1) = a'p(ap — 1),
3) íhl = 21. where p,q / p,p' ■

fa, fa

Proof. If p / p' then
sk(’p'1 =[... ,ap(l + ap + • • ■ + l), ■ • • ,fa, • • • >

+"P + ••• + n;J-1),...] h^P, q = V---,P>-
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Therefore

(4) ^ = a'p(l + ^+

°p' = ap' (1 + ap 4---- + a* 1)

ap(l + ap4---- + ap 1) = a/(l + ay-+------+ oy Cp/apO-
It can be easily seen that ap = 1 implies that a'p = 1 and a', = 0 which 

is impossible. The case of a'p, = 1 is similar, which proves 1).
Now ap > 1 then ap' > 1 and fór ap and a'p, we get the system of 

equations 

where all of a-s are positive integers. Written in other fönn

(6) a‘,[apla'p - (apl - l)(ap - 1)] = ap.a'p + ap\a'p, - 1)

^p^p’^'p ~ ^P' ~ l)(o> - 1)] = CYP'a'p + a'p(ap - 1).
From this it follows that ap = a'lp if and only if ap-(a^, - 1) = 

= ap(ap - 1) which proves 2). Furthermore from the symmetricity of p 
and p' ap> = a'p 1, follows.

From (4) follows immediately 3). □

Example. If a'p, = 2, ap = 3, a'p = 3, ay = 1J = 2, k = 2, 4ap = 3a'p 
(p / then s2^> = s'2^ \

If in the previous theorem p > 0 and (p' < 0) is assumed, then = 
s'l(p 1 implies the following equations:

cYj=ap(l + /?;, + ... + ^-i)

í^p' = ^p'{^ + Otp + • • ■ + CYp~ 1)

ap(l + ap + • • • + o^-1) = 0^(1 + . +

0P(l + ap-\ + ap 1) = /3p(l + ^p, H------ (p^p,p').

The analysis of this case is similar to the first one.

Remark 3. A complete analysis of this problem requires to solve the 
system of equations (5).
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Theorem 5. Let

s~ [ai,..., ....... 0P\, s' = [a;,... fi,... ,^|.

The equation *{//}«' — P p' holds ifand only if one of the following
cases is satisfied:

1) If p > 0 and p' > 0, (ap' / 0, a'p ± 0), then
a) ap- =4, a'p = 3, 3< = 2a,. (r ± p, p'); 3fi = 2/^ (t = 1,..., p),
b) apl = 3, a'p = 2, 2a^ = a,. (r / p, p'\ 2# = fi (t = 1,..., p),
c) ap> = 2, a'p = 2, a;. = a,. (r 0 p,p'\, fi = fi (t = l,...,/i), 

furthermore the cases that can be obtained from the above ones by inter- 
changing the role of p and p'.

2) The case of p < 0, p' < 0 is analogous to 1).
3) If p > 0 and p’ < 0, (0^ 0, ap 0) then

a) ap = a; = 4, 0p, = 3, 0'p, = 6, 2a,'. = 3a,., 2# = 3& (r 0 p,p'),
b) ap = a; = 3, 0p. = 2, 0'p, = 6, a,. = 2a,., # = 20r (r 0 p,p'^
c) ap = 4, a'p = 2, 0p. = 2, 0'p, = 6, a(. = a,., 0'r = 0r (r 0 p,p'),

furthermore those cases that can be obtained from the above ones by inter- 
changing the role of p and p'.

4) The case of p <0, p' > 0 is similar to 3).

Proof.
1. Let p > 0, p' > 0, p 0 p', and s{p'}s' = s'{p}s. Then

(7) ap'a'p, = a'p, + a'pap^

(8) a'p(.\p = ap + a^a',,

(9) a,. + ap<a'r = aj. + a'par (r / p, p1),

0q+Olp'0q = 0q + Ot'p0q (q = 1, • • ■ , pf •
It follows from (7) and (8) that ap'\a'pl, a^|ap, thus a'p, = kap', ap = 
= k'a'p. Therefore,we obtain from (7) that kap' = k + a'p and from (8) that 
k'a'p = k' + ap' which shows that k' |ap«. Then we obtain the equation

(10) k"(k'k - 1) = k + 1, (k,k',k" > 1).

To satisfy the equation (10) the following cases are possible

a) k = 1, k' = 2 b) k = 1, k' = 3 c) k = 2, k' = 2

and the symmetrical ones. From these we get Case 1 of the theorem.
2. The result of the case p < 0, p' < 0 is similar to 1.
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3. If p > 0, p' < 0, then s{p'}*•' = s'íp}5 impües the following equations:

(11) Qp + ftp'a'p = a'pap ’

(12) I3'pl + a'pf3pl /3p^'pl,

(13) ar + l3p‘ar — a'r + apar ,

(14) Hr + W,. = [3'r + a'pl3r.

Similarly as in Case 1 we get a'p | ap that is ap = ka'p, &P' | /3'pl that is 
/3p, — k'/3p, k' | a'p i.e., a'p = k"k'. Hence the equation k"(kk' — 1) = k 4- 1 
holds, which is identical to (10). Therefore we have fór k, k', k" the subcases 
a), b), c), írom which 3) follows.

4. The case p < 0, p' > 0 is analogous to 3) □

Similarly we get the following

Theorem 6. Let.

s = [ai,... , f3p],

Then s{p}s' = s'{p}s if and only if one of the following cases is satisfied:

I lf P> 0,
a) ap = 1, a'p = 1,
b) ap = 1, a'p / 1, a,. = 0 (r p), a'r are arbitrary integers (r / p), 

= 0 (q = 1,.,.,/í), /3q are arbitrary integers. (And the case 
obtained by interchanging the role of ap and a'p).

c) ap 7^ 1, a'p / 1 and

II. Fór p < 0 the conditions are analogous.

Proof. If s{p}s' = s'{p}s then

a'r + apa(. = a(. + c\'pa,. r / p

+ ap(3'g = p'q + a'pptl (q = l,...,p)
and írom this equations the given conditions are easily obtained. □

Theorem 7. Let

^=^,...,^■1^....... 13^].



Sj = [a(/),...,í>/(/MJ)....... /i^],

A ssuming, that the indicated multiplications are realizable, the equation

(15) (Mp'Míp"}* =
(p',p")-associativity holds, if and only if one of the following conditions is 
satisfied:

Case 1) p' = p".
Case 2) If p' > ü, p" > ü, and p' p", then

a) = 0,
b) / ü and sí - [0----- 1........ 0; 0........ 0] (1 = a^,).

Case 3) If p' > 0, p" < 0,
a) = 0,
b) / 0 and Sl - [0,..., 0; 0,..., 1,... 0] (1 = ^2),

and the symmetrical cases fór both 2) and 3).

Proof. The condition of Case 1 is sufficient by Theorem 7.
Case 2: It is easy to see, that (15) implies

<4‘)+<4')arj)+(ft^ = (r p'-,p"),

that is

(16) = 0,

(o> + a(p, apJ^ = ay, + a^a^a^, .
Then we have that

(17) a^ag) =

that is

08) a!X? = 0 ,

/C + + (<>” + w,' = '7'++“í"'3"’) •
i.e.,

(19) 0^=0 (q = l,...,p).

Froni (1G), (17), (18), (19) follows the second condition of the theorem.

27



In Case 3, if (15) holds, then
^+<$€  ̂+ (0^ = «W + a%<J> + /?^ (r * p\p"\

and
(20) $!a[" = 0,

<W + = «M’ + $ «!?)•

and
(21) 0^^ = 0,

0^ + ^,'^ + ^+^  ̂ = + P^P'Y

and

(22) = 0,

and last

(23) .

From (20), (21), (22), (23) follows the third condition of the theorem.
The cases (p1 < 0, p" > 0) and (p1 < 0, p" < 0) are analogous to 3) 

and 2). □

Theorem 8. Let
Si = [M".......

.......e]-

If Si{p}si = 8j{p}si then Sj = Sj.

Proof. To realize the multiplication a,1' / 0, / 0.
1. Let p > 0, then

«í{p}sz = [..^aí.0 + «p)M/)....... + a^^0,...],

sj(p)si = [...,a*.j) ... ],

where r / p, q = 1,..., p.
It is easily seen, that Si{p}.s/ = sj(p)si implies a{p‘} = a{pJ\ = a(rJ\
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2. In the case p < 0 the proof is siinilar. □

Theorem 9. Let

* = [“'■'’...“M'’.--#0]-
The equation

s,{p}s( = Sj{p }$; (p p)
holds if and only if one of the following conditions is satisfied:

(i} ^(0
a) aí0 = /#’ = 0, (?• / p,p', q = ~ ,

Qp'

b) = 4° = 0, (r / p^p'\ q / p,p', .

Proof. Case 1. If p > 0 and p' > 0, then
Si{p}Sz =[..., a?> + a^a^, ... ],

Mp'ÍSí = [ ■ • • X'’ + ...... • • ■ ] -

where 0, 0, r / p, p'.
From the equation sfp)si = Si(p')si we can dérivé the subsequent equa- 

tions:
(24) + a^}a{,l\

(25)

(26) = +

(27) + =

a) If Qr / 0 or /3ql} 7^ 0, 
then (24) and (27) imply . Then a^ap} = follows from
(25) and because / 0 we get that = 1 + Op} and using (26).

= 1 + q^?, which is a contradiction.
b) If aj0 = 0, 4° = 0 (> /p,p').

then c\p} |ctp), | «^) follows from (25) and (26), therefore again by (25) 
and (26) we get the equations ((\p^ = kap\

(28) ka^ = k + a{’,\ pay=p + ^.
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Then (28) implies k | c^V, p | Op \ that is ctf = k'k, = p'p. Therefore 

(29) ajP = l + A:', 0^ = 1+//.

Furthermore, p'p = ctp* = ka^ = k{l + k') and kk' = = pa^ =
= p(l + p'). From these equations we obtain that

k'k = p + k(l + k'),

p'p = k + p(l + p'), 
that is, k | p and p | k, therefore p = k and the necessity of the conditions in 
the case p > 0, p' > ü is proved.

Case 2. If p > 0 and p' < 0, then
^{p}^ ..., ...],

=[..., aj.1’ + 0^,/3^ + (3^..., ... ].

where / 0, 0^ / 0.
Thus, if Si(p)st — Si(p')si, then

(30) a^ + a^ = a^ + 0^a^,

(31) W +

(32) +

(33) 0^ = 1^+^^

a) if 0^ 0 or a\l} 0,
then = (3(̂  and using (28) and (29) we obtain the contradictory equa­
tions ap > = 1 + and (3^ = 1 + /3^ .

b) if í3ql) = ctr} = 0, 
then ctp ’ | öp \ [3^ 113^ can be derived from (32) and (33). Therefore using 
(32) and (33) again we get (a^1 - kíx^, = pl^,})

(34) ka^ = k + /3{‘\ P^=P + a^.

(34) implies that k\/3(p'} and pla^. Let (3^ = k'k, a^’’ = p'p, then

(35) a</> = l + A:' = 1 + p'.
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As in Case 1) we obtain that p = k an the necessity of the conditions in the 
case p > 0, p' < 0 is proved.

The cases (p < 0, p' > 0) and (p < 0, p' < 0) can be treated similarly. 
The proof of the sufficiency of the conditions given in the theorem can

be performed by straightforward calculation. □



3. Structures with simple operátions

3.1. The structure S(pi,..., -pi,..., -p^)

Let

s1 =
Then the p-product fór p > 0 is (see Chapter 2.1.) 

s{p}s' =

= [ai + apa'^ ..., apa'p,..., ap + apa'p, fa + apfa..., 0^ + ap0p], 
where ap, a'p 0 0.

The definition of the p-product fór p < 0 is analogous.
Let us consider all the products

Pk(SÍi {Pjx }SÍ2 {Pj2 } ’ ’ ’ Sik-l {Pj*-1 }S»k

k = 1,2,...; pik G {pi,...,pM;-pi,...,-pM}, G Pk-
The multiplicative structure getting by this way is said to be structure 

S(pi,...,pp;-pi,...,-pp)
with operations pi,... ,pp, —pi,..., — pp.

This structure in generál is nőt an associative structure with respect to 
different operations. (Theorem 7, Chapter 2).

3.2. The structure S(p)

Let p G {pi,. •. ,pM; —pi,...,-pM} be fixed and let us consider all the 
elements s G H fór which ap 0 (if p > 0) or 0p () (if p < 0).

The multiplicative structure 5{p} is the set of the products sps'. It is 
clear that

S(p) C S^p^^^p^-p^^^-p^ .
Using Theorem 2 (Chapter 2) one gets
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THEOREM 1. The structure S(p) is a semigroup.

Let p > 0. We introduce the following special elements
j p

(1) 5j0(l) = [ü,..., 1,..., 1....... 0; 0,...,()] j/p, j = l,...,p
p k

(2) ff0fc(l) = [0,.1....... 0;0,...,T,...,0] =
p

(3) pOo(p) =

where p = 1 or an arbitrary prime number.

Theorem 2. The elements gjoW (j / p), gokW (k = 1,... ,p), <?oo(pz) 
(p0 = 1, and pi (/ > 0) runs over the set of the prime numbers) form an 
independent system of generators of S(p).

Proof. Considering the definition of the p-product, it is clear, that the 
System (1), (2), (3) is independent. It is necessary to prove that every 
element [ai,..., Pl, - ■ ■, with ap > 0 (ttj, & € N°) can be produced 
by the mentioned generators.

The following properties are valid (fór the p-product):

9ji 0 (1 )9jto{ I) 9j2o( 1 ^9ji 0 ( 1) i í/0/:i(l)P0/c2^) P0fe2)

9joW9okW = 9ok(l)9jo(l),
p,

9oo(Ph }9oo(Pl2) = 9oo(Pl2}9oo(Ph) = [0,... ,0;pZ)pÍ2,0,..., 0; 0,..., 0],

= [0....... 0,Q,0,...0, l,0,...,0;0,...,0],

p
9^(1) = [0,...,0, l,0,...,0;0.......

Therefore
(4) 8 = ^...,^-^.......^]= fí ^OWIM-Wnsooto)

k=l l~l

where = ní=i Po D
p

Let ep = ff00(l) = [0....... l,...,0;0,...,0].

Theorem 3. S(p) = AP {AQP = ep), where .4 and P are commutative 
semigroups. The semigroup A has 2p generators, and. semigroup P has 
^finite number of generators.
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Proof. The generators t/joílh <7ofc(l) Ü / P! = 1, - - -, m) with the 
element ep form a commutative semigroup A and the generators gOo(Pl) 
(l = 0,1,2,...; 5oo(l) = ep) í°im a commutative semigroup which is iso- 
morphic with the multiplicative semigroup of the positive integers generated 
by the prime numbers. The element ep is the unit-element of S(p). Using 
Theorem 2 one gets Theorem 3.

The case p < 0 is a similar one. □

COROLLARY. Every element s € S(p) has a unique factorisation s = sqsa 
(«i € .4, S2 € P) and sj has a unique factorisation with the generators 
5jo(l), </ofc(l) (disregarding the order of the factors), and similarly s2 has a 
unique factorisatioji with gooÍPi) because every natural number has a unique 
factorisation with the prime numbers.

THEOREM 4. If p> 1, then the product PA is a proper subset of AP 
and for p > 0, the following identities are valid

(5) gooMgjo^ = g^^gooM

goo^gokCi.) = í/ol( i)í/oo (p/)-
The case p < 0 is an analogue one.

Proof. Exercise. □

Consequence. The following identities are valid:

(6) 5o%(P/)pfo(l) = <^

(7) gMg^ = goFtygM,

(6) and (7) are a straightforward consequence of Theorem 3.
Consider the elements

(8) Si = [a^, • ■ •,• • •, • • •, (t = 1,..., m)

where 0^ / 0. The multiplicative structure generated by s, (i = 1,... ,m) 
is a semigroup:

(9) S(Sl(p))-, (i = l....... m).

Remark 1. If = 1 (j j-^ then the elements
(t = l,...,m) are independent, that is a proper subset of s, (i = 

= 1,..., m) does nőt generate S(si(p)); i = 1,..., m).
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It is clear that S^s^p)); (i = 1,... ,m) is a proper subsemigroup of S(p) 
if the elements s, (i = differ from the system of the generators
(1), (2), (3).

Every element s E S (si^p); i = 1,... can be represented as a product 
of the generators (7). Let

(10) s(p) = S£,{p}sí2{p}-- -s,i]....... ív € {l,2,...,m} 

then for p > ü 

(11)

J=1 k=l J=» fc=l

where gooM = 9oo(Pl) • • • (JooM if a = ■ ■ ■ pr.
Using (5) and (6)

d2) S(P) = n j x
j=ij#p

k=l

Let s'(p) € S^Si^p); i = 1,..., m) and

(13) s'(p) = s'^ {p}s'j3 {p} ■ • • s'jz =

-n^ (HIUÍ mlLA (iw«J”>) =
J= 1 fe=l J=1 fc=l

l^p

= 11 yjo
; = ij#p

*:=i

Then we obtain the following

Theorem 5. For s(p),s'(p) € S(si(p); i = 1,. • • ,m) and for p > 0 

s(p) = s'(p)

if and only if
* / Qp — (^p ^p
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2) + •■■ + = a^> + +
• ■■+a;O:,la5í,)---a2,-,) o = l....... K i^eY

3) + 4W4M + - + +ff^c!^ +
■■■ + 0,p)ay‘>-..aíl‘-' (4 = 1,...,M).

Proof. Theorem 5 is a consequence of (10) and (11). □

Theorem 6. Let

s = [aj,... ,aM;

a'= [<4...,^; 0{,...,0'p\.
If ap / 0, a'p / 0 and 0P = 0'p = 0. then

(14) n(s{p}s') = n(n(s){p}n(s')).

Proof. By Definition 3 of Chapter 1, fór the components of 
n(s{p}s') = [a'/,...,a";,/?"] 

the followings are valid:

1) aj + apa'j — (0j + ap0'j) = a" if aj + apa'j > 0j + ap0'j, 0" = 0,

2) 0j + ap0j - (aj + apa'j) = 0" if aj + apa'j < 0j + ap0'j, a" = 0,

3) a”p = apa'p, 0p = 0.

In the product ?r(.s){p}n(s') = [a^,... ,ap; 0X,..., 0p] ap = apa'p holds. 
We distinct four cases:

a) If aj - 0j > 0 (j / p, 1 <j < p), a'j - % > 0 (j / p, 1 < j < p) then 

Qj - 0j + ap(a'j - 0j) = a'-.

b) If aj - 0j > 0 (j / p, 1 < j < p), a'j - 0'j < 0 (j / p, 1 < j < p), 
then

n(s) = [..., aj - 0j,...,ap,., Ü,..

L L
n(s') = {...,Z,...,a'p,...-,...,aj - f3j,...],

L í
n(s){p}íi(s') = - 0t,...,apa'p,...,ap(0'j

aj -0j- ap(0j - a'j) = aj + apa'j - (0j + ap0'j), 
which coincides with the cases 1) and 2) and results a" or 0'-.
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The cases c) cq - < 0, a'- - /?< > 0, and d) otj - /3j < 0, a' - /?' < 0
are analogous to b) and a). □

THEOREM 7. Let S' be the set of the elements of S in which ap 0, 
Dp = 0. Then S\p) is a semigroup. Let n(S') be the set of the elements of 
S in normalform. Then

(15) n^p)) = n(n(S')(p)).

The case ap = 0, Pp 0 is an analogous one.

Proof. It is evident that S'(p) is a semigroup. (15) is a consequence of 
Theorem 6 with

s —♦ n(s), s1 —♦ n(s')
is

♦ ?i(s){p}n(s') —♦ n(n(s){p}?i(sz)) = n(${p}$') (s, s' € S'). a

From Theorem 7 follows

THEOREM 8. Let n(s)on(s') = n(n(s)pn(s')). Then the set n(S'(p)) is 
a semigroup with the (multiplicative) operation “o” . Besides with

s —* n(s), s' —♦ nfs'Y sps' —► n(s) o n(s') = n(sps'),

S'(p)^n(S\p)) 
follows.

Proof. It is easy to see that n(S'(p)) is a semigroup with the operation 
“°” , because alsó S'(p) is a semigroup. Then the Theorem 8 is a simple 
consequence of Theorem 7. □

Theorem 9. Let S" be the set of the elements of S in which ap = 1, 
= 0. Then n(n(S")(py) is a commutative group. The case ap = 0, /3P = 1 

Is an analogous one.

Proof. Every element n(s) (s € S") has a unique inverse. With

L L
n(s) = [oq,...,

p L
n(s) = [/h,..., 1,..., f3p, ci i, • • ■, 0 f • • •, ,

and n(?í(s){p}"-l(s)) = n(n~l(s){p}n(s)) = ep. Besides S" is an associa- 
tive structure (semigroup) fór the p-multiplication and cp is the unit element 
of S".

The case p < 0 is similar. □
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Similarly as in the case of S(p) we can introduce the semigroups S(pA 
(i = l,...,p) and S(-pi) = 1, •••,/*)• S(p>) (S(-piY) are semigroups 
and

(16) S(p,) = A.P., S(-pl) = A'iP'

where Ai D P, = ePi is the unit element of S(pi) (.4' A P- = e'p. is the unit 
element of S(—pj.)

It is easy to see the

Theorem 10. Fór the semigroups S(pi) (S(—pj)

.4j « Aj« Áj (i,j € {1,... ,p}) 

p^p^p; (i,j e

S(pí) S(pj) S(-pj) 

are valid.

Let S°(p) the set of those elements of S fór which ap = 0 Vs € S°(p).
On the part of the applications we distinguish two cases:
1) s{p}s' is nőt realizable if s 6 S'°(p) (see Section 2.1).
2) s{p}s' = s if s € S°(p), s G S.
In the first case the pair s{p}s' remains (the elements s,s' are “associ- 

ated”), in the second case the elements s,s' are “united”.
In the first case let us consider the free product S (p) of the elements of 

S°(p) fór which we suppose the associativity. It is clear that S(p){p}S°(p) C 
S°(p) and s{p}(s'{p}s") = (s{p}s'){p}s" where s G S(p), s',s" G S°(p).

In the second case the set S(p) U S°(p) — s\p) is a semigroup.

Remark 2. The semigroups S(pj) (S(—pj)) are suitable to use fór certain 
coding and decoding problems.

3. 2.1. A coding and decoding process

Example. Using Theorem 5 the structure S(p) is suitable fór creating 
coding and decoding processes. In the following we describe a possible (very 
simple) process.
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The coding process

Suppose that n stations send information to a center C. Fór this the 
stations can use the vectors Si(p) = , ap \, ap\/3\l\..., $
i = with 2^ positions can be an arbitrary large number). The 
a^ is the code-mimber of the i-th station. The numbers a,, fij (j / p) 
contain other informations. The numbers ap ’ are different.

Suppose that the (elementary) information are formulated in binary form 
and a'p is the integer (in decimál System) of this information. So we have 
2p — 1 pieces of information. Let

(j / p).

n vectors (with 2p components) arrive to the center C. The center C 
decides on the order of the multiplication of the n vectors (in Síp)). The 
result of this multiplication is s(p), where

= Síi{p}sí2{p}

The vector s(p) will be stored in C.

The decoding process

The vector s(p) can be decoded uniquely.
The code-numbers ap 1 are known in C. It means that ap in s(p) has a 

unique decomposition (as a product) (= ap'' • - • apn)).
The center C knows the ordering of the multiplication of the vectors, 

therefore by Theorem 5 (using property 2)) the sum (which is known in s(p)) 
is divisible by np1) except fór Oj11'- Thus the vector of the Zi-th station 
will be known uniquely because a*/' * < ap ' \ Repeating this process fór the 
quotient

(where aj is the j-th component of s(p)) we get the components aj2) etc. 
Components 0^ are similarly obtained.

In the decodings process it is necessary to know only the numbers a(p\
= 1...., n) and the ordering of the multiplication of the vectors. Fór this 

ordering stay /d different possibilities are available.
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3. 2.2. The system of generators of S^pi)

In Section 3.2 we have seen that the structures S(pi), S(-p;) are semigroups 
(i = 1,... ,p), where the system of generators of S(p) (p is one of pi) is:

j p
(17) í/;o(l) = [0,..., l,...,í....... 0; 0,..., 0],

p k
f/oai) = [O....... T.........0;0,..., l,...,0],

5oo(p) = [O,..0;0,...,0].
To distinct the generators of S(pi), S(-pi), (i = 1,...,p) we write

(18) 5jo(l.p) = í/jo(l)

m(l-p) = 0ofc(l)

Soo(lAP) = <7oo(7') •
instead of(17).

Therefore the generators of S(pi) are gjo(l,Pi), gOk(l,Pi), ffoo(p,Pi), and 
similarly fór 5(—pi).

Remark 3. Every semigroup S has a disjoint left decomposition with 
components A,, i = 0,...,5 and a dual right decomposition with compo­
nents Pi, i = 0,..., 5 (see [17]). In the case of S(pi) the following properties 
are true fór the components:

Ao = 0, Aj = 0, A'2 = 0, A3 = 0, A4 / 0, A5 = ep,

p0 = 0, P, = 0, P, /(b, P3 = 0, P4 / 0, P5 = ep.
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4. Transformations and equations

4.1. Transformations in S(pi,... ,p^ —pi,..., —p^.)

Using the results of the previous chapter, it is easy to see the following 
properties (it is nőt a misunderstanding if we use pi as operation belonging 
to the ith position and sometimes as ith position):

1) ^(MJ = 4^0(1, M

2) ^oíi’PÓÍPÓWöWi) = Qid (P,pj){p}j')goo(aj,pj'),

3) ÖPío(U-Pfc) = 5o-pJl,Pí),

4) tfofcítPJWWaWi) = ^“o(t-pfc){-Pfc}öoo(A,-Pfc),

5) fi Sjo^^píHpi} ng&(i,pi){pi}g?o(XPi){p^
3 = 1 fc = l

3#P,.Pr

= n Sjod’PdíPr} n Sok(1,pr){pr}p,“o(1>pr){pr}5oo(ar,pr). 

3 = 1 k=lí*Pi<Pr
A similar equality fór p, —* -p,, or pr —♦ -pr is alsó true.
The relations 1-5) give a possibility fór the transformation

= n 0jo(i>pí){/’í} n =

3=1 k=l 6=1
j^pí

p n v
= n ^oíi’/’dÍPr} n n^00^f,Pr) (a,/0,ar/0).

4=. .=1 Í=1

Let Sj = i = 1,2.......
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Theorem 1. Consider the product

Pk(s1{pjí}s2{pj2} ■ • ■ Sk-iipj^^Sk) k > 1

where the product is realizable with p > 1 and in every Sí (i = 1,... ,k - 1) 
aPj / 0. Suppose that nőne of Sj (j = !,...,£) is a unit element in S(pj) 
(S(-pj)). Then fór every k (Pk e Pk) elements s\Jr\... ,skr) (different 
from unit elements) exist such that (1 < r < k — 1)

Pk («l {Pjl } • • • «*: —1 {Pjfc-i } «*) = ’ {Pjr} 4^ {Pjr } • ■ • 4J-l{Pjr}4'’r) '

Proof. By induction. Consider the product

(1) , p2 € p2
where s1; s2, 83 are nőt unit elements. Using the properties l)-5) there 
are elements sj, sj (different from unit elements) such that Si{pjl}s2 = 
= si{Pj2}s2, therefore
(2) (^{Pn }«2ÍPj2})S3 = (síÍP^KHPj,}^ = 4{Pj2}4{Pj2}s3 •

Similarly, in the case si{pji }(s2{pÍ2}s3) = P^s^p^ }s2{pj3 }s3) (Pj € 
P2) instead of 32{pj2 }s3 one can write s'^Pj^s'f and we obtain the result 
fór k — 3.

Let us suppose, that the theorem is true fór k (> 3) and consider the 
product
(3) Pfc+i(si{pj1}s2{pj2}---Sfc{pJJt}sfc+i), Pk+iEPk+i
where sj,..., st+i differ from unit elements.

It is known from Section 2.1 that

Pk+i — Pnt P12 (ni + n2 = k + 1; ni ,n2 > 1).
Suppose that fór (3)

Pk+i = Pni{pj}Pn2
is valid. By induction P„,(- • •) and Pn2(- • •) (m,n2 < k) can be represented 
as product of ni (n2 resp.) elements (different from unit elements) with 
operation pj. It means that fór Pk+i(- ■ •) the theorem is valid. □

It is easy to see the following

Theorem 2. If Pk^Pk € Pk then fór arbitrary S[,...,Sk (different from 
unit elements) there are sj,...^*. (different from unit elements) such that

Pk (81 (pj, } S2 {pJ2} • • • Sfc-i } Sfc) =

= P'k (sí {pú } S2 {p,2} • • • sj-i {Pt^ } s'k) 
supposing that the products are reálisaidé.
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Proof. Using Theorem 1, the product Pk(-• can be transformed to a 
product with common operation and in the second step this product can be 
transformed in P^- • •). □

4.2. Equations in S(p-i)

Let us consider the equations

a) s{p,}a; = s', b) .r{p,}s = s', 

where
s = [át,...,fi^... ,fi^]

® = hu---,v; w’■ • • ’7hJ• 
and the goal is to solve the equations for ;r.

Definition. The element x is a solution of the equation s{p,};r = s1 
(a, / 0) (.t{p,}.s = a' resp.) if an s" exists such that s{p,}.r = s" 
(x{pi}3 = s" resp.) with n(s") = nf./).

Let
s" = [a'i +Ti/,...,< + r^; # + r'], r' > -min(a',#)

that is, n(s') = nfs").

Theorem 3. The equation

(4) s{p,}.r = s' (a,:/0)

has a solution if and only if

(5) M #-# + #,

(6) ö. | j / j

Proof. From s{pí}.r = s" the equalities

(7) at Y, = # + r; 
fii + ^li = fii +

ri > -min(a',#)

» ....................................

follow.
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From (5) one obtains aj | a- - fi' + 0i therefore the condition (3) is 
necessary.

If a< - # + fii = 0 then ap/j = a- + r' hereby follows and
= T- > 0. It means that in this case (5) has a solution.

If a\ - fi- + fii^Q then

, . aiXi ~ ai = A - fii + aiVi =
ai(Xi - Vi) = fii ~ fii + a'i ■

By condition (3) the equation (7) has a solution fór \i~i]i. Fór sufficiently 
large y, and ?/, (5) has a solution with r- > - min(a', $)•

From (6) one obtains a; | (a< - fij) - (aj - fij) therefore the condition (4) 
is necessary.

If (a'j -fij) - (aj -fij) = 0 then a' - aj = fit - fij and from (6) 
Xj — r/j follows. Thus fór sufficiently large Xj (= pj), (6) has a solution 
with r'j > — min(a'j, fit).

If (a- - fit) - (a; - fij) / 0, then from (8)

aiUj - Vj) = (aj ~ fij) ~ (“j ~ fij)

follows, which by condition (4) has a solution fór y, — i/j. Fór sufficiently 
large and t/j, (6) has a solution with rj > - min(a',/?' ).

Analogous result can be obtained fór p, —> —p, alsó. □

Theorem 4. The equation

*{Pi}* = s'(xí / 0)

has a solution if and only if one of the following cases is valid:
1) a, - A > 0;
2) a, - = 0 and a' - < 0;
3) ai - fii < 0 and a'i - fi'i < a, - fii.

Proof. From .l{pi}s = s' follows

From (8) one gets

(12) X.(«,-A) = a'-^ + ?/t.

Easily can be seen that tor > 0 only in the mentioned three cases 
exists a qt > 0 fór the validity of (10).
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From (9)

(Í3) + = U/i)

follows. It is easy to see, that there exist always \7 >0, i]j > 0 for which 
(11) is valid fór arbitrary Tj.

Analogous result holds for pi —> —pi alsó. □

Remark. From the proof of the Theorem 4 one sees, that if a{p,}s = s' 
has a solution for ,r, then alsó for = s" exists a solution where 
n(s") = n(s').

THEOREM 5. If at 0, / 0 and x is a solution of the equation a) or
b), then alsó v{pí}ír and x{pi}v are Solutions with n(v) = ePi.

Proof. Usiiig Theorem 6 of Chapter 3 for s{pi}(v{pi}x) = s' 

n(s{pi}(v{pi}x)) = n(n(s){p,}n(v{pi);c}) =

= n(n(s){pi}n(a:)) = n(s{p,}x) = n(s').
The proof can be done similarly alsó in the case a-{pi}s = s' and for 

.rípjv—yv{pi}x. fj
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5. Composed operátions fór setvectors

5.1. Theoperation {p^,..., pir}

Let
S — 1,..., afí, Pi, . . . , P^

s' =

The operation {pí^-.^PíJ with different p,. (> 0) (j = 1,... ,r) is 
defined in the following manner:

— 1 1 • • • > ® » • • • » ^ir $ 1 • • • > ^71 > Pl) • • • 1 Pn j --

= [ai + (o^ H 1- air )a\,..., H------ F , • • •, (oíj +-----F «i J»ír> 

... ,ap +-+ • • • + alr)a^ Pk + (a^ + • • • + air) P'k,... j =

r r r
= O1 + ( 52 a^a'i,..., ( %)<-•••-( •••, «m +

L j=i j=i j=i

+ (ÉaL)<5--”^ + (EaüM--- • 

j=i j=l
The definition is analogous in cases —♦ ~Píj-

Theorem 1. Fór any fixed operation (p^^.^Pt^ the structure

S{{PiX)...)Pir}}

is a semigroup.
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Proof. Let
» = .......

s'= í;....... í;]
s" = [<„..,«2; í;',...,/?;].

Then
(*ÍPú,..., pir }s'){A!, • • •,Pi,.}s" =

= öi + (ÉL %)ttí + (ÉZ % ÉL • • > (ÍZ % ÉZ ’
j=l J=1 P=1 j=l P=1

• • • > (É % É >• • • ’ar + (É+ (ÉLÉ <)<;
j=i P=i j=i j=1 P=1

•••,&+( Éz %)#+( él % Él
j = \ j = l p=l

and
s{Pú, • • ■,Pi, }(«'{Pú, • • •,Pi. b") =

from which the theorem follows. □

5.2. The semigroup S({p7i,..., pi })

Let us consider the elements s = [au,..., /?i,..., p/t], where at least one
of the elements a,,,..., öj, differs from 0.

Consider the set H of the elements s, where ajt = • • ■ = ajh = 0 and 
Oh •. •, jh) C (ú,..., i, )- It. is clear that fór s, s' € H, a" = • • • = a”h = 0 
alsó hokis in the product

MPn....... P„>' = s" = [*í'........

Therefore we get the following:
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THEOREM 2. The set H forma a semigroup fór the operation 

{pi^---,Pir} ' 

where
H({pil,...,pi„}') « S({pkx,...,pkr_k}) 

with
(A'j, . . . , k, _/,) — (z |, . . . , i,.) \ (j i, . . . , j h) .

Proof. Theorem 2 is a consequence of Theorem 1. □

Simple calculation shows

Theorem 3.

H^pí,PíMpú,---,Pí. }S({pll,...,p*„}) £ H({Pú, ■ ■ •,Pír}),

S({p^,..., pir}){ptp,}H({p,pir}) c H({p,;!,.. •, pir}), 
that is H({pix ,...,pi, }) is a left uleal in the semigroup S({pilpt,.}).

Let Hy be the set of the elements s, in which

ap = ••• = ajh = 0, Ü'i.- •• Jn) C

and fór (ii,..., L) \ (ji, ■ ■ ■ Jh) = Ki, ai 0, i G A'i.
Similarly let be the set of the elements, in which 

ac, =-- =a(r = 0, C (Ó,...,A),

and fór (i{,..., ir) \ (G ■ ■ •, = A'2, aj / 0, j e Ab. Then it is easy to
see the following

Theorem 4.

Hi({píx,. • • ,Pi,.}) n H^^Pi,,... ,pi,}) = 0.

Let 
* 1 í ’•

. . . Ú »r j
<?7o(i;{pi1).--,Pi„}) = [o,..., i....... i,...,

átokul; {pi(,...,Pir}J = [o,..., i,..., í,...,o; (),... i....... ()].
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Let Zo( 1; {p,,,..., pir}) be the cyclic semigroup generated by the element 
ÍZo(l; {p»i, • • ■ ,Pír})- Then

í 1 1 r
g’ol(l; {p^pir}) =[..., r"-1,..., r”~1,..., 0; 0,..., o].

Let Zj0(l; {pí, , • • •, p,,.}) be the cyclic semigroup generated by the ele­
ment ^•o(l;{Pi1,...,Pir}). Then

Ú irr Tm — 1
5"S(l;{Pi1,...,Pv})= ....... r—1,...,------- 0; o,o].

L r — 1 J

Let ZOfe(l; {pij,... ,p,,.}) be the cyclic semigroup generated by the ele­
ment f/Ofc(l; {Pú , • • •, Pír})- Then

ku lr —r ?'in — 1 ,
{Pú > • • •, Pir}) = 0,..., r"-1,..., rp~1,..., 0; 0,..., —,..., 0 . 

L r — 1 J
It is easy to see that

(!) Po {P»l > • • • , AjHPú , • • • > PirWjO^ {Pú , • • ■ ^Pir}) =

= [0,..., r"+m~l,..., r“+'"~1,..., r" —y,..., 0; 0,...,

(2) öjÖ(l; {pi! , • • ■ > pir }){Pb , • • • , Ar MG; {Pú , • • • > Pir }) =

(3) <$(l;{p<1r..,Pír}){Pí1r.^^

J *ti * Vr — “ rm — 1 r" — 1 1
= [ ,.'>+>'<-1 . r’'+»'-t.......... ... ............í..........r1v---------.

L ’'' ’ ’ r - 1 r - 1 J
One alsó gets similar results fór the elements (/oa-(1; {pp , ■. • ,Pi,.}) and fór

Pit --- * -Pír

Theorem 5. Fór different ,jk with (í|n (ji,... ,jk) = 0 

sl .    f".«'» =
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jl jk
rnF_ i rnk _ i
--------- rEi=i --------- ,..., 0; 0,..., 0

r - 1 r - 1

Proof. By induction using (3). □
Using Theorem 3 the following theorems are obtained.

Theorem 6. Fór different ji,... ,jk with (ó,... ir) D (jj,... ,jk) = 0 all 
the elements are different in the product

{pil ■ ■ ■ Pír}) ’ ' ' {Pi1 1 • ■ • íPir}) -

Theorem 7. Fór different ji,...,jk with (q,...,ir) A (ji,..., jk) = 0 
all the elements are different in the unión

(4) |J Ztl0(l; {pn»• • •,Pi-DÍPú,• • •,Pi,}' • • zuo(l; {pú, • • ■ ,Pi„}), 
ti ...ít€n

where (ti.. • tk) runs through all the permutations of . .jk)-

Remark 1. Theorems 4 and 5 give an opportunity to produce a process 
fór the problem of inversion (decoding problem), that is to produce uniquely 
the original components (generators) and the ordering of the components 
from the result of a product (4).

Remark 2. It is easy to see that several analogous results (to Theorem 
5) can be derived by changing the generators g0, gj0, gok and p.

There are easy to see the following theorems:

THEOREM 8. Let us consider the elements s with > ü fór a j and 
aik = 0 for j ■ se^ Sí, ){Pit, • • •, P?,.}) of these elements is a semigroup 
which is a right-i.deal in the semigroup S({p(|,..., p(t.}).

Theorem 9. For the semigroup S({pi1,...,pir}) the decomposition

S({Pii,...,Pi,.})=\JStff{pil,...,plr}), 
j=i

5ifc({Pi1,...,Pír})nsiI({pi),...,Píi.}) = k /1
is vahd.
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5.3. Semigroups with modified vectors

Let us consider the set of the vectors

(5) s = [aj,...,a„]

where the components a,, (i = l,...,n) can be negative integers, too.
The introduction of the operation {p^,... ,Pir} in this set can be done 

similarly as in Chapter 5.1 (resulting the associativity), because in Theorem 
1 the nonnegativity of the components was nőt used. Therefore the elements 
(5) form a semigroup S'({pit,..., pIr).

Let r > 1. In this case can be 0 or 1 without being the components 
(j = L-- F’) 0 or 1.

It is easy to see that the semigroup S'^p^,... ,pir} has nőt (two sided) 
zero element and unit element. The elements s with = 1,
ai = 0 (i pj, j = l,...,r) are left. unit elements. The elements s with

aPj = 0, a, = 0, (i / pj, j = 1,..., r) are left zero elements.

Remark 3. Every semigroup has disjoint decompositions A, and Fi 
i = 0,..., 5 (see [17]).

It is nőt difficult to see that in S'({pil,..., p,,})

Aq = 0, Ai = 0, A2 = 0, A3 = 0, A4 0, A5 0

PQ = 0, P^= 0, P2 / 0, P3 / 0, P^ / 0, P5 = 0.

are valid.

Remark 4. Every semigroup S has a disjoint decomposition with com­
ponents Aj, i = 1,..., 5 and a dual right decomposition with components P,, 
i = 1,..., 5 ([17]). In the case of S({pil,.. .,Pir}), r > 1 fór the components 
the following properties are true:

Ao = 0. Ai = 0, A2 = 0, A3 = 0, A4 0, A5 / 0

p0 = 0, pl= 0, p2 /v, p3 / 0, p. = 0, p5 = 0.
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6. Finite structures

6.1. Finite semigroups

Let us consider the semigroup S({pp,... ,pir}). This semigroup, introduced 
in Chapter 5, is an infinite semigroup in which every element has infinite 
order (except fór the identity if it exists).

We show how we can produce finite semigroups from a semigroup 
S^pp,.......... ,pir}) derived.

Consider the elernents

of the semigroups S({pi1,..., Pir}). To every position i (i = 1,..., p) we 
associate an (positive) integer ni > 1 fór a and mi > 0 fór (3 (to position ij 
fór p^ belongs ) and consider the components Qí,/3í mod(n,), mod(nzí) 
resp. that is, instead ai,/3i (and instead classes) we write ai+kini, fli + limi 
with 0 < at < ni, 0 < 0i < mi.

s = [qi + kpni,... ,a^ + k^n^fa + ... ,0^ + l^m^].

Definition 1. Two elernents s, s' are considered to be equivalent if and 
only if

ai = a\, & = (i = l,...,^)

This relation is an equivalence E^ni,... = E(n;m).
Fór the sake of simplicity we assume, that pj, (j = 1,... ,r) are positive 

(that is they belong to a).

Theorem 1. The equivalence relation £'(n;rn) is a congruence relation 
C(n;m) if and only if

1) n^m^m, (j = i £ {íb..., ir}-
2) n^ = nik = (j, k = 1,... ,r).
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Proof. Let sE(n,m)s' and s" € S(pix,..., pir) be arbitrary elements
s = [..., a, + kiiii,..., a{j + k^n^/3q + lqmq,...],

s [..., ct, + kpii,..., üij 4* Híj, fiq + lqmq,...], 

s" = , a" + k "m,..., ci" + k"^,0'q + lqmq,...].
1. (Necessity).

Pír }® =

= , ci,- + kini 4- (ci" 4- k'fni) 57(0,, 4- ki^i^,...
4=1

V
• • • i (aik ^ikn'k ) )>•••>

4 = 1
r

...,^q + lqmq + ^q + Iq/llq) ^(cij . + ki . . . ] ,
4 = 1

similarly
s'{pii,...,pir}s" =

r
= [• ■ •,ci, 4- k'ini + (ci" + k"ni) 57+ ^íjnij)»• • •

4=1

• • ■ > (q4 4- Yypíj + • • •;
4=1 

r
...,/3q + rqmq + (0q 4- lqmq) + k-.m.].

4=1

One sees that (right congruence property)
s{pú, • • •, Pir }s"E(n; m)s'{p,,,..., pir }s"

if and only if
V

ai 57 nii (kij - ) - 0 mod(n,)
4=1

52 nM “ kii) = 0 mod(mg)
4=i

for every 0 < ki., k^ ,lq, l'q-, 0 < ci" < n<, 0 < (3q,/3q < mq, that is, 
(j = 

Besides
= « +k'/knik) ^aÍ3. J-k'^) mod(nih)

4=1 J=l
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írom where
r

aü ^kiJ ~ = 0; i«od(nik)
j=i

fór 0 < ki^k'.; 0 < a" < nik and nik 1?^ (j,k = l,...,r) follows, that is 
nik ~ nij ■

After what has been said, one gets easily that the (leit) congruence 
property

^'{pi,,..., pir}sE(n; m)s"{pil,..., pir }s'
is true.

2. (Sufficiency). It follows immediately from 1). □

Theorem 2. If
1) nij = nik = n (j, k = 1,..., r) and
2) nj,mq\n (i,q = then

S^pi,, • • •, Pir})/C(n; m) = S({pó ,..., pir})(n; m)
is a finite semigroup.

Proof. It is a simple consequence of Theorem 1. □

Fór shortness let

S{{pi^. • •, A,.})^,... = ({pb,..., pir})(n; m)

be the above introduced finite maximai semigroup with given n and m.
It is clear that the order |S| of the semigroup S^pi^... ,pir})(n; m) is

|S| = n' fi n, fi
i = l k=l
’^'j

Let T(n, m) be a P permutation of the components of n and ni, resp., 
and P(i) the component of n, m, resp., in which the component i is trans- 
formed by F’(n), /’(m), resp. Then it is easy to see the following theorem 
of isomorphism:

Theorem 3.

S^pp^),.... PP(ír)})(P(n); P(m)) « S^p^,... ,pip})(n; m).

Proof. The mapping s —+ s' with (n;m) —> P((n;m)) is an isomorphic 
mapping. □
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6.2. The idempotent and identity elements

Theorem 4. The element

s — [o। 4“ kpn\,..., afl T k^n^,..., T lqmq,...] € {Pij, • • •, Pír})(ni m) 

is idempotent if and only if
T

1) ai^a^ = 0 moduli), i ij (j = 1,... ,r)
j-í 

r
2) ^q^2aij =° mod(mg), (q = l,...,p)

j=J 
r

3) a^- 1) = 0. mod(n). (k = 1,..., r)
i=i

Proof. It is easily seen (fór E'(n;m)) 
r 

s2 ai 4- kin, 4- (a, + kinf) ^(a^ 4- k^n),..., 
j=i 

r
• • •, («ú + n) + kijn^- ■ ■;

J=l

• • • , 0q + lq™q + (Pq + + ^ijn)i • • • ] =
j=i

— s = , a, 4~ kjni,..., ai 4" ki^ n,...,..., 4" ..]
if and only if 1). 2), and 3) hold. □

Theorem 5. Let

s e S({p,l,...,p1„})(n;m).

a) The element s is a left identity in the semigroup S({pil, Pir)(n; in) 
if and only if
1) aj = 0 mod(ní), (i / ij’, j = 1,...,r),
2) /3q = 0 mod(m,), (q = 1,..., p ),
3) ZJ=i = 1 niod(n).

b) The element s is a righ.t identity in the semigroup S({pit,..., p(l.})(n: ni 
if and only if
1) Oj = 0, (i ij\ j =
2) /1q = 0. (q = 1....... p),



3) aik = 1, (k =
4) r = 1.

c) The element s is the identity in the semigroup , pir)(n; m)
if and only if s is a right identity.

Proof. Let
s = [. . . , Qj + kifli, . . • , aik + kikn, l3q + IqVlq, . . .]

and
s' = [..., a'i + k^m, ...,a'ik + k'ikn,+ l'qmq,...]

an arbitrary element.
Then

T
= [..., aí + kim + («í + kim) 52 + k^n),...

j=i

• • •, (Qífc + kikn) + fcbn)’ • • •;
j=i

..., + l'qmq) + k^n),... ],
j=i

V
= [...,«■ + k^m + (<*i + kim) 52^^ + ^íjn^ ■ • •

i=i
r

..., (aik + kikn) 52(a2 + k'j .n),.
7 = 1 '

Fór a)

ci'; + kim + (ö; + k'im) 52(a», + ki^n) =
j=i

= a'i + k'im mod(n,), (i^ij),
V

Aj + IqTIlq + (/?, + l'qmq) ^(a<j + =
J=1

= ^q + l'qmq mod(mq), =
r

+ k'ikn) ^{a^ + kijTt) = a'n + Á:^7i, mod(n)
7 = 1
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írom where 
r r

Oti + a'i^otij -1) = 0 mod(ní), afj. - i) = ° mod(n)
J=i j=i
r

0q +/3q^aij =° mod(mg), (0 </?„/?' <mq; q=l,...,n) 
j=i

(0 < aj < n,-, z / íj; 0 < ajk < n) 
and — as consequence — the statement a) follows.

Fór b) 
r 

cx'í + k^n, + (o, + kiiii) ~
j=i 

= €11 + ^11, mod(nj, (i ij), 
r

&'q + lqmq + + lqmq) ^a'i. + k'^n) =
j=i

= /3'q + l'qmq mod(m,), (q = 1,... ,/i),
r

(aik + kikn) ^a'ij + = aik + kin mod(n)
j=i

from where

a, ^2 a' = ü mod(n,), aú^aí; =a!t mod(n), 
J=i j=i

(0 < a- < iii, 0 < a'. < n), 
r

pq^a'i.^O mod(mq), (q = 1,..., fi).
j=i

Let a'ik = 1, a',. = 0 (j / k), then aik = 1 (k = l,...,r) follows. If
= 1 (k = 1,.. .,r), then a'ik = EJ=i (k = and

r
(r - 1) a'tj = 0 mod(/! )

j=i
follows, that is »r|r — 1. Besides, fór r / 1, aik = 0 (k = So the
statement b) hokis.

Besides it follows that, if s is a right identity, then it is the identity 
element, too.

The sufficiency of a), b), and c) is clear. □

Consequence 1. If n > 1 then the semigroup S({p,l,...,p,r})(n;m) 
has left identity.
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6.3. The trace of the element s

Definition 2. Let s = [ai,..., /3i,..., f^]. Fór the operation
{p^,pir} (with positive p) the trace tr(s) of the element 8 is aiji 
mod(n).

The following theorem is straightforward.

THEOREM 6. Fór two elements s, s' G S({p,pjr})(n; m) 
tr(s{p<1,...,pjr}s/) = tr(s)tr(s').

Corollary. If (tr(s),n) = (tr(s'),n) = 1, then (tr(ss'),n) = 1.

From this corollary follows that the elements s with (t.r(s),n) = 1 fönn a 
semigroup in S({p?1 })(n, m). Let Sp({pil,..., p»,.})(n; m) be this
semigroup. Let Sp0({p7j ,... ,p,r})(n, m) be the semigroup of the left iden- 
tities (tr(s) = 1 mod(n)). This semigroup (Sp0) is a right zero semigroup.

Theorem 7. In the semigroup Sp({p71,... ,pir})(n, in) every element s 
has a unique right inverse s' fór a given left identity ep

Proof. Let et = [0,,a?p)0,... ;0,... ,0] (EJ=i = 1
mod(n)) be the given left identity. Then ss' = ei if and only if

t
o, + a' ^2 aíj = 0 mod(n,), fi / í; ), 

i=i
r

;=•
I

a'ik 52 Qó = mod(n).
j=t

From this follows that fór given s and ei the element s' is determined 
uniquely. □

Consequence 2. 1 he semigroup Sp({p7l,... ,pip})(n; m) is a regulái 
semigroup (moreover a right group), because from ss' = ei the equality 
ss's = s follows Vs,ei G Sp({pit,..., pir })(n; ni) and s' is determined 
uniquely.

Theorem 8. Let r = 1 mod(n). Let SP|({p,pir})(n;m) 
be the semigroup of the elements s G Sp({ptí,..., p,„})(n; ni), where 
aú ~ = Q»r = !• Feí Spn} the semigroup of the elements s €
5p({pí1,...,Pir})(n;m), where a, = 0, fi ± i - j = 1....... r); fí„ = 0,
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Then.
Sp = Sp, Sp0l, Sp, n Sp0l = eoi

where in eOi cq = 0, i ± ij; = 1 (j = 1,... ,r); /3q = 0 (q = 1,...
Sp, is a commutative group, Sp0, is a semigroup in which the elements s 
for which tr(s) = 1 mod(n) are left identities.

Proof. The statements of the theorem are simple consequences of Theo­
rems 4, 5 and 6. □

Theorem 9. If r = 1, then the semigroup SP(pil,... ,p,J(n, m) is a 
group G = AP, AC\P = e with .4 <1 G, where A is an ahelian group and P 
is a. cyclic group.

Proof . In the ca.se r = 1 the semigroup Sp has only one left identity 
e which is the identity element in Sp. Moreover using Theorem 4, in Sp 
every element has a unique right inverse. It is easy to see that there is only 
one right inverse, which coincides with the left inverse. To see that G = AP 
see Theorems 3 and 4 in Chapter 3. □

Let Sídpq,... m) (briefiy Si(n;m)) be the set of the elements
s (with positive p), in which tr(s) = 1 mod(n). It is clear that this set is a 
semigroup.

Let Sp({pi,, ■ • • ,Pi,. })(n: m) (briefiy S7’(n; m)) be the set of the elements 
s in which = 0, k ij, j = 1,..., r; [3i — 0, l = 1,..., p. It is clear that 
Sp is a semigroup.

Similarly one gets easily the following

Theorem 10. The semigroup S({pílt... ,pí,.})(n;m) has the factorisa- 
tion

S({p,1,...,pir})(n;m) = S^n; m){pq,... ,pir}ST(n; m), 

where
Si(n; m) A Sr(n; in) = Sp0(n; in).

It is nőt. difficult to see the following theorems, too:

Theorem 11. Let So be the set of the elements s in the semigroup 
S = S({ptl,...,/7,J(n;m) with n| tr(s), that is, tr(s) = 0 mod(n). Then 
Sq is a right ideál in S.

Theorem 12. Let S2 be the set of the elements s in the semigroup 
S = S({pil,...,p,r})(n;m) with (tr(s),n) > 1. Then S2 is a right ideál in 
S and contams the subsemigroup S^.
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Theorem 13. Fór every semigroup S = 5({p?1,... ,ptr}) the decompo- 
sition

S = SPUS2, sPns2 = 0
is true.

Remark. The semigroup Sj is nőt regulái in generál (see example 4).

Ezamples
1. Consider the semigroup 5({pn,..., Pir })(n; m) with the elements s = 
= [ai,a2,a3;0,0,0] where m = 2, n2 = n3 = n = 6, mj = m2 = m3 = 1 
and r = 2, p\ = 2, p> = 3.

Fór the element there are 2 possibilities (0,1), fór the pair (<v2,«3) 
there are 36 possibilities. Therefore |S| = 72.

This semigroup is too large to give the table of Cayley.

2. Consider the subsemigroup of this semigroup with (tr(s),6) = 1. In 
this case fór a2,a^ the possibilities are

Q2 
0 
1 
0 
5 
1 
4 
2 
3 
3 
4 
2 
5

«3
1 
0
5 
0
4
1
3 
2
4
3 
5
2

The elements s are the following

•sí = [0,0,1; 0,0,0] 
s2 = [0,1,0; 0,0,0] 
.93 = [0,0,5; 0,0,0] 
•94 = [0,5,0; 0,0,0] 
s5 = [0,1,4; 0,0,0] 
■96 = [0,4,1; 0,0,0] 
s7 = [0,2,3; 0,0,0] 
s8 = [0,3,2; 0,0,0] 
s9 = [0,3,4; 0, 0, 0]

sió = [0,4,3; 0,0,0] 
ín = [0,2, 5; 0,0,0] 
si2 = [0,5,2; 0,0,0] 
313 = [1,0,1; 0,0,0] 
Si4 = [1,1,0; 0,0,0] 
315 = [1,0, 5; 0,0,0] 
316 = [1,5,0; 0,0,0] 
3i7 = [1,1,4; 0,0,0] 
318 = [1,4,1; 0,0,0]
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Si9 = [1,2,3; 0,0,0] 
s20 = [1,3, 2; 0,0,0] 
s2i = [1,3,4; 0,0,0]

s-22 = [1,4, 3; 0,0,0] 
s23 = [1,2,5; 0,0,0] 
ó'24 = [1,5,2; 0,0,0]

The semigroup described above is a right group with order 24. The 
elements sí, s2, *'9, «io, Sn, Si2 are left identities.

3. Let us consider now the following elements of the semigroup introduced 
in 1.

30 = [0,0,0; 0,0,0] 
s, = [0,0,2; 0,0,0] 
•s'2 = [0, 2,0; 0,0,0] 
33 = [0, 2, 2; 0, 0, 0] 
.5’4 = [0,0, 4; 0,0,0]

.5'5 = [0,4, 0; 0, 0, 0] 
36 = [0,2,4; 0,0,0] 
37 = [0,4, 2; 0, 0, 0] 
.5-8 = [0, 4,4; 0, 0,0]

These elements form a semigroup (of order 9) with the following product 
table with Sí —»i

0 12345678
0
1
2
3
4
5

0 0 0 0
0 4 5 8
0 4 5 8
0 12 3
0 12 3
0 12 3

6 0 0 0 0
7 0 0 0 0
8 0 4 5 8

0 0 0 0 0
1 2 7 6 3
1 2 7 6 3
4 5 6 7 8
4 5 6 7 8
4 5 6 7 8
0 0 0 0 0
0 0 0 0 0
1 2 7 6 3

4. Consider now the elements s = [aj, a2, a3; 0,0,0] of the semigroup S 
where ni = 3, n-2 — n^ = 6, mi = m-t = = 1 and r = 2, pi = 2, p2 = 3
with tr(s) = 3.

In this case the elements of the semigroup are 3i = [0,0,3; 0,0,0], 6'2 = 
= [0,1,2; 0,0,0], s3 = [0,2,1; 0,0,0], 34 = [0,3,0; 0,0,0], 35 = [3,0,3; 0,0,0], 
«6 = [3,1,2; 0,0,0], 37 = [3,2,1; 0,0,0], s8 = [3, 3,0; 0. 0,0].

In this semigroup

3,31 = sl> sisl ~ ®4, ^>^3 — si*‘4 — 54, — 85,

3,36 = 38, 81^ = 8$, 3,38 = -5'8, (t = l,...,8).
This semigroup is nőt regular, because 323í32 / 32, (i' — 1,. ■. ,8).
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7. Coded structures

7.1. The code and the kernel 
of the semigroup S^pi^..., pir})

Fór the sake of simplicity we suppose that the operations pi are positive.
Let H^pi^..., pir}) Q S^p^,... ,Pi„}) be an arbitrary subsemigroup.

Let s — [ai,..., a^,..., a, r,.. -, fa,..., /3p] € H({p^,..., Pir}).

Definition 1. Fór the operation ,pir}) the code of the element
s is the vector

(1) c(s) = [0,..., ,..., alr,..., 0; 0,..., 0]

that is ai = 0 fór i / ij (j = 1,... ,r), fik = 0 (k = 1,..., p).

The vectors c(s) are elements of S({pi1,..., pir}).
Fór c(s) and c(s')

(2) c(s){pil,...,pir}c(s') =

= [0,..., ||c(s)||,..., ct'_ ||c(s)||,..., 0; 0,..., 0] =

= l|c(s)ll[0,-.-,a'1,...,a<r,...,0;0,...,0].
Fór || • || see Section 1.1.

Remark 1. It is evident that ||c(s)|| = tr(s) (see Section 6.3).

This means that the codes ol the elements s fönn a semigroup fór the 
operation {p41,..., p4r} and

(3) c(s){p4l,...,pir}c(s') = ||c(s)||c(s/) = c(s{pil,...,pir}s').

Definition 2. The subsemigroup A(S) of the codes c(s) in S({pp,... 
...,pir}) is the kernel of S^pi^..., pir}).
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To every subsemigroup H of £({#,pi,.}) belongs a K(H) bút H 
does nőt necessarily contain the semigroup K(H).

Definition 3. Two elements c(s), c(s') € A'(S) are similar (in sign: 
c(s) ~ c(s')) if there are two integers (e N) p, p' such that pc(s) = p'c(s').

Theorem 1. Fór similar elements the following properties hold:
1) c(s) ~ c(s) (reflexivity).
2) If c(s) ~ c(s') then c(s') ~ c(s) {symmetricityf
3) If c(s) ~ c(s') and c(s') ~ c(s") then c(s) ~ c(s") (transitivity).
4) If c(s) c(s'), c(s)^c(s") then c(s) c(s'){pil,...,pir}c(s").
5) If c(s) c(s'), c(s) - c(s") then c(s) ~ cCs')^,..., p»„}c(s"), 

c(s) c(s"){pil,...,Pir}c(s').

Proof. The properties 1), 2), and 3) are evident. The properties 4) and 
5) follow from (2). □

COROLLARY. A consequence of property 5) is

(4) c(s) ~ c(s'){pt1,...,p,:r}c(s) Vc(s') e K\S).

Theorem 2. The elements s € S({pit,..., Pír}) with similar codes form 
a subsemigroup of S({pil,..., Pi,.), which is a left ideál in S^p^,...,pir}).

Proof. The theorem is a simple consequence of (3) and (4). □

Theorem 3. If si,s2,s3 € S^p^,... ,p,r}) and
1) c(sj) = c(s2)
2) Si{pí1,...,p,r}s3 = S2{pú,---,Pír}53

then sí = s2.

Proof. Let

* = [<4’V ....... a.7........ / = 1,2,3

then
si{Píj ,..., Pir }s3 =[«íl ’ + o(|”||c(si)||,... ,a,^)||c(si)||,..., a,7)||c(s1)||,

.........=[ai2) + ....... «L”lk(»2>ll-

If sHpí, P,„}s3 = then the theorem easily fol­
lows.........................................................................................................................□
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Theorem 4. Suppose that
S\{pil,. . . , Pir }«2 ' ' ' {Pin ■ ■ ■ , Pi,}s» = Sl{P>L ' • • • ’ Pi,}S2 " ’ {Pin ■ ■ • , Pír }*’n 

and
1) ||c(sí)|| = lk(s9IH =
2) ||c(Si)|| > i = j ^ij, k = l,.. .,p

then sí = i = 1,..., n.

Proof. Let 
........ a!;’,...,/?«], 

.......
i = 1,..., n. Then

S 1 {Pú > ■ ■ • > Pi,- } ' ’ ’ {Ph > • • • > Pir =

S1 {P»l ’ ’ ' • ’ P’r } ’ ‘ ’ {Pil > ' • • > Pír}S?l =

={«;» + aJ’Wi)IIIM»2)» + ■ ■' + ■ ■ ■ lk<<-i)ll,
.... ) || ■ ■ ■ «<_.)», ■ ■ ■. aJ-W,)!! ■ ■ ■ «<-,)!!, ■ ■.;
/?:<■>+^<2,iie(S;)ii+-+í3;,”iic(S',)ii ■ ■. micjii, ... ].

If 8! {pit,..., pir } • • ■ sn = sí {pg , • • •, pir} • • • s'n then
M»i)ll I (aí11 - ap), H»2)ll I (a?1 - aj21), 

and so forth.
Using condition 2) one gets the theorem. □

Theorem 5. Consider the product
«l{Ptl,---,Pír}'"{P»l,---,Pir}s„

where
1) l|c(»i)ll > (Z = L-.-,n)
2) c(st) c(sj) (i j\

Then all the products

Sjl {Pil > ■ • • > Pi,. } ' • - {Pú t ■ • • , Pi,.}8j„ 
different, where (j i,..., ) runs through the permutations of (1,... ,n).

Proof. Using Theorem 4 the theorem follows from condition 2). □
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A decoding process
Suppose that

Sl{pil ’ • • • , pir } ■ • • {Pú , • • • - Pír }«» = S
If we know

1) the element s,
2) the number n,
3) the norms ||c(sj)|| (t = 1,... , n),

then it is possible to determine uniquely the components j ± ij, 
(k = 1,..., p) fór which

lk(St)ll > (i = j / ij, k = l,...,p.
One gets the decoding process easily from Theorem 4, besides, any compo­
nents c(sí') satisfying condition 2), can be used.

7.2. Coded structures in ,..., pi })

Consider the mapping

c(s»)—* s, s,-€ 5({p,J,...,pir}).

Definition 4. The product si{p?1p,:,.}•• {Pú , •••, Pi,}^ with the 
mapping

c(8!) • • • c(sn) —> Sj {pit,..., pi„ } • • • {pí( • • • p,„}8„ 

is a coded structure with the chain of code c(si) • • • c(sn).

REMARK 2. From the theorems proved before followes that from the code 
c(si) • • • c(sn) and from the result s one can decode the factors sí, 82, ..., 
sn using somé simple conditions.

7.3. Coded structures in S(Oi,..., Om)

Consider several {pír ,... ,p»t. } operations (irh / in >'h / ri)- Fór a given 
operation the structure S is a semigroup. Let Ok be stich an operation, and 
Oj, O2,... are different operations.

To get the product Sj{0| }s2{02} ■ ■ ■ {O,n}s,„ it is alsó necessary to have 
alsó the structure in the parenthesis, because (see Sections 1.2, 2.4) fór 
several operations the multiplication is nőt associative in generál. Therefore 
^»(8] {O[} • • • {O,n}8„t) is an uniquely determined product.
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Definition 5. Let S{Oil,..., Oim) be the (nőt associative in generál) 
structure in which one uses only the given Oim operations.

In this case c^Oi.) is the code of the element s fór the operation O( .

Definition 6. Fór given elements aj, s2,..., s„ the product

P»(si{Öu}s2{O,2}---{O?n_1}S(1)

is a coded structure with the chain of code c(s!, )c(s2, Oi2)''' c(sn-^„)

If we know the product

Pn(si{Ou }s2{Oí2} • • • {Oi„-i}sn) = s

and the chain of codes

P,Msi {Otl}Ms2{Ol2}). •. {c(5„ {Oin}))

then using the decomposition (see Section 1.2)

Pn = PniPn2, (ni + n2 = n)

one can dérivé the decoding process fór s in a similar way as it was done in 
the previous section.
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8. The structure ...,

8.1. The distributivity in S({pjt,..., pj})

Fór the sake of simplicity suppose that the operations p^ are positive. 
Let us consider the elements

s = A,..., /2J,
s1 =

.<‘> = (OÍ‘>.....
with s, ,s(k) e S({pi1,...,pir}). Let s° € ,..., pír})
be the element obtained from s with = 0 (j = 1,...,?’) and 
c(s) € . ,Pir}) the element (obtained from s) such that a, = 0,
& = 0 with i / ij (j = 1,..., r; k = 1,..., p), (see Chapter 7).

Fór simplicity, let Or be the operation {pix,... ,p,r}.
Then



(s + s')Ors" =

L J=1 J=1

• • ■, fii + I3Í + ( £(% + aíj)) A". • • •,] 
j=i

írom which
(s + S')Ors" = sOrs" + s'Ors"

follows and by induction one gets
q q

(^8^°^ = ^swOrs) 
k=l fc=l

for Vs € S({pil,... ,Pir})- This means that right distributivity holds.
2.

s"Ors =

s"Ors' =

s" Or{s + s') —

J=1

implying
s"Or(s + s') + s"° = s"Ors + s"Ors'

or
s"Or{s + s') = C^OrS + s"Ors' = s"Ors + c(s")O,.s' 

and by induction
q q

■sOr^^} + (q-l)s° = ^sOr^
A. = l fc=1
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is obtained and can be written as 
q q-1

SÓ, + sOrS^ = • • •
fe = l fc=l

fór Vs e S^Pi^... ,pi, }).
This meaus that the left distributivity does nőt hold. Cases 1 and 2 show 

that leit and right distributivities differ in the structure S({pil,...,pit}) in 
generál.

8.2. The structure ..., })

Let , P*r}) = S({pil}..., pir}) be the structure with the ele­
ments (vectors) = [cti,...,p15...,PM], The components aj, fa are 
elements (integers) of type .$(l)L

Let us consider the vectors

s'"1 = [4"’n......í "1]; 4”-11, • • •, í"11], (» = L2,...)

where a-" t■” ,..., pir}), (i = 1,p), that is the com-
ponents of the vectors are elements of type sí"-1!. Let

= un-n >-i]

The addition fór the vectors s G S and the multiplication of these vectors 
with non negative integers have been introduced in Chapter 1. Starting from 
this case the sum of st") and sí") is defined as

,h+,« = + yj—u........ si;-u + sf-'i;

and fór the product with an integer o

a.?!"! = ^asjn-1',..., =

= .......................................=sí”la.

The {p(1,..., p,r} (= Or) -product of two vectors sl"’ and is defined 
iu the following way:
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>kww -R-" + É  É ..., j=l J=1
É ’sJr11 + É ^7 ‘“M"- ll;j=i j=l

The structure S^ldpq, ■ ■ • ,Pir}) is the set of the vectors with the 
above defined operations of addition and multiplication.

Theorem 1. In the structure ^^({p^,..., pir}) there exist a 0-element 
and left identities. The set of the left identities form a right Q-semigroup, 
that is, = e7‘

Proof. The statements are clear in the case n = 1 and it is easily to see 
that the theorem holds by induction using the rules introducted above fór 
addition and multiplication. □

In the case of s^-vectors the components are non negative integers and 
fór these numbers left and right distributivity (i.e. the product) coincide. By 
the previous section, fór the components of the vectors s‘2l this is nőt true. A 
consequence of this fact is: the multiplicative structure in S^^pq,... ,piT} 
is nőt associative in generál.

THEOREM 2. In the structure ^^({pjj,... ,p,r}) the right distributivity 
holds.

Proof. Using the results of Section 8.1, it can be easily seen that right 
distributivity is true in the structure S^^p;,,..., pir}) and by induction, 
this alsó holds in the structure S^^p^,..., pir). □

Remark. Fór the left distributivity the properties are similar as in the 
case of n = 2 (mutatis mutandis).

8.3. The algorithin of Euclid in S^í^p^,..., pir})

Let

...... #,]
DEFINITION 1. s > s' if and only if fi = l,..,,p).

s > s' if and only if s > s' and 3i with a, > or
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Definition 2. sí"] > s't"l if and only if sj" > s'1" t\" 11 > t-í”
(z = sí") > s'í"l if and only if sí"l > s'l”l and 3z with s-"-1] >
> s?"-1' or t!”'1’ > i?”"11.

Theorem 3. If sí"l > s'í"!, then fór 0,. there exists exactly one s"í"I 
and qÍ”1 such ihat

with

where ^,rj=l s}" / Ej=i °l” 11•

Proof. The theorem clearly hokis fór n = 1. Starting from the case n = 1 
and using Theorem 1, the assertion of the theorem is easily secn to hold by 
induction. □

Consider the product
sWl'ÍOpsí"]^2) = sí"].

Similarly to the case of the structure S^p,^... ,pi„}), and using the 
previous theorem the following is derived.

Theorem 4. Given
1) element sí"],
2) sums (* = 1,2),

then components '](,). j / ij, t]' \ '■ = 1,2; j = 1....... p can be
uniquely determined so that

S[n-U(») > sí"-1^) (j - i, 2) j / ij, l = 1, • • •,p-
J = 1

Proof. A simple consequence of Theorem 3. □

8.4. Coded structures in , Pir})

Consider the mapping 
c(5H(0) __ sW(í)( e Sí’^ÍPh........ Pi,.}).
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Let Pm be a structure of parentheses (of in factors). Then the prod- 
uct Pm(sí”^1)O,.sí”1^O,. • • • O,.sín^m)) = s1"1 is determined uniquely. This 
product is a coded structure with the chain of code

PUc^í"1^)^)^ O. ) • • • c(s'"1(’n), O,.))

and
P„,(c(sM(1))Or ■ • • —» P^sí-'l^’O,. • • • O,.^"1*'"1) = s1"1.

If we know the product s1’"1 , then using the decomposition successively

Pm “ Pm i Pn^ > (^1 T m-) 111)

the decoding process fór sí”1 can be derived determining uniquely the m 
factors which meet the couditions of Theorem 3.

8.5. The structure .,pi})

Let us consider the vectors s = [ai,... ,ap;0,... ,0], that is, fii = 0 fór 
i — 1,..., p. Fór the simplicity we write s = [oq,..., Fór the operation 
Or (introduced in this chapter) we suppose that r — p. This structure is 
S+({pi,...,p, }). In this case c(s) = s. Using the results of the Section 
8.1 in the structure S+({pi,... ,p,} the left distributivity is alsó true. It, 
means that S+({p\,..., pr}) is a distributive structure, where the additive 
structure and the multiplicative structure is a semigroup.

Similarly as in Section 8.2 one can introduce the structure 1 ({pi,... , p,.}) 
which fór p = r is a distributive structure. In this structure

^O^1"1 = , £ sí"-^^'1”-11].
j=i j=i J J

Because S+({pi,..., pr}) is a distributive structure it follows

THEOREM 5. The structure ^'({pj,... ,pr}) is a distributive structure.

Proof. By induction fór n. □

Theorem 6. The multiplicative structure of ^^({p!,...,pr}) is a semi­
group.

Proof. Using Theorem 1, one sees easily that the O,.-product is associa- 
tive. r-i
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9. The abstract S^p^,..., pjj)-structure

9.1. The product {p^,..., pj] 
over distributive structures

Let us consider the vectors s = [aj,..., an] which do nőt contain “anti”- 
components, that is do nőt contain components.

Fór these vectors we define the {p,,,..., pir }-product in a similar way as 
before, that is

s{pú>--->P».}s' = [ai,..., an]{Pí1,...,Pír}[a!Í, •••,«„] =

=[«i + (Eöb)ah”--’
j=i j=i

• • ■ ’ ( y? aij}air' ■ • • >ön + ( Öií)an] •
1=1 1=1

Let jR be an algebraié structure with two operations where
these operations in R are (in itself) associative, besides in R the distributive 
laws are valid. It means that the “+"-structure and the “-"-structure are 
semigroups. Fór the operation “+” the commutativity is nőt prescribed.

One sees by a simple calculation (similarly as in Section 5.1) that the 
multiplicative structure Sn(R, {pt],... , p,r}) — generated by the elements 
s — is associative, using the introduced {p(I,..., p,r}-product and the as- 
sumptions fór R, where the components i = 1,. • • ,n are elements of 
R. Therefore we get the

THEOREM 1. The multiplicative structure Sn(R, {pí,,..., pir}) is a semi­
group determined uniquely by R.

Theorem 2. The structure Sn(R, {Pt,,..., P,:r}) IS a ring (nőt necessar- 
ily with. commutative addition) if and only if the additive structure R+ is an 
idempotent semigroup.
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Proof. Because the multiplicative structure and the additive structure 
are semigroups it is necessary to prove that the distributive laws are true.

Analogously as in Section 8.1, one sees easily that

(s + ^{p^, ... ,Pir}s" = s{pil,... ,pir}s" + ^{pi^.. .,Pir}s", 

bút the “left distributivity” is valid if and only if fór the components of the 
elements s the equality 2aj = aj, j = 1,... ,n is valid. □

9.2. The structure of the 
semigroup Sn(R, pi) over a ring R

Let R be a ring and consider the structure with the only operation pi 
(instead {pi} we write only pi). Let be the additive structure of R 
and R( 1 the multiplicative structure of R.

In this case the product of two elements s, s' is

spis' = [cu,..., a,Onjpiíai,...^,.. .,a^] =

= [ai + 0(01,...,ckíCtj,...,an + a.
Because R is a ring, the semigroup R+ has a O-element, which is the 

O-element in R. From this follows that

so = [O,...,O]

is a left zero element of the Sn(R,pi).
If R has a right unit element e,., then the vector 

ser = [0,..., er,..., 0], er = aj

is a right unit element in Sn(R,pi). Similarly, if ei is a left unit element in 
R, then

Sei = [0,...,e/,...,0], ei = ai 
is a left unit element in Sn(R,pi). Therefore it follows that if e is the unit 
element of R, then

se — [0,... ,e,... ,0], 1 = ai

is the unit element in Sn(R,pi).
The semigroup Sn(R, pp is nőt commutative in generál, because in spiS1 

the component ak + a,ak difiers from the component a'k + of the 
product s'p{S in generál. I his is alsó true if R is a commutative ring. This 
means that by a ring it is possible to produce nőt commutative semigroups.
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Let ei be a leit unit element of the ring R. Consider the vectors

s = [ai,...,ez,...,a„],

where ei = ai and aj G RJ / i are arbitrary elements of R. These vectors 
form a commutative semigroup S^^C/'^in Sn(R,pi). Besides it is easy to 
see that the vectors

s = [0,..., aj,..., ei,..., 0], ez = ap j / i 

with fixed j form a semigroup r\+\ fór which

R^ « R^, j / i.

THEOREM 3. Sn+\ei,i) is the direct product of n — 1 commutative 
semigroups:

S„ (ei, 1.) m R} Pi ■ ■ ■ plRi_lpiRi+lpi • • • piR„ 

where R^ / i.

Proof. Using the facts written above and considering the products 

[0,..., aj, 0,..., ak, 0,..., ei, 0,..., 0]p; [0,... ,a' ,0,... ,0^,0,, 

..., ez, 0,..., 0] = [0,..., aj + a', 0,... ,ak + a'k,..., ez, 0,..., 0] 
one gets the theorem. □

Consider the vectors

s = [0,..., a, ,..., 0], a, € R 

one sees easily that fór the pi operation these vectors form a semigroup 
R„\i) fór which R^lj) ~ R^

Theorem 4. If R is a ring, then Sn(R,pi) has the following factorisation

Sn(R,pi) = S^(ehi)pil^n}(i)í S<+\ehi)rrf'\i) = s0, l/i 

where e/ is a left unit element of R.

Remark. SÍ,+ \ei,i)p,R{„\i) ^R^piS^teiJ.) in generál.

If er € R is a right unit element, then the elements s = fai,..., e,.,..., a„], 
a, = er form a semigroup Sn(er,i) and in this case the following theorem is 
true:
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Theorem 5. If er is a right unit element of R, then Sn(R,pi) has the 
following factorisation:

Sn^pi) = R{n\i)piSn(er,i), R(n\i) nSn(er,i) = s0-

A consequence of these theorems

THEOREM 6. If R is a ring and e is the unit element of R, then Sn(R,pi) 
has the following factorisation:

Sn(R,Pi) = S^MpiR^i) = R^^pS^^if

If fi is a field, then R() (without O-element) is a multiplicative group with 
unit element e. In this case [0,..., e,...,0] is the unit element of S„(R,pi).

Consider the elements s = [0,..,0], &i / 0 in the field fi. The 
set of these elements fór the p»-product forms a group ctj = 0,j / i), 
which is isomorphic to fi^L

Consider the elements s = [oq,... cq+1,..., a„] with the a-com-
ponents of the field R. The set of these elements form a semigroup, which 
is a commutative group. Let s\*\r, e, pi) be this group.

THEOREM 7. If R is a field with unit element e = 1, then the semigroup 
of the elements s = [co,an], ai / 0 is a group Sn(R, pi, ai 0) 
and has the factorisation

Sn(R,Pi,ai / 0) = S{+\R,e,pfípiS^tp^a-j = 0,j / 0) 

where
a) S^fR, e,pi) = X R^ with fi^ rí R^, k = 1,... ,n - 1.

A. = l

b) \R,e,pf) is a normál subgroup in the group S„(R,phoii / 0).

Proof. The assertions tor the factorisation and fór b) are simple calcula- 
tion. The assertion a) is a simple consequence of the fact that the set of the 
elements s forms a semigroup in which a, = e, with fixed k run through 
the elements of R and aj = 0, j i, k. This semigroup is isomorphic to 
R( L Fór k = 1,..., i — 1, i + 1,..., n one gets the direct product mentioned 
in a).

Sn(R, pi,ai. 7^ 0) is a group, because it is a semigroup with unit element, 
and the inverse of the element s is

5-1 = [-o,-1 ai,..., a"1.......

which is determined uniquely. □
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9.3. The structure of the semigroup
Sn(R, {Pi,, • • •, Pir}) over a ring R

Let ej1 \ , ej' * be left unit elements of R. Consider the vectors

r (i) (r) is = ,...,qre\

i r / , i A1) / (’■) / i

where qje^ = o^, j = 1,... ,r are integers and the product 

^{pix........ Pi,}s' =

j=L

J=
q^e] ',...,an +

j=i

j=l

• • •, <*n +

One sees that these elements fönn a semigroup sj,+\ej1 \, ej’ '), which 
is nőt commutative in generál.

Consider the elements

., 0, a^ ,0,... ,0, ai

s' = [0,... ,0,cv<, ,0,... ,O,ct<r.,O, - - - ,0], 
where ak,a'k = 0, k / ij, (j = 1....,r) then

r r
«{pn • • • ,£,}»' = [o,.. •, 0, ( 52 %)aíi>°> • • • > ( 52 "v)^’0’ • * • 

j=l 3=1
therefore these elements fönn a. semigroup.

The product (£’_[ aij )a',k, A: = 1,...,?' fór fixed A run through all 
the elements of R if the components aij, a'lk run through the elements of 
R, (because £^=,1 a^ contains the case = e, a,j = 0,(j / p)). Let 

(ú,• • • ,»r) be tliis semigroup.
Let s € , ej’9) and s' € Sn ’(ii,. • •, ir), then
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= [öl, • • • , Qje^\ ..., qr^''^ •.., ftnlÍPi, • • •, Pr}[0, • • •,a-„..., a-,,..., 0] = 
r r

= [«i, ••• - ( E E Qj)ai^- • • ’ a»] •
j=i j=i

From these facts follows the following
THEOREM 8. If R is a ring with left unit elements e^1, t = 1,..., then 

the semigroup Sn(R, {pit,... ,Pir}) has the factorisation

S„(R, {Pi,,.. ■ ,p;,}) = ....... ,<r),
s!,+ '(e,("’....... C!"))ns!,)(>l,...,í,.) = «„.

Let e^j\ j = 1... ,r be right unit elements of the ring R.
Consider the vectors

« =[«!,•••, É ‘ - É > «»] 

>1 7=1

where qj, j = 1,... ,r are integers and 0^ = Yfj=l j = l,...,r.
One sees by a simple calculation that these elements form a semigroup 

fór the {pi,... ,pr}-product. Let R{+\erl\...,erhbe this semigroup. 
Besides consider the semigroup S„ \it,..., i,.) introduced before. Then it is 
true the following

Theorem 9. If R is a ring with right unit elements e^\ t = 1,..., then 
the semigroup Sn(R, {p^, pi,}) has the factorisation

Sn(R,{pií,...,Pir}) = 5^)(ii,...,ir){Pí1,...,Pir}5^+)(e(”),...,e$.‘’)),

Proof. Executing the multiplications
[0,..., ,..., air,...,()]{pif,..., Pir} x

X [M, • • • > É (R>er\ • • • , É • • - «»] 

7=1 j=l
one gets all the elements of the semigroup SH(R, {ph,... ,pir}). It is clear 
that the common element of the factors is s0. □

If R( * (the multiplicative semigroup of R) has unit element e, then the 
following theorem is true:
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THEOREM 10. If Rk) has the unit element e, then the semigroup 
Sn(R, {p^,..., p,, }) has the following factorisation:

Sn(R, {Pú....... Pi,. }) = S(„ \il , Pir }S^+\e^‘ >) =

where , j = 1,..., r.

Proof. A simple consequence of the Theorem 5. □

Suppose that R has the unit element e. Consider the elements s = 
[öl,..., öj,,..., air,..., Qn] € R fór which £j=1 aij = e. These elements 
form a semigroup Snd^j^j aij = e, {Pit, • • • ,Pi, }) which can be proved by 
a simple calculation.

Theorem 11. If R+ does nőt contain an element with order 2 (excepted 
0), then the semigroup Sn(R, = e, {p(1,..., p,r}) is a right group.

Proof.
1) The idempotent elements e^, k = 1,... are the elements s = 

= [0,..., qíj ,..., otir,..., 0], because from

s{Pú, • • •, Pi,.}« = [öi + «i,..., atl....... air,...,a„ + an] = s

follows that a, = 0, i ij, (j = 1,... ,r).
2) The set of the elements ek is a right zero semigroup, that is, 

ek{Pi},...,pir}e( = e/, Vek (exercise).
3) The set of the elements s = [aq,... ,0^, ,a„] with fixed

,..., a,r} is a commutative group Gtl (a^,..., a,,.) with the unit 
element ek = [0,..., a,0]. It is easy to see that the set 
of the elements s with fixed ek forms a commutative semigroup with 
the unit element e*. and in this semigroup an other idempotent does 
nőt. exist. Besides every element

*■ = [nj,...,(v,n,

has only one inverse

■s~1 = [-n ।,..., op ,..., a,r,.. •, -an]-

It means that the set of the elements s with fixed {ot J,..., a,,.} is a 
commutative group. From this follows that

r
( 52 cr)? = C, {p, pir}) = IJ G„(ai..........n-,,), 
'=l...........................................En0
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Gn(ail,...,air)nG„(a/il,...,O = 0, 
/ «.••■.<<}; with = «•

4) The group G^ai^... ,air) is a direct product of n - r commutative 
groups, which are isomorphic to R(+}. This property follows from 
the fact that the elements in which in one position, e.g., in the fc-th 
(& / ij, j = 1, • • •,r) the components run through the elements of the 
R, and the others a, = 0, i / ij, k fönn a commutative group which is 
isomorphic to S(+\ The direct product of these groups produces the 
group Gniai,,..

5) Theset of the elements s — [0,...,a^,..... ,0] with aíj = e 
is a right zero semigroup.

The points l)-5) proves that — e, {pM ,..., p;,.}) ’s a
right group. □

[2]
9.4. The semigroup Sn (R, Pi)

Consider the semigroup Sn(R,pp and the vectors
— [.9|,..., ..., sn], G S„(R, pp-

The set of these vectors is S^\R,pp.
We remark that = s G S„(R,pi).

THEOREM 12. In the semigroup S„(R,pp the right distributivity is valid: 

(s + s'^pis" = spis" + s' pis".
The left distributivity

s"^ + s') = s"Pis + s"piS'

is valid if and only if in s" the components = 0, k i.

Proof. The assertion fór the right distributivity is a simple calculation. 
Fór the left distributivity

s"pí{s + s') = [a" + a"(ai + a/,),... + m'), • • • ,«„ + +^,)],

s"p{S = [a" + a'j'or i...., a'i'ai,..., a" + a"a„], 
s"pis' = [«" + ft/a,,..., , a" +

From these products one sees that

s"pi{s + s') = s"piS + s" PiS1

if and only if 2a'/ = a'/, k / i, that is ak = 0, k / i. □
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CONSEQUENCE 1. The set is a semigroup if and only if in
gl2! = [sj,..., s;,..., s„] the components s*. have the fönn [0,..., qA \...,0], 
k 7^ i.

9.5. The structure of the semigroup 
S7)(X, pi) over a finite algebra A

Consider the structures .4 with two operations “+” and where T+) 
and A( > are semigroups and the distributive laws are valid. Using such 
structures and the {pH,... ,p)r}-products it is possible to produce several 
types of semigronps which differ from the semigronps .4-+) and A^ \ In 
somé special cases these structures are described perfectly. If A^+l is a 
group (which is nőt necessarily a commutative group), see [15] and [16], If 
T+> is a semigroup and A(-) is a group, see [2], [13], [14].

In the next parts 9.5.1.-9.5.5. we show somé examples fór the last men- 
tioned case.

9.5.1. A finite algebra with two operations

It will be introduced a special algebra with two operations the structure of 
which can be described perfectly.

Let a, 6, c,... be a finite set A of symbols. On this set we define two 
operations “+” and The operation “+” defines on A a semigroup A2 
(which is nőt a group) and the operation defines a group Aj (in which 
instead a. • b we will write ab).

The given operations are connected by the following distributive law:

(1) (a + 6)c = (ac) + (6c); c(a + b) = (ca) + (eb).

The analysis of this structure is given in eleven steps:
1) Let 1 be the unit element of Aj. The semigroup A2 is finite, therefore 

it has an idempotent element: a + a = a. Let a-1 be the inverse of a 
in Aj. Using (1) we get 1 +1 = (a + a)a~l = 1 and it follows 6 + 6 = 6 
fór every 6 E A2, that is, A? is an idempotent semigroup.

2) Consider the element a +1 = 6. It follows 6 + 1= a + 1 + 1 = a + 1 = 6, 
that is, 6 + 1 = 6. If c + 1 = c and c' + 1 = c', then cc' + 1 = cc'. 
Namely from c + 1 = c it follows cc' + c' = cc', whence cc' + 1 = 
[(c + 1 )c'] + 1 = cc' + c' + 1 = cc' + c' = cc'. Because Aj is finite from 
c + 1 = c it follows c"1 +1 = c-1.
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3) From c+ 1 = cwe get a~lca + 1 = «-1ca. fór every a G Ai. {c41} (the 
subgroup generated by the conjugates of c in Ai) is a normál subgroup 
of .41. By 2) we get a + 1 = a fór every a G {c41}.

4) If c + 1 = c holds, then {cA1} is a lett zerosemigroup in A2. Fór, if 
a, b € {+41}, then a + b = (ab~1 + l)b = ab~lb = a.

5) Similarly, if 1 + b = b, then properties analogous to 2), 3), 4) hold and 
we get that {bA' } is a right zerosemigroup in A2.

6) If x + 1 = a-, then 1 + z = 1. In fact, x = x + 1 = (1 + ;c-1).t = 
that is, 1 + ;v_J = 1 fór every x & {a'41} and because {«'4‘} is a group 
1 + x = 1 follows. Similarly if 1 + y = y, then y + 1 = 1 fór every 
y € {b41}-

7) Let us consider all the elements ai, «2,... fór which a, + 1 = a, 
(z = 1,2,...). Then

is a normál subgroup of Aj (using 2) and 3)). Similarly, consider the 
elements bi, b2,... fór which 1 + b, = bj (i = 1,2,...), then

M’hí&z *},•••} = $2

is a normál subgroup of A ।.
8) Gj n G> = 1. In order to prove this assertion, suppose a G Gi O G2. 

Then a + 1 = a and 1 + a = a. Bút from the first. equality we get 
1 + a = 1 by 6). Bence a = 1.

9) Aj = Gi x G2 (where x means the direct product of G^ and G2). 
Consider an arbitrary element a G Aj. Because of (l + «-1 )« = « + l = 
c G Gt we have ca~' G G2, that is, a G G2c C G2Gi = G2 x Gp

10) 1 + giy2 = 92, 9192 + 1 — 91, 91 G G,, y2 G G2. In fact 1 + yiy2 G G2 
(using 2)), therefore from gig^^jf192l+ G G2 it follows gi 192 1 +1 € 
9\ G2. On the other hand y} '9.71 + 1 G G, from which we get 
9y [y-2 1 + 1 = 9i 1 f°r auY í/i G Gj, 9> G G2. This means that 
9i9‘2 + 1 = 91 í°r every yi G Gj, g2 G G>. Similarly we get the 
equality 1 + 9Xy2 = y2 {yx G Gi, g2 G G2).

11) .9132 + 9192 — 9192 {9\^j'\ € Gi, 92,92 G G2. In fact g\g2 + 9\g2 = 
= (1 + 9i9i 19-292 ^9192 = 9292'9192 = 9-291 = 9192-

We have the following

Theorem 13. The finite algebra A has the following strncture:
(2) Aj = Gj X G2
and fór A2

9i92 + 9i92 = 9i92 (9i,9i € Gh 92,9', G G2).
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9.5.2. The structure of the semigroup

Consider the structure with the only operation p,. Let A be the finite 
algebra introduced in Section 9.5.1. The vectors of Sn(A,pi) we write in the 
form

„ _ LUUD 0^Ai) „(”)„('<)]
6 — [í/l 72 ’• ■ • ' VI v2 » • ■ ' ’ VI 72 ] >

g^ € G।, g^ G G2, j = 1,..., n.

Theorem 14. The elements s with g^g^ = 1 fór the pi-product form 
an idempotent semigroup with the operation “+” fór the components:

y\J} 9z} + 92} = ^}g2J\ j

Proof. A simple consequence of the fact that A2 is an idempotent
semigroup (see (2), (3) in Section 9.5.1). □

Consequence 2. The vectors s = [y^, 
form a left zero semigroup.

with g\l} = 1

Consequence 3. The vectors s = [y^\.. .,g2\... with 9^ = 1 
form a right zero semigroup.

Theorem 15. With fixed components g^, j i the set of the elements 
/ i) = bí1\■ • • >.?í\ • • • fór Me Pi-product forms a. group 

Gi(g\j\j / ») fór which

G^J^i)^.

Proof. Executing the p,-multiplication fór two elements s. s' and using 
the properties (2), (3) in Section 9.5.1, írom the bijective mapping

s-ro(O tP'l n,{i) a'(n)] o'(i}* — [51 ,•••,51 J .91 , * — I9i ,--->yi I .9i

the following product and mapping

sp,s — h/j ,...,gl g} ,...,gl g{ g}

follows from which the assertion of the theorem follows. □
Let be the set of all the vectors (y,1*.......g\‘ ''.y^1'.... (yi"1).

where the elements g\l} (j z) run through all the elements of G|.
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Theorem 16. Let Gi(i) be the semigroup of the elements

then
G^= |J

H^i)
and G^ij is a left group because the different components G^g^j / i) 
are disjunctive.

Proof. A simple consequence of the Theorem 14 considering the equality 
9^ + 9^ = 9^ ■ D

Theorem 17. Fór fixed components g2\ j / i the set of the ele­
ments s = ’Í/V’, - - - >}] for Üie pi-product forms a group
Gffg2\j i) for which

G^j/i^G,.

Proof. Executing the pí-multiplication for two elements s, s' and using 
the properties (2), (3) in Section 9.5.1, from the bijective mapping

q _ rf,W.Ml <__ >8 — 192 91 ’ • ■ • '92 '•• • '92 92 1 9'2

J _ [„'(’) AD '(*) '(’) AWl +__  '(»)5 — lí/2 92 > • • • '9'2 '■ • ’ '92 '■■■'92 9-2 1 * 9-2
the following product and mapping

( r (’) W 'Li L) '(0 (»)i («) '(DspiS = [gy2 g2 g>2 ,...,1 gf ,...,g2 ’gf 'g^ '] *—♦ g\ ’gf

follows, which gives the assertion of the theorem. □

Let H2(i) the set of all the vectors (g2\..., g2 ~X\g2+í\• • • ,g2n^' 
where the elements g2} (j if run through all the elements of G2.

Theorem 18. Let G2(i) be the semigroup of the elements

s — lí/2 9'2 '• ■ ■ '92 '9-2 92 J
then

^2(i) = U G2(g^,J\j / i)

and G2(i) is a right zero semigroup with g2} g2j) + g2} g'  ̂g2} = 92}92t}92} 
and the different components m the unión are disjunctive.
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Proof. A simple consequence of the Theorem 13 and of the properties 
(2), (3) of Section 9.5.1. □

Theorem 19. With fixed. elements g^, g2\ j / i fór the set of the 
Products

SlO^-í<lW n&nWlpi '■■•AJ1 ,•••,</) JPipa #2 ’ • • ■ ’ #2 ’ • ■ • > 91 9'2 J —

r (J) (0 (1) (0 (») (n)= \9i 92 91 ^‘^91 91 ........ 91 9
forms a semigroup G^g^.g^.j / i) fór which

G^^g^J / 0 ~ Gr x G.

is valid.

Proof. Consider the bijective mapping

s = f O (») (J) (0 (0 (”) (’) (’[.91 92 92 ....... 9i 92 -^91 92 92 9i 92

s ~ pi 9 2 91 ^■■■^91 9i 92 9i j * * 9i 9>
then

sp,s — pj (/.j g., }...,gi g^ g^ g^ ,...,gi g-2 g2 g^ j

z/dn'(>) (0 '(«) 9i 9i 9i 9i
írom which the theorem follows. □

Let G(/) be one of the semigroups G(g\'\g2 \ j / i).

Theorem 20.
5„(A,p,) = u[6,x6'21' G(Z\ G(OnG<A) = 0 l^k,

Gt^G^Gi, l = l,...,\GixG>\n~\
that is, the semigroup S,\A,pj) is a disjunctive unión of groups, where fór 
the multiplication in Sn(A,pj) the properties (2), (3) of Section 9.5.1 are 
valid. It means that Sn(A,pi) is a completely regular semigroup.

Proof. A simple consequence of Theorem 18. □
Theorem 21. The semigroup S„fA,pi) has the following factorisation:

Sn(A,Pi) = GdijGiti), Gi(i) n G2(i) = [1,..., 1,.. ■, 1].

Proof. A simple calculation proves the theorem. □
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9.5.3. The structure of the semigroup S„(A, {p^,... ,Pi„})

If s € Sn(A, {pi,, • • ■ ,Pir}), then s has the following form

s = L(l)Jt) M U[51 52 >•••>51 52 >--->5i 52 >--->5i 52

Theorem 22. The set of the elements

with g^ = 1, j = fór the {p^,...,pi^-product forms a left zero
semigroup.

Proof. Using the properties (2), (3) of Section 9.5.1 one gets the theo­
rem. □

Theorem 23. Fór fixed g\k\ k / ij, j = 1,..., r the set of the elements

fór the {p^, ■ . •, piv}-product forms a group Gi fór which

where G^ ~ Gi, j = 1,... ,r and G^ is the group of the elements s in 
which g^ = 1, ii / ij.

Proof. One sees easily with simple calculation in an analogous way as in 
the case of the Theorem 14. □

Theorem 24. Fór fixed g^, k ij, j = 1,... ,r the set of the elements 
(i) (ú) (h) (ú-) (»)1

* — [52 52 > • • • > 52 • • ■ • > 5i > ■ • • > 52 52 ]

fór the {p, t ,... ,p^ }-product forms a group Gj fór which

where ~ G^, j — l,...,r and G^ is the group of the elements s in 
which g^1^ = 1, ii ij.

Proof. One sees easily with simple calculation in an analogous way as 
the case of Theorem 15. □

There are true analogous theorems in Sectious 9.5.2 and 9.5.3.
Let , ir) be the set of all the vectors

....... ................................. „!">).
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THEOREM 25. Let be the semigroup of all the elements

* - l9j >•••>91 >•••>91 >•••>.9i ], 
then

Gi(«i, ...,ij = |J / ij-J =
Hl(» | Sri

and G|(zj,... , z,.) is a left group in which the group-cornponents are isomor- 
phic to Gj'1 x • • • x G,1’ \

Let HJL, • • •, iJ be the set of all the vectors 

tó”........ 9f'-'),4"+,,.......

THEOREM 26. Let G>(ii, ■ ■ ■ ,ir) be the semigroup of all the elements
, - ro(M„U) JL) (i,.) „b-U"))S ~ 192 92 ,•••).92 >--->92 , •••>92 92 J>

then
G2(«i,... ,L) = (J G2J2\k/ ijj = 1,...,?•)

HrLi....ó)
and G2(i^... ,ij is a right group in which the group-cornponents are iso- 
morphic to gV1} x • • • x G^ ’

Theorem 27. Fór fixed elements g\k\ g2k\ k / ij, j = 1,...,?- the set 
of the products

si{pL,...,pr}s2 = [g\'\---,gi'\...,g\,’\...,g(1,l)]{pl}...,pr},

■^9-2 92

9^9^........ 9['}9^ (ír) (ir) (n) (r) 0>91 92 >--->9j 92 .92 
forms a group G(g\k\g\k\k / ij fór which

G{9\k\92\ k / i^ « Gw x ■ • • x G(r\ 

where G^l & G\ x G>.

Let H^i-i, i, ) be the set of all the vectors
J'i-i)Jn-i) (ú + i) (ó+D•>9i 92 >9i 92 >

(tP-l) (,..-1) (>r + l) (.7+1)
91 9 > -9i 92 >•••>91 92
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THEOREM 28. The set of the vectors

.......
forms a completely regular semigroup G(ij,... ,ir) fór which

IJ
H(íi, ,i.)

with the properties (2), (3) of section 9.5.1. G^ w G^g^,g^, k ij).

9.5.4. The semigroup sJ^(A, p,)

Consider the semigroup S„(A,pi) and the vectors

— [$1, • ■ • > $í > • • • » $n]> &k € (-T Pi)
The set of these vectors is 5^(4,pi).
We remark that s^l = s G Sn(A,pi).

Theorem 29. The set S,^(.4,p,) is a semigroup fór the operation p,.

Proof. Consider the elements of Sn(A,pi)

s — r (i) to (o (») (>[í/i Ő2 92f-,9i

s — [01 91 - ■ i9i 9 2 , • • •»9i 

5 — [yi 92 y-i9i 92 '•■■AJi 92 I-
With an easy calculation (using Theorem 11) one sees the following 

properties

(s + s')pis" — SpiS" + S PiS"\ s"pi(s + s') = s"PiS + s"PiS1.

By Theorem 13 follows that the vectors sl2l = [«i,... ,a<,...,s„] Sk €
Sn(A, Pi), k = 1,..., n form a semigroup. □

Theorem 30. The set 5j,"\A,p,) is an algebra fór the operations “+” 
and ^pi" with the following properties:

a) S121( + )(X, pj is an idempotent semigroup fór the operation “+”
[9]

b) Sln\A,pi) is a semigroup fór the operation ^p " and has the facton- 
sation

sP(A,p,} =

It is easy to sec in an analogue way as before the
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Theorem 31. The set S^r^/hp,), m > 2 is an algebra fór the operation 
“+” and “pi” with the following properties:

a) S„7'\a,pí) is an idempotent semigroup fór the operation
b) S„n\A,pi) is a semigroup fór the operation “pf' and has the factori- 

sation
S^(A,Pi) = S^G^pJp,^

Proof. With induction fór in. □

9.5.5. The semigroup {p,,,... ,ph })

Consider the semigroup S(l(.4, {p^,... ,pir}) and the vectors

s[2] = s,sir,...,s„], sk G S„(T, {pi^^^pi,.}).

The set of these vectors is {pfl,...,ptr}).
We remark that .$1'1 = s G Sn(A, {p(1,..., pir}).

THEOREM 32. a) The set {p^,. .. ,pí, }) is a. semigroup fór the 
operation {pt l,..., pir}.

b) The semigroup sl'\.4, {/>,,,..., pir}) has the following factorisation:

S^\A,{píl,...,pil.}) =

= S™(Gi,A,{pil....... PiMPil,...,Pi^S^

Proof. Fór a) consider the elemcnts of the semigroup S„ (.4, {p(1,..., p,t })

._r(D U) a{n)aM]® iffl 91 91 b

* 191 91 ’ • • •, 91 9i J i
_ r„"d) "(i) "U>) "(»)]5 — uh 9-2 ^■■•’9\ 9i j-

Using Theorem 14,
i / r (1) '(1) (”) z(”)l« + * =[<7i 9i ,---,9i 9i ] 

and

/ Ah 92 — 9i 9i ’
J=i

E'dij) "(ii) _ „"('1 )„"(h ) 9\ 91 =9\ 91 » 
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eme sees easily that.
(s + ^{p^,... ,pi,.}s" = s{pit,... ,pir}s" + ^{pí^ . • • ,pir}s”,

s"{pi1pir}(s + s1) = s”{piL,..., p»r}s + s"{pt^ ..., Pír}s/, 
that is the distributive laws are valid.

Fór b) one gets the assertion by a simple calculation using Theoreni 13 
and part a).

From these properties the theoreni follows. □

In an analogous way as before one sees by induction fór ni the analogous 
theorems in Section 9.5.4 fór the set S„n'(.4, {p^,... ,pir}) too.

9.5.6. A noncommutative semigroup with unit roots

An example
Consider the roots of the equation xn = 1. Let ej = 1, Ej,•••>£« be 

the roots of this equation and the vectors s = [a।,..., a*,..., an] with the 
following components

11 In

where ai — .
Let Sí the set of the mentioned vectors with a; = 1 and Z the set of the 

mentioned vectors with cij = 0, j i and ai — Sk, k = 1,... ,n.
The element e with a, = 1 and = 0, Z: / i is the unit element in S\ 

and in Z.
It is easy to see that S| is an inhnite commutative semigroup, and Z is 

a finite cyclic group witli order nk, where nfc is a divisor of n. Then the 
product

S = SlPiZ, Slnz = e
is a noncommutative semigroup, where the multiplicative order of the ele- 
ments s with a, ± 1 is a divisor of n.

9.6. Semigroups over a semiring of finite semigroup

Let F a finite semigroup with elements f,r (q = Consider the
set H of the elements jj,, where jtl are nonnegative numbers. It is 
clear that H forms a semiring (the < oefhcients cannot be negative numbers 
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in R+fi) fór the operations “+” and in the usual way. The left (right) 
distributivity are valid in H.

Consider the vectors

»= [É4'T.....E4"1/,]
q=l q=l

and the {p^,..., pir }-products of the vectors s.
The set of the vectors s forms a semigroup ,... fór the 

operation {pit, ■..,Pi,.}.
There the following properties of the semigroup S({pü,...,p,r}) are true:
1) the set So of the elements with YlqLijq^fq = 0, (j = 1, - - -,r) is a 

semigroup and it is an ideál in S^,... ,pir},
2) So is a left zero semigroup,
3) the set Su of the elements with = EgU jq “}fq, =

= 1,...,? ) forms a semigroup, which is a left ideál in S({pn,... ,p,r}),
4) let Sí be the set of the vectors s = [aj,..., «„] e S({pi,,..., pir}) fór 

which Qi = 0, (i / ifi). Then

5({pú,... ,p,r}) = Stt{pí1,...,pir}Si.

9.6.1. Finite seniigroups

To every position i, (z = 1,...,n) we associate an (positive) integer ni > 1, 
to position ij fór p^ belongs Consider the z-th component. 52,=i jq'^fq 
with coefficients mod(?ij.

In a similar way as in Section 6.1 one gets

Theorem 33. If
1) nij = nik = N, (j, k = 1,..., ?■) (md
2) n.i | N, (i = 1,..., ?i), then

....... A,.})

is a finite semigroup fór which the properties l)-4) of Section 9.6 are valid.
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10. The multiplicative structure 
of reál or complex vectors

Let us consider the vectors

S [írj, . . . , Ctn]

with reál or complex components. Let Sn be the set of these vectors.
In Sn we define two operations, the addition and the multiplication.
1) The addition: the sum s + s' of the vectors s and s' is defined as in 

the classical case.
2) The multiplication of a vector s with a scalar c as in the classical case.
3) The pí-product of two vectors s and s'

spis' = alpjai,..., a-,..., a',] =

= [cti + aia'y,.. .,aia'it... ,an +
4) The {p,,, pir }-product of two vectors (1 < ij < n, íj / ik, j k) 

s and s'
s{pil,...,pir}s' =

= [ai + ( ÉX)°í’ • • • ’ (É%)Qí. (É%)<’ >=i j=i. . . . . . . . . . . . . j=i

j=i
One sees that the case 4) is generalization of the case 3. Further the 

vector s is a generalization of the number concept, because in the case of 
the p,:-operation if aj = 0, j / i, then one gets the ring which is isomorphic 
to the ring of the reál (or complex) numbers. In spite of this one sees that 
the scalar a, and the vector [0,... .a,,..., 0] = s are nőt equivalent, because 
spis spis.

It is easy to see the following

Theorem 1. The multiplicative structure of the vectors s € Sn with 
given operation {p^,..., p,r} is an associative structure, therefore it is a 
semigroup.

95



Proof. By simple realization of the products s(s's") and (ss')s". □

Besides it is easy to see the following properties of the {pi,..., pr}- 
products:

1) Fór every {ú,...ij ik (j / £), the {p^,... ,pjr}-product 
exists.

2) The {p^,... ,pir}-product is nőt commutative in generál, that is, 
s{pil,...,pir}s' / s'{pú,...,Ar}s in generál.

3) The product siOiS2O2 ... exists fór every structure of paren-
theses applied fór the product of m elements and fór operations 
Oj = {Pj„---,Pj, } 1 < '• <

4) In the case r = 1 the vector e = [0,..., 0,1,0,..., 0] is a multiplicative 
unit element.

Let Sn(+, {p^,... ,Pir}) be the structure introduced before.
Let 5„({pi,... ,pr}) the multiplicative structure of the vectors of the set 

Sn with the multiplicative operations {p^ ... ,pr}.

Remark. Every semigroup S has a disjoint left decomposition with com- 
ponents Aj, i = 1,... ,5 and a dual right decomposition with components 
Pi, i = 1,..., 5 (see [17]). In the case of Sn({pi,..., pr}), r > 1 fór the 
components the following properties are true:

Ao = 0, Ai = 0, A2 = 0, A3 = 0, A4 / 0, A5 / 0,

PQ = pí = 0, p2 /(/), p3^ 0, p4 = 0, P5 = 0.

Theorem 2. The multiplicative structure Sn(pi) of the vectors with 
i

ai / 0 is a group with fixed pi. The element a = [0,..., 1,..., 0] is the 
unit element of S^pi).

Proof. Let s = [ou,... ,ai,..., an] be an arbitrary element of Sn(pf), 
ai Q. One sees that the inverse element of s is the vector

-1 _ r _ 1 _Qnl
’ Ofj ’ ’ ai J

and e{ is the unit element of Sn(pJ. □

Let G(pf) be the group introduced in Theorem 2.

Theorem 3.
G(pi) = ApiZ

where A is the commutative group of the elements s with ai = 1 and Z is 
the commutative group of the elements s' with a' = 0, (j / i), a^ / 0. 
Furthermore the subgroup A is normál subgroup of G(pi).
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Proof. One sees the theorem by a simple calculation. □

Definition. A vector s = [ai,... ,a„] with reál components is an 
1-vector, if ^7=1 aj — L

Theorem 4. The pi-product of two 1-vectors is a 1-vector again.

Proof. Simple calculation. □

Let Sn(p„l) the set of the 1-vectors with aj 0 0. Then similarly as 
before one gets the following

Theorem 5. Sn(pi, 1) is a group.

Proof. The inverse of an 1-vector an 1-vector again and using Theorem 
2 one gets Theorem 5. □

The distributivity in Sn(+, {p^ ,... ,pir}) differs írom the classical case. 
Similarly as in Chapter 8 one sees that

(s + s'){pfí. ,pi: }s" = s{pfl,... ,Pi„}s" + s'{pi,,... ,pit }./' 

which is the classical right distributivity and is alsó true fór more elements. 
Fór the “leit distributivity’’

s" {Pú , • • •, Pir }(s + s') = s'^Pú , ■ • •, Pir }s + c(s") {pí,,..., pir }s', 

where in the case of any vector s = [ai,...,a„] the vector c(s) is defined 

c(«) = [0,. ,air,... ,0] = 0, i / ij, j = 1,... ,r).

10.1. The pz-product of distribution vectors 
(an application)

A distribution vector (or distribution) is a vector

S = [«!, . .

where the components a, (í = 1,...,n) are nonnegative reál numbers with 
= 1.

Let
s = [ai,...,a„], s1 = [aj,..., aj 

be distribution vectors.
Using the properties mentioned before it is easy to see the following 

properties of the p,-products of distribution vectors:
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1) Fór every i (1 < i < n), the pj-product exists.
2) The pj-product is nőt. commutative in generál, that is, spis' s'Pís in 

generál.
3) spis' spjS1 tor i j in generál.
4) The product s1pils2pi2 • • • Pin_xsn exists fór every structure of pareu- 

theses applied fór the product of n elements (1 < ij < n, j = 1,..., n).
5) If s and s' are distribution vectors, then spis' is alsó an distribution 

vector.
6) The pi-product of three vectors s, s' and s" has the associative prop­

erty, that is, (spis')pjs" = spfis'pis") fór a fixed i.
7) (spis^pjs" / sp^s'pjs") (i / j) in generál.
Frorn the properties listed above it follows:

Theorem 6. If D(pi) is the set of the distribution vectors, then D(pf)
is a semigroup with a unit element fór the operation pi (pi is fixed).

Proof. A simple consequence of property 5). □

Theorem 7. Let = spisp, - ■ ■ p,s with m factors. If s =
= [cm,. ..,an] is a distribution vector with Qí / 0 and s e,, then

i
s' = lim s™^ = [a',..., m—00 11 ÍJ

and s' is a distribution vector.
Proof. A simple consequence of the pj-product and property 5). □

Theorem 8. If s = [cm,...,a„] is a distribution vector with Qí / 0, 
then

lim (•••( lim ( lim (•••( lim • • •
7T4n—*OO X X?7li+] —»OO XTHi-l—00 X Xmj—*00 X / /

•••) ) )•••) = [0,..., 1,..., 0].

Proof. If aj = a) = 0 is in the vectors s = [a1(..., a,J. s' = 
..., a'J, then in the product spts' the j-th component is alsó 0. Therefore, 
it is possible to get ü successively fór every position excepted fór the i-th 
one, which is 1, always using Theorem 7 and property 5). □

From Theorem 8 we get
Theorem 9. There exists a structure of parentheses Pq in S(pi,...,pn) 

(with length q) such that fór the distribution vector s with a, / 0

Pq(sPil ■ ■ • Piq-t s) = ki > • • •, , £n]
and fór a given e > 0 the inequality 1 — á, < e holds.
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Proof. Using Theorem 8 one gets Theorem 9 fór sufficiently great powers 
(without limes). □

Consider the distribution vector s(n) = which represents a
uniform distribution.

Theorem 10. Let s = [aj,... ,a„] be au. arbitrary distribution vector. 
Then fór a given e > 0, there exists a. structure of parentheses Pp in 
S(pi,..., pn) such that fór the distribution

the inequality |a, - a' | < e 0 = 1,... ,n) holds.

Proof. Consider the element s = [ai,...,a„]. In the first step fór 
convenience we suppose that. > a2 > '" > an and the steps of the
process follow this order.

Fór the sake of simplicity we will use the unit vectors (instead of 
ki, • • •,őt,... ,e„]) ei — [0,..., 1,...,0], (i = 1,..., n), because it is pos- 
sible to approxiinate it with arbitrary precision by Theorem 8.

Step 1. One sees easily that
n — ki 

z. ..... ....s
«1 = (•••((s(")pne1)p„_])---)p„_fcl+iei = í—-,0,...,ü], 

l n n n J
where < ^ . If co < 1 then let, - ad < i > 2. If

< a2 < (k2 > 1), then (similarly as before) the product

S2 = (• • ■ ((Sipn-k e2)p,i-kt-162) ‘ ’ Pn-^i-A">-l)e2 = í~ , •L
l n n J 

where(fcj + k? < n). If ky + k? = n, then the third component 0 and s2 = s. 
If k\ + k? < n then the next n — {ki + k^) components are in s2 and we 
continue the process. Suppose that

_ rki ki kr-i i
,S*r_ ] — . ,..., , . . . ,

L n n n J
is the (distribution) vector fór which ar < ^- If = 11 then $r-i = *• 

SjZÍ kj < n, then kr = • • • = kt = 1 such that ^=1 kj = n.
Fór the differences the inequality |cvj - ^-| < (i = l,...,n) holds and 

a» > (i = 1).
If the unit vectors are given, then fór the Step 1, p < ki + 1 is the 

length of Pp.
Suppose that s,._j / s.
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If we want an approximation of precision < , then we continue the
process with

Step 2. Suppose that
k1: +1 ki k':

772 n n-
i / r

where somé kj, k't can be 0, besides

Similarly as in Step 1, one will get the distribution

r*l.....
L 77 ’ ’ 71

The vector (distribution) s'2 is determined uniquely fór the approximation
vector s' = ..., of the original s, where

A = i/r
71 77-

and |a,. - (^ + ^)| < ^r-
In this case 

which coincides with s or it. is nőt equal with s and in this case at least one 
component (e.g. 7zth) is greater then au.

If the unit vectors are given, then considering Steps 1 and 2, p < Sí(^í + 
kf) + 1 is the length of Pp.

Then, it is possible to continue the process similarly as in the Step 2 fór 
the precision etc.

By Theorem 8, Theorem 10 has been proved. □

10.2. The structure of the group Sn(pi, 1)

Similarly as in Theorem 3 one sees easily

Theorem 11. The elements s € Sn(pi,l) with ni = 1 form a commuta- 
tive normál subtjroup of
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Let NC^l) be this group.
Let s' = G Sn(pi,l) be an fixed element and s =

= [ai,... ,a„] G Sn(pi, 1) an arbitrary element.
Because Sn(p;, 1) is a group, the conjugates of the element s' in this 

group are

ss's 1 = [a1 + - ct'ai,...,a-,...,an + Qia'n - aían] =

= [ai(l - ct') + a<«í. ■ • • , a', • • •,«„(! - a') +
From this, it. follows that fór a given s', the group G(.s') generated by the 

elements
ss'-s-J (s' G Sn(pi, 1))

has elements of the form , a'f,...], k = 0, ±1,.... From this property, 
it follows

Theorem 12. G(s') is a normál subgroup of S„(pi,l).

Theorem 13. The normál subgroup NC(1) of S„(pi,l) contains the 
commutator subgroup of Sn(pi,l).

Proof. One sees easily that fór every element s' G S„(p,, 1) in the 
product s = ss's~'s'~l, s G S„(p,-,1) the component is 1. therefore 
a G ATC(l). □

10.3. The structure of the semigroup S^pi)

The semigroup S^pj) is the set of the elements s G Sn(pp fór which c\j > 0, 
j = 1,... ,n and a, 0.

Let ||s|| = aj-
By simple calculation, one sees the following

Theorem 14. If s G (ind s' G S„(p,, 1), then

IMI = ll-w'll-
COROLLARY 1. The semigroup S+(pi) has the disjunctive decomposition

S+(p,) = (J.sS,t(p,-,l)
Ildi

where 1) = D(pi) (see section 10.1).

RemaRK. A similar decomposition is valid alsó fór the group S„(p,).
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10.4. The space S™

Similarly as in the case of the reál space P"‘, it is possible to introduce the 
concept of the S™ space.

The vector

c Sn, j — 1, • • * i

is a “point” of S'„. The vectors Sj are reál vectors with n components. The 
addition ofsuch vectors goes in the classical way. The right pí-multiplication
with a A G Sn^pi) is

sipíA

sp,A = 

.smpiX.
The pí-right linear combination of the vectors sj,s2,... ,Sfe(G Sn) is

SlPMl + ’ ‘ + SfePíA*;,

where Aj G 5n, j = 1,... ,k.
A A G Sn is nonnegative (A > 0) if every component of A is nonnegative.
The right linear combination is convex if Aj > 0 and Aj = [1,..., 1].

10.5. Functions in S”7 space

A function is a mapping

where SrV \ Sn2) are subsets of S”'. The continuity of a function f is defined 
in the classical way.

1. Fixed point theorem
Let 

j = 1. • •. ,m

be given vectors of S"'.
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The convex pi right linear conibination of the vectors s; forms a “poly- 
tope" S(pi) in the space S'”.

We will use the following special vectors:
If s = [»i,..., an], s € Sn, then s(ak) is the vector, where a/ = 0, l k.

Then it is clear that s(Q'fe) = *'■
The polytop S(pi) is bounded if every (reál) coniponent in sj, (j = 

= 1,..., m) is bounded.

Theorem 15. Let f be a continuous mapping of the bounded S(pi) intő 
itself. Then f has a fixed point. that is, there exists an s € S(pi) such that 

= s.

Proof. Consider the convex pi right linear combinations of the vectors Sj

This sum produces the points of the polytope S(pi). Here

r?/>- r Cfj | a(i} ■ ’ “in

si Pi^j —
47)

PiXj = Q2J
+ n'2Í)Ajl" .^a^Xji,.. aU} + Xjn

CO) ni - ain 1 a{j)X aU)• , ^nm + Qnu ^jn .

=

=
Dfe^l.fe^í S^ÍOlfe)

+ Aji + • • + Ajn

. E)fe = l.fe^, _

ni

j-l (j), (j) .
2_>fc = ],fejét s»n tn,„fe 1 J

j = l

A vector

.«!í’(oS).
e s::m
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is equivalent to the (reál) vector
.0)

because the other components in the vectors are 0.
Because — 1, then the members in the above-

written sum are convex linear combinations of these (reál) vectors, which 
fönn reál polytope. These vectors are given by the vectors Sj and contain 
the z-th components of the vectors Sj. Therefore the function f contains in 
independent mappings of the polytope determined by the reál vectors

Because / is a /(Aj,...,A„) continuous mapping of the original poly­
tope, therefore it is a continuous mapping of the above reál polytopes (intő 
themselves). Using the classical fixed point theorem of Brouwer fór these 
reál polytopes, one gets the fixpoint theorem fór the 5”'(Pí) polytope. It 
means that there exist parameters A* fór which

=Í2siP'Xj- 

j=i J=í
□

C'OROLLARY 2. Because every bounded, closed and convex set in R" 
can be approximated by polytopes, therefore Theorem 15 is valid in the case 
when S is an arbitrary bounded, closed and convex set in and f is
a continuous mapping of this set intő itself.

2. Fixed point theorem
If we define the right (p^,... ,phn) linear combination with the sum

j=i
where p,k are nőt. different necessarily, then we get fór the polytope 
S(pit,..., Pim) an analogous fixed point theorem as before. In this case, 
ont' gets the linear combination of nőt only the vectors (1) bút the linear 
combinations of all the vectors

j = 1........m.
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Because the operations p^, j = l,...,m are nőt necessarily different, 
therefore one gets at least ni different polytopes fór which the function / 
gives a continuous mapping and the conditions ensure the fixed points fór 
every polytope.

THEOREM 16. Let f be a continuous mapping of the bounded and closed 
iPim) intő itself. Then fhas a fixed point, that is, there exists an 

s e S(pil,..., pim) such that f(s) = s.

An application
In the theory oí games, the Nikaido-Isoda theorem plays an important role. 
It is possible to give a generalization of this theorem. The proof can be done 
analogously to the original proof of the Nikaido-Isoda theorem. To this it 
is necessary to use section 10.4. and the Theorem 16.

Let A'(/) —> ÍZ a mapping to the set of the reál numbers introduced fór 
f ■ It means that to every s € S'” belongs a reál number A'(/(s)).

Theorem 17. Consider the T = {Ej,..., Et; ft,..., ft} t-person game 
with the following conditions:

1) S; are Sfip^,..., pim ) bounded, convex, closed polytopes of S™‘.
2) The functions ... ,st), (i = l,...,í) are concave in the variable

Sí (urith respect to A(f) and Section 10.4).
3) The functions fi are continuous in every variable s7, (j = l,...,f).
Then the game T has equilibrium point.
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This index lists the special symbols with their first occurrences and most of 
the special terms with their most important occurrences.

Symbols

c(s) 
ep

62
33

S(Pi)
S({pix,...,pir})

40
73

E(n; m) 52 -pj 32
ffjo(l),5ofc(l),^oo(p) 33 69
W+, H~ 15 s+ 74

14 {pij,.. • , Pir}) 86
n(s) 14 sn(/?,{p,píj) 77
ok 65 5„(a,1) 97
Pn 16 sM 101
|Pn| 16 S[n\A,{pilx...,pir}) 89
Pk^iAPi} ■■■{Pk}sik. 21 S[n\R,Pi} 80
Pn^dii ■ • • ain ) 17 Sn 102

17 17
S 13, 73, 95 tr(s) 58
Ibii 15 Z 90, 96

Terms

abstract structure 73 distribution vector 97

coded image 19 finite algebra 81
coded structure 19, 52 free structure of parentheses 17
coding and decoding process 38, 65
composed coded image 19 generators of 5(p) 32
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image 19 {Pú.-.-.PtJ-product 46
realisable product 20

kernel 32 right distributivity 68

left distributivity 69 setvector 13
lenght of Pn 16 similar elements 63
linear combination 103 simple operation 20

structure of parentheses 16
nőim 15 supporting element 21
normál form 14

trace 58
parentheses 16 transformations 41

p-product 20 zerovector 13



Founded in 1966

Papers mainly in 
English, bút alsó in 
French, Germán 
and Russian 
Publishes book 
reviews

Size: 17 x 25 cm
HU ISSN 0081-6906

Studia Scientiarum
Mathematicarum
Hungarica

Editor-in-Chief: Gyula O. H. Katona

Deputy Editor-in-Chief: István Juhász

Managing Editor: József Merza

Aims and scope
The Journal publishes original research pa­
pers on various fields of mathematics, e.g. 
algebra, approximation theory, combinatorics, 
differential equations, functional analysis, 
geometry, Information theory, numerical 
methods, probability and mathematical sta- 
tistics, statistical physics. Articles on applica- 
tions are alsó accepted.

Publication: 
one volume of four 
issues annually

1999: Vol. 35

Subscription price 
per volume:
USD 164.00

Manuscripts and editorial correspondence 
should be addressed to
Dr. József Merza
Studia Scientiarum Mathematicarum
Hungarica
P.O.Box 127
H-1364 Budapest
Hungary
Phone: (36 1) 318 2875
Fax: (36 1)3177166
E-mail: merza@math-inst.hu

Akadémiai Kiadó, Budapest

mailto:merza@math-inst.hu


MATHEMATICS GYÖRGY MICHALETZKY, 
JÓZSEF BOKOR and PÉTER VÁRLAKI

Representability 
in Stochastic Systems

Audience: 
mathematicians, 
statisticians, 
researchers, 
engineers

September 1998

228 pp. Many figs

17 x 25 cm 
Hardbound

ISBN 963 05 7546 9

USD 52.00

The purpose of this book is to investigate 
modeling and representation approaches of sta- 
tíonary stochasticphenomena. These approaches 
have their origins in the theory of multivariate 
stochastic processes, time series analysis and in 
the algebraic geometric theory of stochastic Sys­
tems. The stochastic representations most fre- 
quently used are the auto-regressive-moving- 
average (ARMA), matrix-fraction-descriptions 
(MFD) and the state-space representations. It is 
shown how to dérivé these — forward and back- 
ward — representations and their dual forms 
from the analytic and co-analytic spectral fac- 
tors. These representations are parametrized by 
system invariants reflecting the four basic 
Kalmanian principles of controllability, observ- 
ability, reachability and reconstructibility.
Detailed structure of the state-space realizations 
is provided using geometric (Hilbert-space) prin­
ciples including the analysis of the zero struc­
ture and balanced realizations.
The structure of generalized Wiener-Hopf fac- 
torization is studied in details, first using geo­
metric consideration, then computing the Sys­
tem matrices.
The perspective provided by this can be interest- 
ing fór those who are doing research in signal 
Processing, stochastic modeling and system Iden­
tification, or in control system design. Parts of 
the text can alsó be useful in courses on stochastic 
systems, filtering, prediction or on realization 
theory.

AKADÉMIAI KIADÓ, BUDAPEST





The fundamental concepts dealt with here are the structure of 
parentheses and the p-multiplications of vectors, in the latter 
case the product of two vectors is again a vector and the 
stucture (fór a given p) is a semigroup.
By means of a multiplicative structure it is possible to 
introduce the concept of the codcd structure and a procedure 
fór solving coding and decoding problems can then be given. 
In addition, applications fór rings and finite algebras are 
illustrated. To demonstrate other applications, a process is 
given fór approximating an arbitrary distribution vector 
starting from uniform distribution, a növel theorem is given 
fór the theory of games.
An extremely useful feature of the structure of vectorproducts 
is that it can easily be implemented on a computer.




