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PREFACE

The friendly collaboration of linguists and logicians in 
Hungary had begun over a decade ago. The occasional informal 
exchanges between the two parties look a more institutionaliz­
ed form in 1986 under the auspices of the Institute of Lingu­
istic of the Jiungarian Academy of Sciences {.thanks personally 
to Vice-Director Ferenc Kiefer) and the Department of Symbolic 
Logic and Methodology of Science of the L. EOtvOs University. 
As the first result of the joint project, a two-day symposium 
was held in the city of Debrecen in September 1986. Most pap­
ers read at that symposium are published in No. 4 of TERTIUM 
NON DATUR, the annual of the Department of Symbolic Logic (in 
Hungarian).

The participants of the 1986 symposium decided that such 
meetings between linguists and logicians should continue with 
some regularity. The second meeting was held in August 25 
through 27, 1987, with 19 participants from Hungary and 15 
participants from abroad.

The 87 Debrecen Symposium on Logic and Language was spon­
sored by the Hungarian Ministry of Culture and Education and 
the Institute of Linguistics of the Hungarian Academy of Sci­
ences. Thanks are due to our colleagues Katalin Bimbo, Andras 
Mate, Tamas Mihalydeak and Laszlo Polos for their invaluable 
help with the organization of the symposium.

Seventeen out of twenty contributions to the '87 Symposium 
were submitted in time for us to include them in this volume. 
The collection is supplemented with the papers by A. Madarasz 
and I. Ruzsa, not read at the Symposium but pertinent to .the 
topics discussed therein.

The structure of the volume reflects the topical coherence 
of the contributions, with some global as well as local trans­
ition from "more lingulstica" to "more logic".
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The papers by VAN DER AUWERA, HUNYADI, MARACZ and KANSKY 
discuss problems related to the re-resentation and interpreta­
tion of sentences involving quant, iars, negation and recip­
rocals in grammar. The contributions by DE MEY and LOBNER com­
plement these from the perspective of generalized quantifier 
theory. KALMAN, POLOS and RANTALA go beyond the level of sen­
tences by addressing specific problems in discourse represent­
ation and narratives. In another group of papers, CASADIO, 
SZABOLCSI, STRIGIN and RANTA discuss categorial grammar, com- 
binators and type theory. PEREGRIN proposes a more general no­
tion of intersubstitutivity than intensional logic. Finally, 
the papers by MADARASZ, WUTTICH, SMIRNOVA, WESSEL and RUZSA 
are primarily of logical character. They are concerned With 
problems belonging to "non-standard" semantics, including sem­
antic games, semantic value gaps, overlap of truth and falsity 
epistemic sentences and nonclassical negation; a set of issues 
relevant for the logical reconstruction of natural linguistic 
expressions.

Last but not least, we wish to express our gratitude to 
Katalin Bimbo for her extensive help in preparing this volume.

THE EDITORS
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PROCEEDINGS OF THE ‘87 DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

JOHAN VAN DER AUWERA

ARE ACTIVES AND PASSIVES 

TRUTH-CONDITIONALLY EQUIVALENT?

1. Introduction

What I will henceforth call the 'Equivalence Thesis' or 'ET' 
is the view that an active sentence has the same truth conditions 
as its corresponding passive sentence; they refer to the same state 
of affairs. Thus if (1) is true, then so is (2), and vice versa.

(1) John kisses'Mary.
(2} Mary is kissed by John.

ET is a traditional point of view. For some time, it was also 
endorsed by Transformational Grammar, viz. during the period that 
the semantic interpretation was taken to apply to the underlying 
structure only. (1) and (2) were supposed to have an identical 
underlying structure. After the disappearance of Generative 
Semantics, however, ET was given up, primarily because of problems 
with quantifiers and negation1. Consider (3) and (4).

(3) Many arrows didn't hit the target.
(4) The target wasn't hit by many arrows.

Suppose that half of the arrows didn't reach the target. Then (3) 
seems true, and (4) false. Or take (5) and (6).

(5) Each student admires no politician.
(6) No politician is admired by each student.



Abstracting from any effects of special intonation, (5) seems to be 
a marked way of conveying that no student admires any politician, 
while (6) says that there isn't a single politician that is admired 
by each student.

Note that one doesn't have to be a transformationalist to give 
up ET. The most explicit rejection of ET is actually that of the 
non-transformationalist Keenan {1981), and a closely analogous view 
of the passive is also found in Generalized Phrase Structure Grammar 
(Gazdar e.a. (1985)). In the theory of Functional Grammar, however, 
as started by Dik (1978) (see also, De Groot (1985)), ET is still 
accepted, but the problem is that ET has not been confronted with 
the quantification and negation problems such as demonstrated in (3) 
aqd (4). That then is the main purpose of this paper.

2. Term Operators

Since the problems in (4) to (6) concern quantification and 
negation, I must briefly sketch how FG deals with them.*

Quantifiers like many in (3) are considered to be part of the 
NP. The same goes for the quantifier all in (7).

(7) All human beings are mortal.

While this may seem evident, we should not forget that predicate
logic proceeds differently: the quantifiers would be outside of the
clause or, in the jargon, outside of the sentential function.

(8) VX (HB(x) -4 (M(x))

It is only recently that logicians have been exploring ways to 
respect the essential NP-internal nature of the quantifier- 
Generalized Quantifier theory (Van Benthem & Ter Meulen 1985). FG 
respects this in a different way: a quantifier like all has the same 
status as an article, a numeral, and even the number of the noun: 
they are all operators of the NP. An NP is called 'term' and thus 

* I WUFG stands for ’Functional Grammar'.
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the operators are 'term operators'.
As to negation, consider (9) and (10).

(9) He doesn't own books.
(10) He owns no books.

In (9) the negation operates on the predicate, whether it be own or 
the auxiliary do; in (10), however, it operates on a term (books). 
This, at least, seems to be the superficial structure. Of course, 
one can neglect this difference and propose an identical underlying 
structure, something like (11).

(11) ~ (he owns books)

In FG, however, respecting the surface structure is a principle of 
high importance. Thus even in the underlying structure of (10) the 
negation is a term operator, just like the quantifier all in (7), 
and in the underlying structure of (9), it is a predicate operator, 
just like time, aspect, and modality operators. Naturally, FG will 
have to explain why (9) and (10) have identical truth conditions, 
concretely, why a predicate operator can have a term in its scope. 
This gets done along the following lines. A predicate is not an 
isolated item, rather, it is the centre of what is called a 
■predicate frame'. This predicate frame specifies the terms that can 
function as arguments. The predicate frame of the predicate give, 
for instance, will enumerate three arguments, an Agent, a Patient, 
and a Recipient. Specifying the combinatorial possibilities of these 
predicate frames, called 'nuclear', with 'satellites’ is also done 
in a predicate frame, called 'extended'. Thus every predicate 
operator is always also a predicate frame operator and this way 
terms can fall in the scope of predicate operators. This, surely, is 
the intuition that (11) was to express, without, however, expressing 
the close link between negation and predicate.

Note also that nothing prevents me from abstracting from the 
difference between term and predicate and thus arriving at the 
conclusion that at THIS level of abstraction the negation of (9) 
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and (10) are the same. Only, I would still maintain that the 
negations are different at the more concrete level.

3. Specificity and distributivity

Let's get back to the active-passive pairs that threaten ET.

(3) Many arrows didn't hit the target.
(4) The target wasn't hit by many arrows.

(5) Each student admires no politician.
(6) No politician is admired by each student.

I accept that (3) and (5) do not have the truth-conditions of (4), 
respectively (6). One can indeed side with latter-day 
transformationalists or with Keenan and reject ET. But this is not 
the only possible line of action. One could also try to develop the 
idea that (4) and (6) are not, despite appearances, the passives of 
(3) and (5). This approach is not new; it was used by Generative 
Semanticists. In Generative Semantics underlying structures, 
quantifiers and negations were placed outside of the 'clause 
proper', viz. in a higher clause. It is not denied that they occur 
within NPs in surface structure; but they reach these NPs only 
through a transformation of 'quantifier lowering'. The relevant 
point now is that the order of quantifier and negation in the 
underlying structure was different for (3) and (4), resp. (5) and 
(6). In (3) and (5) the quantifiers would precede the negations; in 
(4) and (6) it would be the other way round.

This approach, including the 'quantifier lowering' trick, has 
been given up, and justly so, and it is also impossible to 
reintroduce it in FG. many, each, and no belong with their NPs from 
the very start (from the underlying representation) - they are term 
operators.

Yet ET can be maintained in another way. It should be obvious 
that ET was conceived to characterize the relation between an active 
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sentence and its passive 'counterpart'. The passive should thus be 
identical to the active, except for the passive - active 
distinction. This means that both sentences should have identical 
terms and predicates as well as identical term and predicate 
operators. The hypothesis I will now propose is that (3) and (4) 
and, again, (5) and (6) do NOT have identical terms, more 
specifically, that they do not have identical term operators. The 
relevant operators are those of distributivity and specificity.

Specificity characterizes a term as [t specific]. The 
distinction is typically illustrated with sentences such as (12) 
and (13).

(12) Mary wants to marry a Norwegian.
(13) Everybody in this room speaks two languages.

(12) is ambiguous: either Mary wants to marry a specific man and it 
so happens that he is Norwegian, or she doesn't yet know who 
she’ll marry, although it is necessary that this man be Norwegian. 
In this first reading a Norwegian is [+specific], in the second 
[-specific]. It is only in the [+specific] reading that one can 
continue the sentence as in (14).

(14) Marry wants to marry a Norwegian, but you shouldn't 
confuse him with this other Norwegian, who she doesn't 
want to marry.

two languages in (13) is ambiguous, too. If the two languages are 
necessarily the same for every individual in the room, then one has 
a [+specific] reading. If the languages are not necessarily the 
same, one obtains the [-specific] reading. The continuation of (15) 
is available only for a [^specific] reading.

(15) Everybody in this room speaks two languages, but you 
shouldn't confuse them with this other pair of 
languages, which nobody speaks.
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The second relevant operator is that of distributivity, 
illustrated in (16).

(16) The kids jumped on their horse.

(16) is ambiguous: either the kids jumped on one and the same horse 
and then their horse is [-distributive], or the horse the kids 
jumped on is not necessarily the same - in other words, the kids may 
have jumped on at least two horses, and then their horse is 
[♦distributive]. Note that distributivity allows us to distinguish 
between two types of non-specificity: a Norwegian is [-specific] and 
[-distributive], whereas two languages is [-specific] and 
[♦distributive].

A crucial point is that a tern in isolation of the type a 
Norwegian is ambiguous and that the clause may disambiguate, but 
needn't. In (12) a Norwegian is ambiguous for specificity, but not 
for distributivity. In (17) a Norwegian is ambiguous for both 
operators.

(17) Everybody in this room wants to marry a Norwegian.

Let us now examine sentences (3) to (6) and in particular the 
terms many arrows and no politician. For many arrows only 
specificity is relevant: I claim that many arrows is [+specific] in 
(3), but [-specific] in (4). This is easily verified by the fact 
that only (3) can be continued in the way of (14) and (15).

(18) Many arrows didn't hit the target, but you shouldn't 
confuse them with the many arrows that did hit the 
target.

(19) *The target wasn't hit by many arrows, but you shouldn't 
confuse these with the many arrows that the target wasn't 
hit by.

For no politician both specificity and distributivity enter 
the picture. In (5) there is a relation between each student and a 
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set of politicians and it is not required that this set is 
identical (for each student). This is analogous to the relation 
between everybody in this room and a set of two languages, not 
necessarily identical either (for each individual). In this reading 
two languages is [-specific] and [+distributive]. So I propose the 
same operators for no politician. It is true that the sets of 
politicians DO end up being identical, the reason being that they 
are empty. However, non-specificity does not forbid identity, it 
merely does not require it. So even in a [-specific] reading of (13) 
the two languages known by everybody in the room could be identical, 
the point of its non-specificity being that this identity is not 
obligatory.

Like (5), (6) involves a relation between a set of politicians 
and a set of students, but unlike (5), (6) requires the set of 
politicians to be identical. This is analogous with the relation 
between everybody in the room and one and the same set of two 
languages. In this reading two languages is [+specific] and 
[-distributive]; so I propose the same analysis for no politician. 
It is true that (6) can't be continued in the way of (14), (15), and 
(18), but there is a good reason for this: there simply can't be any 
confusion about the [+specific] set of politicians of (6): it is 
empty and thus unique.

If the above analyses are correct, many arrows is thus 
[♦specific] in (3) and [-specific] in (4), while no politician is 
[-specific] and [+distributive] in (5) and [+specific] and 
[-distributive] in (6). (3) and (4), respectively, (5) and (6) do 
not therefore have identical terms, (4) and (6) are not the 
passives of (3), respectively, (5) and they cannot refute ET.

One could object to the above strategy that it does not yet 
explain WHY (4) and (6) are not the passives of (3), respectively 
(5) or WHY terms are sometimes [+] or [-specific] and how this 
hangs together with word order and intonation. This is true, but it 
cannot be a serious objection. (S)he who gives up ET will have 
exactly analogous problems. (S)he will have to specify the 
conditions under which simple actives and passives such as (1) and 
(2) do end up being truth-conditionally identical and why some less 
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simple ones do not. The burden to explain why, say, no politician is 
[-specific] in (5) but [+specific] in (6) is just as heavy.

4. Perspectivization and Predicate Formation

To accept ET is to accept that actives and passives are 
equivalent with respect to their truth conditions. This is 
obviously not the same as to say that actives and passives are 
equivalent in ALL respects. FG addresses this question in an 
explicit way and it is proposed that actives and passives present 
one and the same state of affairs from a different perspective.2 
Thus (1) presents the situation of John's kissing Mary from the 
perspective of John, and (2) from Mary. Talking about one situation 
from two different perspectives is like taking a picture of it from 
two different angles.

The perspectivization hypothesis answers the question why a 
language should have the active - passive distinction at all. If 
one rejects ET, one obviously has to answer this question, too. Let 
us now see how Transformational Grammar, Keenan, and Generalized 
Phrase Structure Grammar fare in this respect.

First of all, I do not think that Transformational Grammar 
answers the question. Whatever the value of the Transformational 
efforts to give a precise, formal characterization of the 
passivization or 'NP Movement1 rule, the theory says nothing as to 
why languages should have such a rule in the first place. 
Interestingly, the one feature of the transformational account that 
reappears in FG is that passivization is a clause level phenomenon. 
In Transformational Grammar, passivization is a clause level rule; 
in FG, passive choice is the choice of a perspective on the 
situation referred to by the entire clause.

Secondly, for Keenan and for Generalised Phrase Structure 
grammar, passivization is a kind of lexical rule. It is rule that 
has a predicate phrase as input and another yet related predicate 
phrase as output.3 What is of relevance here is that this kind of 
approach is perfectly compatible with FG, and has already been 
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suggested, in particular, by Vet (1985). UI while accepting the FG 
view that the choice of passive vs. active is the choice of a 
different perspective on an identical situation, Vet (1985) argues 
for treating passivization as a 'predicate formation rule', i.e. a 
rule that has a predicate frame as input and another, related one as 
output.

5. Conclusion

In this paper I have argued that FG allows one to hold on to 
the view that actives and passives have identical truth conditions. 
This view is part of a more general account of the relation between 
active and passive. While ET is about the similarity between actives 
and passives, a perspectivization hypothesis deals with the 
difference. The perspectivization hypothesis also answers the 
question why languages should have the active - passive difference 
at all. In other theories such an answer is either lacking, in the 
case of Transformational Grammar or, if there is one, as for Keenan 
and Generalized Phrase Structure Grammar, it can easily be 
integrated into FG, too.

NOTES

1 As pointed out to me by Zbigniew Kadski, the other problem
that threatened ET was that the English present perfect was taken to 
presuppose the present existence of the subject, thus allowing (a), 
but not, or less clearly so, (b).

(a) Princeton has been visited by Einstein.
(b) Einstein has visited Princeton.

For an adequate analysis and references, see HcCoard (1978, 60-64).

* This was essentially also that of Jespersen (e.g. 1924, 167).

9 Because the input is a predicate PHRASE rather than a
predicate, it is not a true lexical rule, but only 'a kind of.
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PROCEEDINGS OF THE ‘8? DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

lAszuS hunyadi

ON THE LOGICAL ROLE OF STRESS

In several languages stress has an important paradig­

matic function: a difference in the position of stress in 

the same morpho-phonological sequence can result in different 

lexemes (cf. Russian mu’ka ’flour* and ’muka ’suffering’), or 

in different parts of speech of the same derivation (cf. 

English re’cord as a verb and ’record as a noun), or in dif­

ferent paradigmatic forms of one and the same lexeme (cf. 

Russian storo’ny as gen. sg. of storona ’side’ and ’storony 

as nom. (acc. pl. of the same noun), etc. Hungarian, on the 

other hand, has a fixed paradigmatic stress always on the 

first syllable, and consequently, one cannot find the above 

features of stress there. Hungarian, in its turn, has elabor- 

‘ated a quite consistent syntactic system of stress that also 

has its clear logical functions. In what follows here, I will 

point out some of the important features of this system.

Neutral and non-neutral sentences are distinguished both 

syntactically and on the basis of stress. A neutral sentence 

has an only relatively fixed word order with more than one 
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constituent carrying (even) stress (for more detail cf. Kalman 

et al.), as in (1):

("1) ’Peter ’el- ment a ’szinhazba.
Peter away went the theatre-to

’Peter went to the theatre’

A non-neutral sentence, on the other hand, has a distinct 

pre-verbal syntactic position for focus normally taking a 

heavy, distinctive stress, contributing to a relatively con­

figurational character of the language (what is less configur­

ational is the composition of topic as well as the post-verbal 

part; for more detail cf. &. Kiss 1979, 1981, 1987, Szabolcsi 

1981), as in (2):

(2) "Peter ment el a szinhazba.
Peter went away the theatre-to

’It was Peter who went to the theatre’ 

(Without going into the details of non-neutral stress patterns 

I will only note two — not contradictory but additional — 

cases: a) the focussed element can be preceded by a heavily

stressed universal quantifier, in 

ement may be unstressed, cf. (J)

(5) "Mindig (")Peter ment
always , Peter went

’It was always Peter who went 

which case the focussed el*-

a szinhazba. 
away the theatre-to 

to the theatre’

20



and b) a post-verbal element can also take heavy stress with 

the sentence now having two focus-like elements, cf. (4)

(4) "Peter ment el a "szinhazba.
Peter went away the theatre-to

’It was Peter who went — to the theatre’)

2. Apart from this clearly syntactic function, stress in 

Hungarian also has an interesting logical function (not inde­

pendently from its role in syntax, however). The presence or 

lack of heavy stress on the quantifier valamennyi (a composed 

formation from vala ’was’ (appr.) and mennyi ’how much/many’) 

determines whether it is a universal (stressed) or an existen­

tial (unstressed) quantifier, cf. (5) and (6), respectively:

(5) "Valamennyien eljottek.
Q came

’All of them came’

(6) Valamennyien "eljottek. 
Q came

’Some of them came’
I

This is not only a property of stress with valamennyi, since 

an analytically universal quantifier, such as mindenki 

’everyone’ from minden ’every’ and ki ’who’ necessarily takes 

heavy stress in (7) (that is why (8) is out):

(7) "Mindenki eljott.
everyone came 

’Everyone came’

21



(8) _» Mindenki "eljott.

At the same time, an analytically existential quantifier, 

such as valaki ’someone’ from vala ’was’ (appr.) and ki 

’who’ necessarily lacks heavy stress, cf. (9) and (10):

(9) Valaki "eljott. 
someone came

’Someone came’

(10) * "Valaki eljott.

The analiticity of mindenki ’everyone’ and valaki ’someone’ 

(and other quantifiers with these first compounds minden- and 

vala-) seems to he transparent indeed: mindenki - ’every(one) 

who...’ and valaki = ’(there) was (one) who...’. It remains, 

however, unanswered why one vala-quantifier, valamennyi has 

lost its analiticity.

5. The above function of stress was to distinguish between 

logical interpretations of one and the same morpho-phonologi- 

cal sequence, in which sense this function is somewhat related 

to the paradigmatic function of stress in other languages.

There is, however, a clearly syntactic function of stress as 

well, logically interpretable as marking scope relations.

Phonologically speaking, a scope-taking element has wide scope 

if,it is heavily stressed and it has narrow scope if it loses 

its stress by passing it to another scope-taking element.
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(From this it follows that an existential quantifier cannot be 

included into the scope of an element whose wide scope over the 

quantifier would be marked by passing its stress to it.) 

Syntactically, since stress in Hungarian is normally pre- 

-verbal, i.e. wide scope is marked by moving out a wide-scope 

element to the left from its post-verbal position, the normal 

hierarchy of scope-relations is also left-to-right, cf. (11) 

and (12):

• 
(11) "Hindig a szinhazba ment Peter.

always the theatre-to went Peter

’It was always the theatre that Peter went to’

<12) "Nem mindig a szinhazba ment Peter,
not always the theatre-to went Peter

’It was not always the theatre that Peter went to*

Now we can notice a principal difference between the qmnHffer 

mindig ’always’ and the negative nem ’not’. Phonologically, 

l°ipdig does not receive its stress from a following element 

in order to mark wide scope, since mindig has heavy stress in 

order to denote universal quantification (or in other terms: 

since it takes heavy stress, it denotes universal quantifica­

tion; this is why in (5) a second heavy stress on Peter was 

allowed, although optionally, since the linear order would 

mark the same scope relation). On the other hand, the negative 

particle nem is not in an opposition with a positive particle 

t-o that they should be distinguished phonologically, too.

23



iS. order to have wide scope, has to receive its stress 

from the element that is to be included in its scope. Thus, 

the existential yalami is included in the scope of mindig 

’always’ in (13), but it is not negated in (14):

(13) Mindig olvastam va1 ami t;
always read-I something-acc.

I have always read something ’

(14) "Nem olvastam vaXamit. 

not read-I something-acc.

’I did not read something’

Thus, the fact that (14) does not yield the sense ’I did not 

read anything’ is not based on some peculiar logical property 

of the quantifier valami; it is rather the result of two 

interacting factors: a) the existential quantifier is, per 

definitionem, unstressed, thus unable to pass stress, and b) 

the negative nem requires stress passed over to it from its 

scope.

The question may now arise, how to express then ’I did not see 

anything’. Another, logically possible solution might be to . 

have universal quantification with wide scope over negation. 

But it does not work in (15) either:

(13) "Mindent • nem olvastam.

everything-acc. not read-I

The analysis of minden ™v brine----------- may Bring us closer to an answer. Minden 
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derives from the connective mind ’both’ and, as is known, 

both behaves like a positive polarity item; it cannot have 

wide scope with respect to negation. This is exactly the case 

with its Hungarian equivalent as well. I doubt that we can 

dig much deeper in this problem, probably we have to accept 

the existence of polarity items as such and build explanations 

on them as axioms.

With no more logically possible configurations of the two 

quantifiers, Hungarian chose the form of ’multiple negation’ 

in the form of (16):

(16) "Nem olvastam "semmit. 
not read-I nothing-acc.

’I did not read anything’

Semmi^ ’nothing’, in its turn, can be analyzed in the following 

way: sem ’neither’ derives from a composition of is ’also’ and 

nem ’not’ plus mi ’what’ added. Thus, (16) is, in fact, a 

condensed series of conjunctions of negative statements. (For 

more detail, cf. Hunyadi 1981.)

The fact that the existential quantifier cannot be included in 

the scope of negation can be seen from the following examples:

(1?) Megbuktam, mert "nem tudtam "valamit.
failed-I because not knew-I something-acc.

’I failed because I did not know something ’
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(18) Megbuktam, mert "nem tudtam valamit.
failed-I because not knew-I something-acc.

’I failed because I did not know something ’

The unambiguous scope of the existential quantifier gives the 

luxory to the quantifier to reinterpret the opposition 

’stressed/unstressed’ in a unique way: if the quantifier is 

also stressed (cf. (17)), then this ’something’ is not speci­

fic, whereas if it is unstressed (cf. (18)), this ’something’ 

is specific. Thus, with the existential quantifier, the 

QBposition ’stressed/unstressed’ indicates the opposition ’not 

specific/specific ’_.

Since the universal quantifier minden ’everything’ is a 

normally stressed element, it can pass its stress over to the 

negative nem ’not’ to mark narrow scope with respect to ne­

gation (as we saw, the lack of stress on the existential quan­

tifier, in its turn, excludes the possibility of narrow scope 

within negation). This stress-passing being the primary con­

dition for the marking of scope-relation in Hungarian allowing 

for a relatively free movement of constituents, (20) ha, the 

same logical interpretation as (19), although mere linear 

order would contradict:

(19) "Nem mindent olvastam.

not everything-acc. read-I 

’I did not read everything’

(20) Mindent nem olvastam. 
everything-acc. not read-I

’I did not read everything’
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As a matter of fact, the stress of a constituent can be passed 

to a wide-scope element through word-boundaries as well (i.e. 

it is not restricted to adjacent constituentsj,cf. (2*1) 

which is synonymous with (19):

(21) "Nem olvastam mindent.
not read-I everything-acc.

’I did not read everything’

As we saw in (4) "Peter ment el a "szinhazba ’It was 

Peter who went — to the theatre’, in certain sentences double 

contrast can be expressed by two heavy stresses, symmetrical 

around the verb. Whereas in (4) this second stressed element 

expresses contrast (similarly to focus), in (22) this second 

element is a quantifier and contrast is excluded:

(22) "PSter ment el "mindenhova.
Peter went away everywhere

It was Peter who went — everywhere’ (= nobody else went 

anywhere)

The fact is that mindenhova ’everywhere’ is a universal quan­

tifier that normally carries heavy stress, this being the 

phonetic condition for this logical interpretation. On the 

other hand, something can only have narrow scope if it is un­

stressed. (The reverse is not true, as we saw the case of the ' 

existential quantifier valami ’something’ with negation in 

(14).) Thus, mindenhova ’everywhere’ must have wide scope; the 

only question is, over what? It seems reasonable to assume a
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hierarchy of wide-scope elements with negation on top, the 

universal quantifier following and a non-logical element, 

focussed, as only having wide scope over elements'in non- 

-operator position. According to this, (22) will be synonymous 

with (2$), although it has a reverse linear order; and (24) 

and (25) will be different simply because of the unstressed 

universal quantifier in it:

(23) "Mindenhova Peter ment el. 
everywhere Peter went away

’It was Peter who went ■— everywhere’ (» nobody else went 

anywhere)

(24) "Peter ment el mindenhova.
Peter went away everywhere !

’It was (only) Peter who went everywhere* (others may 

have gone to less places if at all)

(25) Mindenhova "Peter ment el. 
everywhere Peter went away 

’It was (only) Peter who went everywhere’ (others may 

have gone to less places if at all)

It is worth mentioning that a post-verbal stressed univer­

sal quantifier with wide scope can only appear in a sentence 

with a non-negative focus in the pre-verbal focus position. If 

the first heavy stress is taken by another quantifier (cf. 

(26)), the second quantifier has no hierarchical advantage; 

whereas if the focus is negative (as in (27)), the sentence is 

ungrammatical:
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(26) "Mindig Peter ment el "mindenhova.
always Peter went away everywhere

’It was always the case that it was Peter who went every­

where ’

(mindenhova ’everywhere’ has wide scope over Peter 

’Peter’ hut it does not have wide scope over mindig 

’always’)

(27) "Nem mindig Peter ment el "mindenhova.
not always Peter went away everywhere

The reason for the ungrammaticality of (27) is that this double 

stress pattern suggests that mindenhova ’everywhere’ has wide 

scope over negation (since the quantifier does not pass over 

its stress) whereas the direct word order of these scope 

bearing elements results in ungrammaticality again, cf. (28):

(28) * "Mindenhov& nem mindig P6ter ment el. 
everywhere not always Peter went away

(Let the reader be reminded that mindenhova has the component 

nind ’both’ that behave^ as a positive polarity item, thus we 

cannot reach deeper in findig the reason for the ungrammati­

cality of (28) and its counterparts in many other languages.)

Let us now come back to (15) * "Mindent nem olvastam el 

and (16) "Nem olvastam el "seminit ’I did not read anything’. 

One might ask whether Hungarian has this multiple negation_in 

(16) (nem ’not’ and semmit ’nothing, acc.’) because of the 

nestrictions on the universal and the existential quantifiers 

plus the fact that it has no equivalent of the English anything..
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The answer makes the whole situation more complex: yes, 

Hungarian has akarmi and barmi as (in most cases) equivalents 

of anything. Nevertheless, (29) is ungrammatical with two 

heavy stresses (as is the pattern of (16) as well as (JO) 

with one stress only ) ;

(29) * "Nem olvastam "akarmit. 

not read-I anything-acc.

(30) "Nem olvastam akarmit.
not read-I anything-acc.

Thus, we see a significant difference between anything and 

akarmi: the latter can only appear with some (mostly overt) 

modal operator in a simple sentence. Thus in (J1) the quan­

tifier is, following the stress rule, included in the scope 

of negation (-hat- is a modal operator for ’can’):

(J1) "Nem olvashattam akarmit.
no,t read-can-past-I anything-acc.

’I could not read whatever I wanted’

Although the sentence is grammatical, nevertheless it does not 

have the requisite sense of universal negation (what would ' 

be suggested by simply following the glosses). But the reasons 

are principally semantic, firmly established in the logical 

structure of this and other Hungarian quantifiers, outside the 

frames of this paper.
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4. As we have seen, Hungarian stress does not have a signi­

ficant paradigmatic role, its role is rather syntagmatical. 

This is the way neutral and non-neutral sentences can be 

distinguished, the syntactic position of focus being phoneti­

cally marked, too. On the other hand, stress has at least two 

clearly logical functions: to distinguish between the univer­

sal and the existential quantifier and, a function on the syn­

tagmatical scale, to assign scope-relations. The two functions 

may interact as in the case of quantification and negation. It 

is also mainly a matter of stress-restrictions that Hungarian 

has the so-called multiple negation for the expression of any : 

comparing English any-sentences to their Hungarian equivalents 

we have found that a) the Hungarian equivalent of any is more 

modally bound and b) there is a crucial logical difference in 

the inner semantics of any and its Hungarian counterpart that 

is demonstrated on the different assignment of scope with the 

same stress and sentence pattern.

As a concluding remark it can be emphasized that stress 

in Hungarian appears to be significant enough to be treated on 

its right place in the syntax and semantics of the language.
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PROCEEDINGS OF THE ‘87 DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

lAszl6 marAcz

WH-STRATEGIES IN HUNGARIAN: DATA AND THEORY*

1. Introduction

In this paper I discuss some data on question (henceforth 
WH)-sentences in Hungarian and their consequences -for the 
theory of grammar. Our primary concern will be instances of 
fronted WH-sentences in Hungarian. I will introduce this con­
struction with the help of the following paradigms from 
English. Compare:

•
la Mary saw John.
b Who saw John?
c Who did Mary see?

In the examples of (lb,c) we find examples of ques­
tion-sentences derived from the single sentence (la). In (lb) 
the subject phrase is questioned, while in (1c) the object 
phrase is questioned. If the sentence in (la) is the embedded 
part of a complex sentence, and we want to question one of its 
constituents, then the question word must be fronted to the 
matrix sentence. Compare:

2a You think that Mary saw John.
b Who do you think saw John?
c Who do you think that Mary saw?

In (2b> the embedded subject of sentence (2a) is questioned, 
while in (2c> the object is questioned. Observe that the 
question words appear in the initial part, the so-called matrix 
sentence. This type of construction has been referred to in the 
literature as the fronted, extracted, or raised WH- 
-construction. It has been noted that these fronted WH- 
-sentences are rather limited in appearance. They may appear 
only if the matrix verb is a so-called ”bridge-verb“. Bridge 
verbs belong in general to the semantic class of verbs of 
knowing, saying and perception. For example, the verb “brag" 
does not qualify as a bridge for fronted WH-phrases as we may 
see from the comparison between (2b) and (3):

3 * Who do you brag saw John?

It may be concluded from this brief Introduction that the 
Questioning of an embedded constituent seems to cause more 
problems in natural language than the questioning of phrases in 
single sentences. In English a way out of this problem is 
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provided by -Fronting the embedded question word into the matrix 
sentence. We have seen, however, that this phenomenon is 
subject to restrictions. Below I will present some more 
example sentences. The question arises whether all languages 
solve this problem in the same way. Taking Hungarian into 
consideration, the answer to this question is unambiguously: 
NO. In the literature on this topic two sorts of strategies 
have been noted for questioning a constituent of an embedded 
sentence: a strategy analogously to the fronting construction 
in English! and the so-called MIT-strategy. In section 2 I re­
view some of the properties of the fronted WH-construction in 
Hungarian that have been discussed in £. Kiss (1931, 1985, 
1987) and Horvath (1981, 1986). In section 3 I discuss the 
MIT-strategy. This strategy of forming embedded questions in 
Hungarian has been noticed first in De Mey and Marlcz (1986). 
Its main characteristic is that the embedded question word 
remains in-situ in the Focus-position of the embedded clause. 
In the matrix sentence a question word dummy appears MIT 
("what-ACC")' appears which represents the scope of the real 
question word in the embedded sentence. In section 4 I draw 
some conclusions from the existence of both types of strategies 
of embedded questions in Hungarian which are relevant for the 
study of the theory of grammar. The existence of both embedded 
question strategies provides empirical evidence for the Cor­
respondence Hipothesis:

4. CORRESPONDENCE HYPOTHESIS: whenever there is a 
syntactic reflex of the assignment of (wide) scope, 
the dependency involved and fronted WH- 
-constructions obey to a large extent the same 
governing and bounding conditions.

A consequence of the Correspondence Hypothesis is that there is 
no need to postulate a separate level for the representation of 
scope which has been called Logical Form (LF) in the linguistic 
literature. However, the unification of the properties of 
fronted WH-constructions and WH-in-situ-construetions has, 
somewhat disappointingly, NOT been a major tenet of research in 
the Government and Binding program in recent years (cf. Aoun et 
al. (1980), Huang (1982), Hornstein (1984), Lasnik and Saito 
(1984), Aoun (1986), Chomsky (1986), among others). Rather, on 
the basis of observations made in Huang (1982), to the effect 
tnat WH-in-situ in Chinese does not obey locality conditions, 
it has been concluded that wide scope assignment is not 
restricted by the Subjacency Condition; and thus Subjacency is 
not operative at the level of Logical Form (LF), calling the 
existence of LF into doubt. This is the opposite of the result 
I will argue for on the basis of Correspondence Effects in 
Hungar i an.
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2. Fronted WH-constructions in Hungarian

Consider the -following sentences:

5a KIT gondolsz *(hogy)
who-ACC th i nk-2sg-inde-f that 

litta Jinost
saw-3sg-de-f John-ACC

’Who do you think (ifthat) saw John?’

b KIT gondolsz *(hogy) Jinos
who-ACC think-2sg-indef that John 
litott -- 
saw-3sg-indef 
’Who do you think (that) John saw?’

c KIVEL gondolod )f (hogy) Jinos
who-INSTR think-2sg-indef 
talilkozott 
met-3sg-indef 
’Who do you think (that) John

that

met?’

John

which boy-INSTR think-2sg-def that 
Jinos talilkozott

6a MELYIK 
wh i ch 
-- lit 

sav 
’Which

FIJT
boy-ACC 

ta
<-3sg-ACC 
boy do yi

gondolod 
th i nk-2sg-def

Jinost 
John-ACC 

ou think (*that)

*(hogy) 
that

saw John?

b MELYIK FIOT gondolod *(hogy)
which 
Jinos 
John

boy-ACC 
litta -- 
saw-3sg-

th i nk-2sg-def 

def

that

’Which boy do you think (that) John saw?’

c MELYIK FIOVAL gondolod *(hogy)

John met-3sg-indef
'Which boy do you think (that) John met?’

Examples (5-6) are Instances o-f fronted WH-constructions, in 
Hungarian presented and discussed in Horvath (1981, 1986 
chapter 4) and in tf. Kiss (1981, 1985, 1987 chapter 3). The 
acceptability of these sentences is subject to dialectical 
variation. In fact, most of my informants entirely reject this 
strategy for question an embedded constituent in Hungarian (cf. 
also Komldsy (1986)). However, from the literature it is clear 
that native-speakers report instances of fronted WH- 
-constructions. As t. Kiss (1981) points out, cases of fronted 
WH-constructions have been discussed by traditional linguists 
as well, e.g. Zolnay (1926). The phenomenon of fronted WH- 
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-constructions is especially -Frequent in the spoken language 
(cf. also De Groot (1981), Szalamin (1978), Szamosi (1976), and 
Anna Szabolcsi p.c.). There is a group o-F informants who accept 
the sentences in (5-6) only marginally. For this group of 
native-speakers there is even a preference hierarchy: the 
acceptability of fronted WH-constructions decreases from 
(5c,6c) > (5b,6b) > (5a,6a). In (5c,6c) a thematically de­
termined or “oblique" argument is questioned; in (5b,6b) the 
object; while in (5a,6a) the subject. Apparently the phenomenon 
of fronted WH-constructions in Hungarian is for some speakers 
restricted by a so-called "Accessibility Hierarchy" (cf. Comrie 
(1981) for other examples):

7 oblique > direct object (nominative) > subject
(nomi nat i ve)

This hierarchy defines ease of accessibi1ity to fronted WH- 
-constructions. An oblique argument may be extracted more 
easily than any other argument Of the verb, while a direct 
object may be extracted more' easily than a subject. The 
question that arises, is: how are embedded questions formed in 
those cases in which fronted WH-construction is unavailable? We 
will return to this question in the following section. Let us 
turn to a discussion of the properties of the sentences (5-6). 
I will discuss the following more language-specific properties 
of fronted WH-constructions (cf. 8a-e): and some properties 
appearing in general with this type of construction (cf. 8f-h).

8a The obligatory presence of the complementizer HOGY 
("that") 

b The role of the anticipatory pronoun 
c Case change of the fronted nominative subject 
d Fronted WH-constructions are a subcase of Focus­

front i ng 
e Morphological adjustment of the matrix verb 
f The gap at the extraction site must remain non-overt 
g Fronted WH-constructions are allowed by bridge verbs 
h The meaning of Fronted WH-constructions

(a) THE COMPLEMENTIZER HOGY (“that") is obligatory in 
Hungar i an.

In (5,a,b,c - 6a,b,c) the embedded subject, direct object, 
and an inherently selected argument, (the Hungarian verb 
TAL4LK0Z ("meet") selects an instrumental argument), are 
fronted from the subordinate sentence respectively. Notice that 
in contrast to fronted WH-constructions in English, the 
complementizer HOGY (“that") must be obligatorily present in 
order to avoid ungrammaticality. In English the complementizer 
THAT must be dropped in case of subject-raising, whereas the 
complementizer is optional in the case of object raising. This 
phenomenon has been called the THAT-TRACE EFFECT in Chomsky and 
Lasnik (1977). Thus, if English possesses a That-Trace Effect,
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Hungarian has an ANTI-THAT-TRACE EFFECT.

(b> THE ANTICIPATORY PRONOUN of the embedded clause may not be 
spelled out.

Hungarian embedded clauses are normally introduced by a 
Case-marked variant of the anticipatory pronoun AZ ("that"). In 
some instances the pronoun and the clause may -form a 
discontinuous constituent. For example, in case the embedded 
sentence is focussed the clause introduced by HOGY has to be 
displaced (cf. Kenesei (1984), (1985) for details).

9 azt tudtam hogy el fogsz
that-ACC knew-lsg-def that away will-2sg 
j dnn i 
come-infinitive
*1 knew that you would come.’

The anticipatory pronoun may not be spelled out in case an 
embedded constituent has been fronted in a WH-sentence:

. 10 # KIT gondolsz AZT hogy Jinos Utott

(c) Case change of the EMBEDDED NOMINATIVE SUBJECT.

Hungarian subjects are nominatively marked. Note that in 
(5a,6a) the fronted embedded subject undergoes a Case change. 
It ends up accusatively marked. Note, further, from (5-6) that 
non-nominative fronted WH-phrases retain their Case during this 
fronting process.

(d) Fronted WH-constructions are a subcase of FOCUS-FRONTING. 
Fronted WH-construetions in Hungarian are a special case of 
Focus-fronting. In fact any argument of the embedded sentence 
may be raised from an embedded clause into the matrix sentence, 
but only if it lands in the Focus-position (F). Hungarian 
syntax possesses a fixed Focus-position 1eft-adjacent to the 
verb. Compare:

11 j-MARIT gondolod hogy Uttam
Mary-ACC think-2sg-def that saw-lsg-def
'It is Mary who you think that I saw.'

(e) MORPHOLOGICAL ADJUSTMENT of the matrix verb.

Verbs in Hungarian are conjugated in two different ways. 
They display either definite (glossed as def) or indefinite 
conjugation (glossed as indef). The definite paradigm is used 
in case of the accusative argument of the verb is definite) 
otherwise the indefinite paradigm is used. However, in a number 
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of cases this informal rule is not obeyed. Embedded sentences 
introduced by AZT ("that-ACC“), for example, trigger the de­
finite conjugation as may be seen from sentence (9). The ques­
tion words KIT (”who-ACC“) and MELYIK NP-ACC (“which NP-ACC“) 
behave differently. Comparing (5a,b) and <6a,b) re­
spectively, accusative WHO-phrases trigger indefinite con­
jugation but WHICH-phrases trigger definite conjugation. Note 
that in the case of an indefinite embedded nominative subject 
or accusative object is fronted the matrix verb is in the 
indefinite conjugation form. Because of the morphological 
adjustment in the case of indefinite fronted WH-phrases, there 
is an agreement correspondence between the matrix verb and the 
embedded verb in the case of fronted embedded accusative 
objects. The matrix verb and the embedded verb are both con­
jugated definitely in case a definite WH-phrase is raised, 
while they are conjugated indefinitely when an indefinite 
WH-phrase is raised.

(f> THE GAP at the extraction site must remain non-overt

If it is assumed that the fronted WH-phrase in (5,6) is an 
argument of the verb of the embedded clause, then the question 
arises whether its position, i.e. the extraction site, must 
remain non-overt or whether it may be filled by a personal 
pronoun? The counterparts of the sentences in (5a,6a) re­
spectively are ungrammatical with an overt pronoun (J (“he") 
spelled out at the extraction site. Compare:

12a KIT gondolsz IHhogy) fl litta Jlnost
b MELYIK FI6T gondolod *(hogy) 6 lltta JJnost

(g) The phenomenon of WH-frenting is allowed by BRIDGE VERBS.

In Hungarian, as is the case in a number of other 
languages, fronted WH-construction is only allowed in the 
context of verbs belonging to the semantic classes of 
PERCEPTION VERBS, VERBS OF SAYING, and VERBS OF KNOWING. Bridge 
verbs in Hungarian assign accusative Case to their objects.

(h) The fronted is assigned WIDE-SCOPE.

A felicitous answer to the WH-questions in (5,6) would be 
respectively: PiTERT ("Peter-ACC“)1 P£TERT (“Peter-ACC") I P£- 
TERREL ("Peter-INSTR“). From this we conclude that a WH-phrase 
in a WH-sentence is assigned scope over the other con­
stituents in the clause.

Summarizing, the fronted WH-construction in Hungarian 
represents a continuum. It may be rejected completely, it may 
be accepted unrestrictedly, or it is restricted by an 
accessibility hierarchy (cf. 7.). With respect to the second 
and third dia 1ect/idio1ect it has the properties in (a)-(h) as 
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c1-bussed in this section. Let us turn now to a discussion of 
the question put forward in the beginning of this section: how 
are embedded questions formed in those cases in which fronted 
WH-construction is unavailable?

3. MIT-strategy

what-ACC 1ike-C0ND-2sg that John who- INSTR 
beszdlj en

In De Mey and Maricz (1986) it has been reported that the most
common strategy to form embedded questions in 
employ the so-called MIT-strategy. Compare 
counterparts of the sentences in (5,6) in the

Hungarian is to 
the structural 
MIT-strategy:

13a MIT gondolsz
what-ACC think-2sg 
’Who do you think saw

hogy Jlnost KI
that John-ACC who
John?'

Utta 
saw-3sg

b MIT gondolsz hogy Jinos
what-ACC think-3sg that John

’Who do you think that John saw?’

KIT litott
who-ACC saw-3sg

c MIT szeretndl hogy Jinos KIVEL

speak-3sg-SUBJ
'With whom would you like that John should speak?’

Utta

14a MIT 
what-ACC 
MELYIK Fid 
which boy 
'Which boy

gondolsz hogy
think-2sg that

Utta 
saw-3sg 

do you think saw

Jlnost 
John-ACC

John?'

b MIT gondolsz hogy Jinos MELYIK FIdT
what-ACC think-2sg that John which boy-ACC

saw-3sg?’
’Which boy do you think that John saw?’

c MIT szeretntfl hogy Jinos
what-ACC 1ike-C0ND-2sg that John
MELYIK FIdVAL beszdljen
which boy-INSTR speak-3sg
'With whom would you like that John should speak?’

The reason we discussed the more marked construction of WH- 
-fronting first, is, because of the fact it has, surprisingly, 
received more attention in the literature; and has caused more 
discussion. A number of native-speakers tend to interpret the 
sentences above as consisting of two parts. In those cases the 
WH-phrase MIT is the object of the matrix verb as in (13-141 
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asking -for the contents of thought or communication. The second 
part is an indirect question expressing the issue on which an 
opinion or statement is being asked. In such cases sentence 
(13a> could be paraphrased as Tol lows: What is your opinion on 
the following question: What do you think: Who saw John? (cf. 
De Mey and Marlcz (19861). Furthermore, all native-informants 
report that in such cases the complementizer must be dropped. 
Probably in these cases we have another strategy for solving 
the problem of questioning embedded constituents. I belive, 
however, that this strategy does not belong to the 
sentence-grammar as such and hence I will not discuss it 
further at this place. Let us turn to a discussion of the 
MIT-strategy. The MIT-strategy has the following properties:

15a The question word remains IN-SITU
b The anticipatory pronoun may not spelled out 
c The scope marker MIT is assigned accusative Case
d The complementizer HOGY (“that") is optional
e The MIT-strategy displays locality effects 
f The MIT-strategy is allowed by bridge verbs 
g The meaning of the MIT-sentences

(a) The question words remain IN-SITU in the Focus-position of 
its clause.

In the surface position of the fronted WH-sentence variant, 
i.e. the matrix Focus, now a dummy question word MIT 
("what-ACC") appears which represents the WH-ln-situ in the 
matrix sentence.

(b) THE ANTICIPATORY PRONOUN may not be spelled out in the 
MIT-strategy.

The MIT-strategy has this property in common with fronted 
WH-constructions (cf. (b) of section 2). Compare:

16 * MIT gondolsz AZT hogy Jlnost KI Htta

(c) The MIT-phrase bears the CASE which would be assigned in 
declaratives to the anticipatory pronoun and to a raised 
nominative WH-phrase in the fronting-strategy (cf. (b) and (c) 
respectively of section 2) .

(d) The complementizer HOGY (“that") is optional in MIT-con-
struct ions.

Recall that in the fronted 
complementizer always has to be 
section 2). Consider!

WH-construction
present

variant the
under (a) of(cf .



’•7 MIT gondolsz KI litta Jinost
what-ACC think-2sg who saw-3sg John-ACC 
'Who do you think saw John?’

The optionality o-f the complementizer in the MIT-constructions 
de-ends on the position o-f the real question word in the 
embedded sentence. In the case o-f the question word is in
initial position as in (171 native-speakers tend to drop the 
complementizer, whereas if the real WH-word is not in initial
position as in (131 and (14), the complementizer is spelled
out.

(e) The MIT-strategy displays LOCALITY e-f-fects.

In the case of multiple embeddings the Focus-positions up 
to the Focus-position of the matrix sentence must be filled 
with the dummy WH-phrase MIT ("what-ACC"). Compare!

18 MIT gondolsz hogy Mari *(MIT) mondott
what-ACC think-2sg that Mary what-ACC said-3sg
hogy JInos KIT litott
that John who-ACC saw-3sg
’Who do you think that Mary said that John saw?’

Observe that the MIT-phrase must be repeated in each clausal 
domain. This shows that the MIT strategy is subject to a 
locality effect.

(f) The MIT-strategy is allowed by BRIDGE VERBS.

The MIT-strategy is allowed with the same verbs as the 
fronted WH-construetions, that is with VERBS OF SAYING, VERBS 
OF KNOWING, and PERCEPTION VERBS (cf. (g) of section 2).

(g) The WH-IN-SITU in the MIT-strategy takes wide scope.

From a comparison of the English translations in (1,2) and 
(13,14) respectively, it can be observed that fronted WH- 
constiuctions and their equivalents in the MIT-strategy have 
the same meaning. A felicitous answer to both the WH-questions 
with the fronted WH-variant and their counterparts in the 
MIT-strategy would be respectively: P£TERT ("Peter-ACC")I 
P£TERT ("Peter-ACC")! and PSTERREL ("Peter-INSTR"» (cf. <h) 
section 2). From this I conclude that the MIT-phrase functions 
as a scope marker in the sense of Baker (1970). It represents 
so to speak the scope of the embedded real question word in the 
matrix sentence.

Summarizing, in this section I have discussed a strategy to 
form embedded questions in Hungarian in which the real question 
word remains In-sltu in the embedded clause. Native-informants 
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report that the use o-f the MIT-strategy is by -far the most 
common strategy to -form embedded questions in Hungarian.

4. Correspondence Effects

Elsewhere (cf. Maricz (1987), to appear), I have presented an 
analysis of fronted WH-constructions in Hungarian within 
Chomsky’s (1986b) BARRIERS-framework. The intuition behind this 
analysis is that the bridge verbs have a lexical property to 
make the domain of the embedded clause transparent for long 
distance relations. This is indicated by the fact that the 
anticipatory pronoun may not be spelled out both in case of 
fronted WH-constructions and in the case of the MIT-strategy. 
Furthermore, it can be shown that both strategies are subject 
to island conditions or locality effects such as the Complex 
Noun Phrase Constraint, the Sentential Subject Condition, and 
the Adjunct Condition. The locality effect in the case of the 
MIT-strategy is stressed by the repetition of the MIT-phrase in 
each clausal domain. These phenomena support the idea that 
fronting of the WH-phrase in the raising-variant or the 
percolation of the scope of the real question word in the case 
of the MIT-strategy proceeds SUCCESSIVE CYCLICLY. It might be 
hypothesized that these locality effects resolve the complexity 
of the formation of embedded questions. The existence of two 
different WH-question strategies in Hungarian and some of their 
properties discussed above have some consequences for the 
theory of grammar.

As noted above the fronted WH-constructions and their 
MIT-counterparts do not differ in meaning, that is, the 
question words take widest possible scope in both strategies. 
This parallelism and the other properties that fronted 
WH-constructions and the MIT-strategy in Hungarian have in 
common reported above provides support for the Correspondence 
Hypothesis:

19 CORRESPONDENCE HYPOTHESIS: whenever there is 
a syntactic reflex of the assignment of (wide) 
scope, the dependency involved and fronted WH- 
-constructions obey to a large extent the same gov­
erning and bounding conditions.

As indicated briefly above, governing conditions involved are 
the selection and L-marking (cf. Chomsky (1986b) for this 
concept) of a subordinate clause by a bridge verb, while the 
principle of Bounding Theory involved is the Subjacency 
Condition (cf. Chomsky (1986b) for details), to be more precise 
O-subjacency. Note that the Correspondence Hypothesis is not a 
rule of the grammar but has only descriptive status. In fact, 
it states that the grammar of WH-gaps and the grammar of scope 
are constrained by the same syntactic principles. For this 
reason the Correspondence Hypothesis represents the 
null-hypothesis. However, the unification between the grammar 
of WH-gaps and WH-in-situ has surprisingly not been a major 
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tenet o-f research in the Government and Binding -framework in 
recent years (cf. Aoun et al. (1980), Huang (1982), Hornstein 
(.’984), Lasnik and Saito (1984), Aoun (1986), Chomsky (1986), 
among others). Rather, on the basis of observations made in 
Huang (1982), who argues that WH-in-situ in Chinese does not 
obey locality constraints, it has been concluded that wide 
scope assignment is not restricted by Bounding Theory and thus 
the Subjacency Condition is not operative at the level of 
Logical Form (LF). This is the opposite of the result we have 
reached on the basis of Correspondence effects in Hungarian. In 
Huang-Chomsky’s terminology wide scope assignment in Hungarian 
is restricted by the Subjacency Condition and consequently 
Subjacency holds at LF. From the point of view of language 
acquisition, it would be unmotivated to escape this 
contradiction by setting parameters at LF with respect to 
Bounding Theory (cf. Chomsky (1986a), p 220). Furthermore, in 
several other studies the Correspondence Hypothesis has 
received empirical support from other languages than Hungarian, 
such as Italian and German (cf. Longobardi (1986) and Van 
Riemsdijk (1983)1 Bayer (1984) respectively). Recall that the 
scope of the WH-word in the fronted WH-construction in 
Hungarian corresponds directly to its position in syntax, 
whereas the scope of the WH-in-situ in the MIT-strategy is 
represented at another position than where the WH-phrase is 
physically realized. However, the real WH-phrases have wide 
scope in both strategies. Therefore, it is legitimate to put 
forward the following question) why are there two possible 
strategies which result in the same scope reading? In the 
literature several answers to this question have been 
suggested. For example, according to Williams (1986), natural 
languages have the following two syntactic quantificational 
schemes at their disposal, namely an adjunction and an in-situ 
scheme respectively:

20a [Q N3C...t . . . 3 
b C. . . CQ N' 3* . . . 3*

Fronted WH-constructions are an instance of pattern (20a), 
interpreted cyclically, in which the WH-phrase is actually at 
the position of operator )i, whereas the MIT-strategy patterns 
as in (20b) in which the WH-in-situ is bound by the operator 
)i. The MIT-phrase is in fact an overt representation of )i. It 
must be admitted, that it is not quite clear at the present 
state of research why natural languages should have the 
quantificational schemes in (20) and only those. Whatever the 
exact reason for the parallel existence of fronted 
WH-construction and WH-in-situ is, it is obvious that the 
Correspondence Hypothesis represents the nu11-hypothesis and 
that Correspondence Effects are the unmarked case. What seems 
to be at stake then, is, that the transfer of scope features 
is constrained by the same principles as the Case and thematic 
features. Hence, this leads to the following generalization 
defended in Koster (1987)) the transfer of grammatical features 
(Case, thematic roles, scope, etc.) is restricted by the same 
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syntactic principles.
I derive the -following consequences -from the Correspondence 

Hypothesis. First, the WH-in-situ -facts of Chinese-Japanese 
should be reconsidered. The nul1-hypothesis dictates that it 
might be worth to investigate whether these languages display 
locality effects in such cases as well. Studies along these 
lines have been carried out (cf. Pesetsky (1984) and Koster 
(1987)). If their conclusions are correct, then, languages such 
as Chinese with wide scope WH-in-situ but lacking the 
phenomenon of overt scope markers will provide direct insight 
into the opacity properties of Universal Grammar, because there 
is no overt evidence for the child available to "construct" 
locality effects. Second, if wide scope assignment is 
restricted by the Subjacency condition and Subjacency is a 
syntactic constraint, as is generally assumed, then a separate 
level for the representation of scope, i.e. LF, is unnecessary, 
that is, LF is identified with syntax (see Williams (1986) for 
a similar conclusion). Note that the rule of Quantifier Raising 
in this framework is replaced by the adjunction of the abstract 
operator :i to the sentence at the level of syntactic 
representation.

5. Concluding Remarks

In this paper I have discussed strategies of embedded question 
formation. Native-speakers consulted report that those strat­
egies are subject to dialectical/idiolectical variation. 
Speakers of Hungarian who reject fronted WH-constructions for 
forming embedded questions can only rely on the MIT-strategy. 
Following Chomsky (1986a, p. 75), I may suppose that such 
dialectical variation is associated with a parameter: MOVE WH. 
If this parameter is real, it may be hypothesized that it is 
associated with various other phenomena in Hungarian such as 
the licensing of parasitic gaps, the setting of the in- 
def inite/definite conjugational paradigm in multiple fronted 
WH-constructions, etc. I will leave the assessment of the 
inductive strength of this parameter as a task for further 
research. The presence of these WH-strategies in the grammar of 
Hungarian has consequences for the theory of grammar. The 
existence of both strategies yield empirical support for the 
Correspondence Hypothesis which excludes the existence of an 
independent level for the representation of scope, i.e. LF.

NOTES

-It- I am extremely indebted to Istvin Bodnir, Piroska CsJri, 
Zsuzsa Gfcseg, Andris Jinossy, Liszld Klimin, Mirta Maleczki, 
Liszld Pdlos, Zoltin Szabd, and Tibor Szicsinyi for dlcussion 
on the data presented in thia paper, 1 am extremely indebted to 
Sjaak de Mey for helping me to evaluate the data cpllectedl and 
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for detailed and careful comments on an earlier version. I want 
to thank Eric Hoekstra for a critical survey of the text. I 
alone am responsable for the conclusions and claims made above.

1 In this paper, the following abbreviations will be used: 
ACC-accusative Case; INSTR-instrumental Case; def-definite con­
jugation; indef-indefinite conjugation; COND-conditionalis 
mood; SUBJ-subjunctive mood.
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PROCEEDINGS OF THE ‘87 DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

ZBIGNIEW KARISKI

LOGICAL SYMMETRY AND NATURAL LANGUAGE RECIPROCALS*

1. Introduction

In this paper I shall address some issues concerning 
the applicability of the notion of symmetry as defined in 
mathematical logic to those natural language expressions 
that may most naturally invite such application, namely so 
called reciprocal expressions. I shall accept the standard 
definition of symmetry as a property of relations (where a 
relation R is a set of ordered pairs):

(A)(i) A relation R on a set 3 is symmetric if, for 
any two elements x and y of s if xRy then yRx

(ii) Asymmetric: For all x and y in S, if xRy then 
not yRx

(iii) Non-symmetric: neither symmetric nor asymmetric 
(cf. Partee 1978:10)

It is more difficult to avail oneself of a well-estab­
lished parallel linguistic definition of reciprocity. Thus 
one can start with a morphological criterion and study a 
set of structures with one or more designated morphemes, 
call them "reciprocal elements", such as each other/one 
another in English2 and reserve the term "reciprocity" 
for well-formed expressions with those designated elements. 
By this criterion, (1)-(6) would all be examples of reci­
procity in English:

(1) They love each other.

(2) These monks lash each other/one another.

(5) The guests followed each other/one another.

(4) The guests followed each other/one another into 
the room.

(5) We had beds on top of each other/one another 
(in a oleeper).

(6) Pike eat each other/one another.
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On the other hand, English wffs such as (7)-(8) and similar 
would not fall under thus defined reciprocals:

(7) They kissed.

(8) They collided.

What this approach would miss is that, intuitively, 
(1) and (7) are much more related in terms of some common 
sense notion of reciprocity and symmetry than are (1) and 
(4)-(6). In fact, (7) is more strongly symmetric or recip­
rocal in terms of the event it describes than any of (1)- 
(6), while (4)-(6) cannot in any non-ad hoc way be recon­
ciled with a common sense notion of reciprocity, and even 
less so with logical symmetry. Thus (4) can be truthfully 
asserted only if there is not a single pair of guests x, y 
such that if x followed y tlien y followed x. Similarly, 
in (5).

On the other hand, if one starts one's linguistic de­
scription with some ready semantic definition of reciproc­
ity, say based on symmetry defined on relations as in (A), 
one would ultimately have to consider sentences such as 
(4)-(6) either as absurd or else as completely unrelated 
to (1), except by a homophonous/polysemous expression each 
other/one another. I will try to demonstrate in this paper 
that examples (1) to (8) represent a semantically discrete 
continuum, with examples of type (4)-(5) at its one extreme, 
and examples of type (8) at its other extreme. The logical 
discreteness warrants possible distinct morpho-syntactic 
expressions for particular distinct points on the semantic 
scale in one language, witness (7) and (8) with no overt 
"reciprocal element" in English; the fact that we deal with 
a continuum justifies no "surface" morphosyntactic differ­
ences between expressions of its discrete points, as is the 
case with English (1) on the one hand, and (5)-(6) on the 
other. In Polish, all semantic types of expressions covered 
by our English examples (1)-(8) may be expressed by means 
of one designated element, namely the reflexive pronoun, 
which, interestingly enough, expands the continuum to cover 
both reciprocals and reflexives. ’

In the remainder of this discussion I shall retain the 
mixed informal term "reciprocal expressions" as a shorthand 
to cover all types exemplified in (1)-(8), i.e. including 
those types where the occurrence of a designated "reclprv- 
cal element" does not Induce common sense reciprocity or 
anything close to logically defined symmetry, and those 
types where no designated reciprocal element occurs but 
whose interpretation is related to symmetry or common sense 
reciprocity. However, in a more explicit and uniform for­
mulation, the types exemplified above will be claimed to be 
related in terms of reduction or neutralization of logical 
ordering of terms with respect to a relation H. The scalar- 
tty alluded to above will accordingly be presented In terms 
of different logically definable degrees of order neutrali­
zation.

50



A few other introductory remarks are in order before 
we proceed any further, firstly, I will assume without ar­
gument that transitive verbs, including their basic and de­
rived expressions in the sense of type-theoretic categorial 
grammar, can be represented in terms of two-place relations 
(in intension) in Montague-style semantics. Our discussion 
will be limited to basic and non-basic expressions of the 
category TV, i.e. syntactic functions NP/IV of type 
<e,<e,t» . I will also take it for granted that there 
are language specific ways of representing the logical order 
(place) of arguments with basic expressions of binary rela­
tions. Thus English represents the ordering in terms of syn­
tactic position with respect to a TV while "free-word-order" 
languages such as Polish typically represent the ordering by 
means of morphological system of case-marking. Likewise, I 
will assume after Lowty ( 198 2) that syntactic rules in a cat­
egorial format refer only to logical ordering whereas it is 
a job of syntactic operations to specify language-specific 
ways of mapping the logical ordering of arguments into sur­
face structure (linear ordering and/or case marking etc,).

Secondly, the logical definition of symmetry (A)(i) 
qua property of binary relations is not directly applicable 
tc the range of above English examples and their equivalents 
In other natural languages for several reasons, as it stands, 
the definition refers to binary relations which are exten­
sions of some basic or non-basic expressions of two-place 
predicates. Thus, relative to a specified universe of dis­
course, a given relation is once and for all invested with 
the property of symmetry (a)(i) or its derivatives (A)(ii) 
and (A)(iii). If we transfer this definition directly to 
English, we might for instance want to treat as symmetric 
relation the extension of the basic TV resemble in the set 
of all individuals, or the relation be a siter of in the set 
of all female individuals. This transfer causes numerous 
problems if it is interesting at all.

There are very few expressions (especially basic ex­
pressions of TV) that we could honestly treat in terms of 
symmetric relations sensu stricto. Those that appear to be 
most susceptible to such treatment tend to misbehave in some 
relevant tests. While we can still claim that ( 10) can be 
inferred from (9) by postulated symmetry, analogous infer­
ence would be problematic from (11) to (12) 

(resembles 1<9) Jim (looks like/ Tom'

(10) Tom resembles Jim.
<11> ^K^Uke] a donke^

(12) A donkey resembles Tom.

Moreover a reciprocal construction (13) is odds
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(15) Tom and a donkey resemble each other/one another.

Turning back to the heterogenous set of reciprocals in 
(1)-(8), it is easily seen that those examples among them 
that do allow interpretation in terms of common sense reci­
procity or symmetry do not necessarily contain expressions 
of relations invested with the property of symmetry in the 
sense discussed above. Thus love or lash cannot be sensibly 
postulated to denote symmetric relations in the domain of, 
say, all humans. Clearly, definition (A)(iii) of non-sym­
metric relations applies to these much more comfortably. In 
( 1), for instance, by means of a special designated ele­
ment, the non-symmetric love relation is made to pick up 
just that subset of pairs characterized by it for which 
both orders are true. Therefore, symmetry in this case 
cannot be taken to be an "independent" property of the re­
lational expression involved, but derived by a morphosyn- 
tactic rule with its semantic correlate. We will be further 
concerned exclusively with this "contingent", derived sense 
of symmetry and reciprocity whereby it is a property not so 
much of relational expressions in them as a property of 
one-place predicates construed from those (usually non-sym- 
metric and less usually asymmetric) relational expressions 
by specified rules.

Finally, even the narrow sense of symmetry as defined 
above will be shown to have only a limited application to 
the set of reciprocal constructions in linguistics. In the 
next section it will be demonstrated that some significant 
attempts to interpret natural language reciprocals in 
terms of truth conditions for thus modified logical sym­
metry must fail in the face of examples such as (4)-(5) on 
the one hand, and, more surprisingly, examples of type (8), 
on the other, which represent the two extremes of the scale 
to be proposed. The former elude analysis in terms of sym­
metry, however adjusted, for the simple reason that the re­
lational expressions involved in them can best be assumed 
to denote asymmetric relations (cf. follow) In the sense 
defined in (A)(ii), and therefore one cannot even talk 
about a subset of pairs for which both orderings ape true 
with respect to those relations. The latter, of the collide 
type preclude a consistent treatment in terms of symmetry 
in spite of the intuitive feeling of strong symmetry in­
volved. The reason is that symmetry is defined in terms of 
implication whose antecedent and consequent represent two 
reverse orderings of variables with respect to R; obviously, 
both the antecedent and consequent must be well formed for­
mulas independently of each other. This last condition, 
however, is not met with expressions of the collide type. 
Thus (14) cannot be split into two (conjoined) sentences 
(15), for these sentences will not be well formed:

(14) A truck anil a buu collided,

(15) + A truck collided a bus and a bus collided 
a truck.
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Hence, collide and similar verbs cannot be treated as basic 
expressions of two-place relations between individuals in 
the same sense as love and kiss can, and therefore the prop­
erty of symmetry is not applicable to the former as it can 
be to the latter. Verbs of the collide type should best be 
treated as basic expressions denoting properties of sets 
(cf. Bennett's (1975) category TV), which makes them closely 
related to verbs such as gather. Thus one end of our con­
tinuum shades off into apparently a different area of syn­
tactic and semantic study.

2. Weak Reciprocity Is too Strong

Langendoen s 1978 paper The Logic of Reciprocity is the 
most explicit and consistent attempt in the literature on 
the subject known to me, which provides a uniform all-in­
clusive logical interpretation of a set of reciprocal sen­
tences in English. He Is concerned only with what he calls 
Elementary Reciprocal Sentences (ERos) which are sentences 
of the form aRr in which A denotes a set of cardinality 
>2, R is a relation on AxA, and r is a reciprocal element, 
e.g. each other and one another. ("Langendoen 1978:177)

After considering several interpretive proposals in 
the literature, notably i'iengo and Lasnik (1973), and a 
broad range of English data, langendoen concludes that pro­
posals are all too strong in the sense that they logically 
preclude several attested interpretive options available 
for English HR8s. He then puts forward his logical transla- 
.ion termed weak Reciprocity ( wR) which has the advantage 
of being inclusive enough to cover the hitherto precluded 
Interpretations as well as all those accounted for in the 
earlier literature:

B: ( 4* 6 A)(V y,z € A)(x / y A x £ z A xRy A z Rx) 
(Langendoen 1978:179)

Let us take (1) repeated here for the reader's con­
venience and assume that they in this ER3 denotes a set 
A of cardinality 3.

(1) They love each other/one another.

A - {a,b,c}

Then WR allows (1) to be truthfully asserted for four con­
figurations (and others), where arrows symbolize the or­
dering of arguments with respect to R«love'.
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(16)(1) is a situation whereby for each individual x in A 
y=z in the formula for WR, and accordingly each individual 
in A loves another individual in A and is loved by that 
same individual, and moreover this reciprocal relation 
holds for any possible pair in A. Naturally, this situation 
or interpretation is closest to logically defined symme­
try (in the narrower sense). In (16) (ii), each individual 
in a loves another individual in a and is loved by that 
same individual, but not all possible pairs of distinct 
elements are thus related (a neither loves nor is loved 
by c). In (I6)(iii) y=z only for some individuals, namely 
a and b, but not for c (c loves a but a does not love c; 
c is loved by b but does not love b). flSXiv) represents 
the weakest configuration allowed By WR: for no elements 
in A, y=z, i.e. no individual in a loves and is loved by 
the same individual, although each loves and is loved by 
someone. This allows for asymmetric relations to be in­
volved in WR! I'or the minimum logical requirement of WR 
for ERSs is that for each element x of A there be a dis­
tinct element y of A such that xRy is true and there be 
an element z distinct from x in a such that zl(x is true, 
where y need not but may be identical to z.

Although langendoen does not explicitly mention it, 
WR is tantamount to the simple requirement of identity of 
Domain and Range of R in ERJs, i.e. the identity of both 
projections characterized by R in ERSs. How does this con­
dition or the interpretation of ERSs relate to symmetry? 
If a relation R is symmetric it will always characterize 
identical projections. However, the converse implication 
does not hold: identity of projections does not entail 
that R characterizing them is symmetric. Thus if WR were 
the adequate interpretation for reciprocals in English, we 
might conclude that the semantics of natural language re­
ciprocals is related to logical symmetry as identity of 
projections of relations is to logical symmetry. Analo­
gously, WR for ERSs is weaker than the common sense notion 
of r-eciprocity: thus although one can truthfully assert 
a formally reciprocal sentence (1) about a situation shown 
in (16)(1v), one would not readily admit that if Tom loves 
hary, I-Iary loves Jim and Jim loves Tom, the three are for-1 
tunate enough to experience reciprocal love relotions.

WR in Langendoen's formulation has an important ad­
vantage in that it allows for asymmetric Rs to be constit­
uents of ERSs, which we showed at the outset to be desir­
able considering the natural language data. Thus, sentence 
(3), repeated here, is covered by WR, even if we justifia­
bly consider the relation follow in the set of individuals 
(or events) to be asymmetric.
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(3) The guests followed each other/one another.

If there are three guests, (3) can be true in the situation 
shown in (I6)(iv), that is, if the guests move in a circle: 
each guest follows another guest and is followed by another 
guest but none of them follows and is followed by the same 
individual. The relation will characterize here three or­
dered pairs (x,y) such that in no case (y,x) will also be 
in its extension but both its projections will be identical 
and will each comprize the three guests.

The problem with WR is that it precludes the possibil­
ity of a truthful assertion of sentences such as (4) with 
the same asymmetric relation but most naturally describing 
a configuration such as (17) (again assuming cardinality 3):

(17) a b c 0 •  P -ye
Here, only b follows an individual in A and is followed by 
another individual; a follows someone but no one follows 
her, while c is followed but does not follow anyone. WR is 
not satisfied; the projections are not identical: the Do­
main (left projection) will be a set [a,b| and the Range 
(right projection) will be a set {b,cj.

Langendoen (1978) is aware of the problem and cites 
other examples to show that (4) is by no means an isolated 
case:

(18) The boxes are nested Inside one another, 
(hangendoen's (31))

(19) The children are lined up behind one another. (32)

He evades the problem by merely suggesting that in some 
cases the requirements of WR are suspended. These cases 
are confined to spatial and temporal relations that order 
the elements of A in the following ways: from top to bottom, 
from outside to Inside, from front to back, from left to 
right or from right to left, from earlier to later (1978: 
192).

This list and the principle are not exhaustive, and 
even if they were, they fall more under some intracatego- 
rlal pragmatically defined felicity conditions. These con­
ditions, however, should not prevent in principle a seman­
tic and syntactic categorial rule for ERSe from covering 
situations of type (17).

I will demonstrate presently that the spatial and tem­
poral relations listed by Langendoen are by no means the 
only ones that can enter ERE a interpretable in terms of 
non-ldentical projections and that therefore WR is not weak 
enough. But let us first return to the list and try to see 
what Is intuitively achieved by the ERSs with Rs which or­
der elements In apace and/or time In contradiction to the
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same relation in non-reciprocal sentences. Compare our ERS 
(5) with a non-reciprocal (20) where the latter may in fact 
be the precise description of the situation allowed but 
not directly described by the former.

(5) We had beds on top of each other/one another.

(20) Mary's bed was on top of mine.

If we assume that we in ( 5) is a two element set consisting 
of the denotations of Mary and mine in (20), and that on 
top of is an asymmetric relation R then the only possible 
configuration that both sentences can truthfully assert is

(21) a *b

The obvious difference between the two sentences is that 
while (20) explicitly asserts in which order the two indi­
viduals are alligned, i.e. which individual replaces which 
variable in the ordered pair (x,y), sentence (5) only as­
serts what kind of ordering is involved and is non-com- 
mi ttal as to which particular order holds true. Hence, in 
(5) as well as in langendoen's examples cited above as (18) 
and (19), the particular ordering of elements with respect 
to R is not retrievable (perhaps because it is conversation­
ally irrelevant). We will henceforward say that the order 
of arguments with respect to R is neutralised or reduced, 
where neutralisation of two possible orders does not entail 
the truth of both orders, although conjunction of two or­
ders is an Instance of order neutralization. Note that the 
negation of (20) leaves open the possibility that my bed 
was on top of Mary's, while the negation of (5) precludes 
both the latter interpretation and the one provided by (20). 
This inevitably suggests that the logical interpretation of 
ERSs should be based on alternative rather than conjunctive 
orderings.

Let us consider some examples to which Langendoen's 
list does not apply, yet which can be interpreted in terms 
of non-identical projections and therefore such an inter­
pretation will be outside the scope of WR. Take our (2) and 
assume that these are, say, ten monks Involved, and that 
lash denotes a non-symmetrlo relation in the set of all 
humans.

(2) These monks lash one another.

My intuition tells me that among various possible situations 
which (2) can truthfully describe (including all types shown 
in (16), there is an extreme case whereby there is not a 
single monk x in the set who both lashes another monk y in 
this set and-!s lashed by yet another monk z (where y»e or 
y^z). This situation may be represented as,~for instance,(22):
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These monks' = (a,b,c,d,e, 'k .
(22) f,g,h,i,j) X. /

fo go ho io jo

Thus (2) may be truthfully asserted about the situation 
whereby the ten monks are divided by R into two subsets 
of the same cardinality such that the~job of five monks 
is to do the lashing and the passive job of the other five 
is to suffer the lashing. The projections characterized 
in this situation not only would not be identical but would 
not have a single common element I Of course, ERSs are not 
designed to describe directly this particular situation 
and the sentence will not be uttered to convey that partic­
ular allignment, but rather to escape commitment to any 
particular allignment. This could be done much more ef- 
ficlently by saying that five monks lash five monks, and 
still more precisely by identifying referentialy each five 
flanking the R. The point is that ERS (2) is non-committal 
as to who lashes whom in the set and by being non-commit­
tal does not exclude in principle the configuration shown 
in (23). All that needs be verified to establish the con­
tingent truth of (2) is whether each member of the group 
is involved in the lashing as either a lasher or a lashee 
(or both, since lash’ is postulated to be non-symmetric).

Even the last requirement may be weakened as the car­
dinality of the set A increases and these monks is taken 
to refer quasi-generically to a particular order of monks, 
say Camedules, which is characterized by practicing lashing 
even if not all Its members do actually practice it. The 
next natural step on this way is provided by generics of 
the type illustrated in (6) above. Clearly, we do not want 
to require that each specimen x of the species pike eat 
mother specimen y of the species and should eventually be 
eaten by another specimen z where y^z (or still less proba­
bly, y«z). All we want to say by (6) is that pike are char­
acterized by cannibalism. But this is just to say that both 
eaters and their prey are members of the same kind expressed 
by the generic subject of (6).

It may be concluded from the preceding discussion that the 
primary and most inclusive function of ERSs is the neutraliz­
ation of the logical ordering of individual constants with res­
pect to the logical ordering of variables specified by binary 
relations R. The neutralization thus conceived may involve all 
three types of relations: symmetric, non-symmetric, and asymm­
etric, and the range of available interpretations will depend, 
among other things, on which of these three types a given rel­
ation R is postulated a priori to represent. By neutralizing 
the order of constants with respect to an ordered pair of var­
iables reciprocal constructions in effect turn binary relations 
into characteristic functions of sets. This will be shown to be 
a formal correlate of the sense whereby the involvement in la­
shing (in either of the two "roles" with respect to this relat­
ion) characterizes the set of ten monks ip our example.
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WR as well as other "stronger" logical translations/ 
disambiguations of natural language reciprocals is still 
too strong. The reason is that it requires identity of pro­
jections of R in ERSs and thereby identifies ERSs with any 
other sentences with both plural subject and object argu­
ments ARB except that in ERSs A=B (cf. Langendoen 1978;§4). 
I have argued that this requirement should be abandoned 
under the pressure of numerous, however "marked", counter­
examples.

3. Order-Reduction Rule

The following discussion is largely based on the Mon- 
tague-style format of syntactic and semantic rules, and par­
ticularly on Bowty (1982) where rules called relation-re­
ducing rules are proposed to account for Unspecified Object 
Deletion and passives, cited here as (C) and (D) respectively.

(0) S5:<F5, <TV> , IV>
F^ (oC)=<< in English 
sem. operation Ax (Vy)f<Z'(y)(x)] 

e{eat, read, write, •••}

(D) S6:<F6,<TV>, IV>
sem. operation Ay (Vx )C(^’( y) )( x)]

Eng. Ffi (°O« be where <z'is the passive 
form of

In both cases reduction affects the number of syntactic ar­
guments, turning a TV into an IV. However, the remaining 
and the only argument in each case is still identified with 
one and only one logical position with respect to the order 
defined by a relation R. Thus the semantic operation in 35 
identifies the subject argument of the derived IV with the 
left argument of R, and the semantic operation in S6 iden­
tifies the subject of the derived passive IV with the right 
argument of R.

Now I suggest that the general rule for ERSs should 
belong to the family of relation-reducing "detransitlvizing" 
rules such as (C) and (D) in that a TV denoting a two-place 
relation is also turned into an IV of a special kind denot­
ing in effect a one-place predicate. Contrary to (C) and 
(D), the subject of the predicate thus derived will not be 
identified with any of the two particular logical arguments 
of R for the simple reason that it will consist of an unor­
dered pair (or a set - a union of unordered pairs) compris­
ing both terms which R orders in one of the two possible 
directions. Thue neither the subject set as a whole nor Its 
particular elements can be identified by virtue of the de­
rived syntax with either of the two variables ordered by R 
rather than the other. In this case relations R are reduced 
because order (a defining characteristics of R) is reduced 

58



or neutralized by a rule. The following rule, analogous to 
(C) and (D) has all the features discussed above:

(E) S7:<F7, <TV> , Tv> 
sem. operation:

X S/Ax [s(x)->Vy [s(y)A x><yA ((<*(y)(x)) v (<* (x)(y)))]] 

Fy^-oC each other or oC'~one another

17 in (E) is a syntactic category of one-place verbs 
whose arguments are always plural and which thereby denote 
characteristic functions of sets (or properties of sets in 
intensional semantics) (cf. Bennett 1975). Its basic expres- 
sions in English include gather, collide, etc. In (E) Tv is 
derived from TV by a relation-reducing rule.

Note that we could append (E) with yet another syntac­
tic operation whereby F? (cC) = oC to account for examples such 
as (7) They kissed. I will show presently that this move is 
undesirable for it will unduly disregard some intuitive and 
empirical differences between the latter kind of construc­
tions (call them 0-reciprocals) and the ones covered by rule 
(E) (call them r-reciprocals, where r°each other or one 
another).

First, note that only TV's denoting non-symmetrlc rela­
tions enter ^-reciprocals, and only a few such TV's can 
occur in them, e.g. kiss in (7). The second and more diffi­
cult problem is whether the ^-reciprocals with TVs that 
allow them are identical in meaning with their corresponding 
r-reclprocals.

Surface-syntactically and morphologically, English 
0-reclprocals with TVs denoting two-place relations are 1- 
dentical to basic expressions of TV, i.e. expressions denot­
ing properties of sets such as collide, intersect, in that 
no accusative direct object is present in both cases, and 
both require plural nominative subjects. The reason to treat 
collide, Intersect, etc. as basic expressions of TV was that 
no conjunctive or disjunctive logical ordering (potentially 
mapped in English into surface linear subject vs. direct 
object orderings) is retrievable. In the case of j6-recipro- 
cals built on basic expressions of TV, such as kiss or em- 
bra ce, however, whose basic semantics and syntaximpoee s 
logical ordering (x kiss y, x embrace y) the retrieval of 
ordering (conjunctive or disjunctive) is theoretically a- 
vailable, as it is with r-reolprocals Built on the same 
verbs. Thus the options reduce to (1) Including 0-recipro- 
cals in rule (E) and consequently treating them as synony­
mous with r-reclprocals; (ii) treating 0-reciprocals as sep­
arate lexical items, homophonoue with their corresponding 
TVs, interpreted as basic expressions of TV and as such not 
synonymous with r-reclprocals derived by rule (E) from the 
homophonoue TVs. I will argue that the latter option is more 
feasible.
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Langendoen (1978: 189-91) dismisses (correctly) some 
earlier transformational attempts to relate 0-reciprocals 
to r-reciprocals by means of a meaning-preserving transfor­
mation of each other-deletion, for the truth conditions of 
the two kinds of reciprocals do not seem to be identical. 
However, I find his solution unconvincing. Among other prob­
lems that L.'s analysis faces there is his tacit and unjus­
tified assumption that only basic or non-basic TV's denoting 
symmetric relations can form 0-reciprocals (Langendoen's 
Elementary Covert Reciprocal Sentences). His examples, for 
Instance, include (be)similar but we never learn what cate­
gory (type) this expression is a member of in the first 
place; for syntactically it is never a Transitive Verb 
(mapped into a Z-place relation R); rather, it is a basic 
expression of a property of sets and as such does not even 
pose the problem of logical ordering (and therefore symme­
try).

It is only when one of two designated prepositions, 
with, to appears, that a pair of singular arguments may be 
syntactically ordered with respect to the predicate, but 
logically we will always deal with symmetric ordering in 
these cases. (The same Is true of basic non-relational, 
property-denoting expressions of IVs, such as walk; with 
with a necessarily symmetric relation can be formed: a 
walks with b > b walks with a.) What with seems to be 
doing (at least in one of its meanings) is to syntactically 
split(order)elements which all satisfy a given one-place 
predicate and as such are logically unordered with respect 
to that predicate by definition. Therefore x Verbs with y 
where Verb«IV or TV does not just happen to be a symmetric 
relation. It denotes a symmetric relation because the mean­
ing of with ensures that the denotation of its argument NP 
satisfies the predicate satisfied by the denotation of the 
subject argument. Thus the secondary syntactic ordering 
with with does not have the same function as primary or- 
dering imposed by basic and derived Transitive Verb.

We seem to be facing a somewhat paradoxical situation 
in Logic vs. English: those expressions of English which 
are most readily interpreted as (logically) symmetric re- • 
lations, e.g. identical, collide, intersect are not members 
of the relational syntactical category !tV and therefore are 
not mapped into type <e, <e,t)$> of 2-place relatione between 
individuals, i.e. sets of ordered pairs of individuals. But 
talking about logical symmetry (and the very definition (A) 
of symmetry) makes sense only with reference to the latter 
type, that is with reference to logical order of arguments. 
A natural conclusion follows: what is defined in matematical 
logic in terms of a property of two-place relations (sym­
metry), in English is achieved directly through syntactic 
categorization TV and corresponding denotation type (proper­
ties of sets).
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All this suggests that in a strictly logical vocabulary 
of predicate calculus one cannot seriously refer to English 
0-reciprocals in terms of "relations", symmetric or not. 
Langendoen is right in dismissing semantic identity between 
r-reciprocals and 0-reciprocals where both are possible but 
at the same time the only semantically interesting case 
where the two kinds of constructions could be compared are 
those involving relational expressions (TVs) with primary 
logical ordering, such as kiss, classified as non-symmet- 
ric and which allow for both r-reciprocals and 0-reciprocals. 
Not only does 1. not consider the latter but his solutions 
advanced for "symmetric’' relations such as similar is, I 
think, of little linguistic interest. He proposes that 0- 
reciprocals be interpreted in terms of strong reciprocity 
(adapted for subsets which does not bear on the issues 
presented here):

(F) (Ax,y£A) (x/y -> xRy)

(P) was intended for 0-reciprocal sentences with symmet­
ric relations, such as They are similar. However, it is not 
clear to me what English expressions can be translated into 
R of (F). If similar is so translated, then the language of 
semantic representation (here, 1st order predicate calculus) 
would have to licence x Similar y (cf. xRy in (F)) as a well- 
formed formula. If similar to Is so translated, then x sim­
ilar to y would be a well-formed formula in the syntax of 
disambiguated language (of semantic representation) and it 
would be structurally parallel to the object language sen­
tence, but then 0-reciprocal in the object language would 
not contain the full expression of the relation in question, 
for only (23b,c) are grammatical in English:

(23) a.+ They are similar to.
b. They are similar to each other.
c. They are similar.

but Langendoen requires that the structure of 0-reciprocals 
be AR where A denotes a set of cardinality ^2 and R is a 
symmetric relation. Thus if one wants to keep AR as the gen­
eral syntactic scheme for 0-reciprocals and at the same time 
interpret it in terms of (F), then neither similar, identlcal 
equal nor similar to, Identical with, txjual to can be consis- 
fenTTy translated Into non-logl carconstants replacing R in 
(F).

Langendoen's solution fails in another important area: 
if 0-reciprocals (his ECRSa) were interpreted along the 
Unes of strong reciprocity (F) it should be another produc­
tive derivative structure vis-a-vis each other/one another 
that would distinguish stx-ucturally between Intended Weakly 
symmetric and strongly symmetric interpretation of any non- 
syrnmetrlc relation, but the 0-obJeot structure is productive 
with only that class of basic expressions whose primary 
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relational status is dubious, as was shown in the previous 
paragraph, and which are best analysed as denoting proper­
ties of sets with no primary (logical) ordering imposed on 
members of those sets. Consequently, if similar, identical 
etc. are taken to be basic expressions o? category IV denot- 
ing properties of (unordered) sets, the notion of strong 
symmetry is not only too weak and spurious, but altogether 
inapplicable.

On the other hand, ^-reciprocals (AR structures) are 
not productive with TVs denoting 2-place relations which 
have logical ordering of arguments given by definition. 
Only a restricted set of TVs {kiss, embrace, ...’) allow the 
AR structure. This is strange since it is precisely in this 
area that explicit distinction between derived weak and 
strong symmetry might be most functional if it were com­
muni nationally relevant at all (note that strong reciproc­
ity entails weak reciprocity). Why are there no 0-recip- 
rocals (AR) interpretable in terms of strong symmetry where 
R is replaced by kill', see*, like* ? Surely, there is 
nothing in these (non-symmetric) relations that inherently 
prevents them from having such subsets of their fields that 
meet the TO for strong symmetry defined by (F); hence I can 
see no reason why ^-reciprocal predicates could not be de­
rived from those TVs Just as r~reclprocals interpreted in 
terms of weak-reciprocity can be productively derived from 
those TVs. TC for strong reciprocity/symmetry requires the 
truth of conjunctive orderings for any arbitrary pair of 
distinct elements of the subject set. But if the set has 
only 2 elements, there is no way of distinguishing between 
Strong and Weak Symmetry. Hence, if L.'s claims are accepted 
the(a) and(b) sentences below should be synonymous while (c) 
and (d) sentences should have different TC, weak and strong 
symmetry respectively, which are different for sets of car­
dinality >2.

(24) a. Mary and Jane are similar to each other.

b. Mary and Jane are similar.

c. Mary, Jane, and Sue are similar to one another.

d. Mary, Jane and Sue are similar.

(25) a. Tom and Mary are kissing each other.

b. Tom and Mary are kissing.

c. Tom, Mary, and Sue are kissing one another.

d. Tom, Mary and Sue are kissing.

(24)(a and b) are synonymous Indeed while I have not found 
sufficiently significant empirical support for different in­
terpretations of (24) (c) and (24)(d). following from l,*a 
theory. I claim that the synonymy of (24)(a) and (b) follows
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from the "inherent" symmetry of similar or, as I have sug­
gested above, from the fact that similar is of category TV 
with no primary logical ordering. (24)(a and c) are results 
of two syntactic operations: secondary order introduction 
(similar to NP) and secondary order neutralization (via 
each other/one another).

Examples in (25) are moire criterial if only because 
the primary relational status of the denotation of TV kiss 
is undisputable. Hence the synonymy of (25)(a and b) on the 
one hand, and the weakly and strongly reciprocal interpre­
tation of (25)(c and d) respectively, should support L.'s 
theory. Yet (25)(a and b) are not synonymous, while (25)(d) 
is pragmatically odd.

(25)(a) is fine if Tom is Mary's father, for instance, 
while (25) (b) describing this situation would smack of in­
cest. For kiss with 0-object acquires a specialized, idio­
matic meaning of an amorous, erotic event. (25)(d), unlike 
(25)(o)» describes three people involved in one amorous 
kies. The logical difference between (25)(a and b) that 
would correspond to the use of such sentences consists in 
the role of logical ordering of variables in the two ex­
amples with respect to the verb kiss. In (25)(a), the se­
mantic representation and interpretation would be reducible 
to the truth conditions for the conjunction ^or at least 
alternative) of both possible orderings kiss (m,t) kiss* 
(t,m), and the verification of (25)(a) will"accordingly de- 
pend on the independent verification of each of the orders. 
In the case of (25)(a) the two uni-directional events may 
be simultaneous or alternate; with simple aspect/tense the 
two events may be separated by a span of time of arbitrary 
duration.

None of this applies to (25)(b or d). No syntactic 
and/or semantic reduction to a conjunction (or alternative) 
of two independently verifiable orders is possible. Hence, 
not two events but only one event is described and the issue 
of simultaneity and/or temporal distance does not even arise.

These characteristics are not to be predicted by an in­
terpretation in terms of (F). They will be predicted if we 
assume that the idiomatic shift of the intransitive kiss as 
in (25)(b) with respect to the productively detraneitivlzed 
kiss of (25)(a) is matched by a categorial shift from TV to 
IV. However, the idiomatic (amorous) kiss will belong to IV 
act as a result of a relation-reducing rule (E) because no 
compositional Boolean semantic operation referring to prima­
ry order of variables in the transitive kiss is applicable 
which would correctly represent the difference between (25) 
(a and b). Kiss is (25)(b) would therefore be a basic ex­
pression of IV, denoting a property of sets. It denotes not 
a bi-directional but a non-directlonal event. In short, 
strong symmetry will be still too weak for kiss of (25)(b) 
as it will be too weak for expressions such as collide, co- 
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innlde. intersect. Let me demonstrate that this decision 
receives additional support from the behaviour of each oth^x 
reciprocals with negation and embedded under some preposition­
al attitude verbs.

Higginbotham (1980) notes that negative reciprocal 
sentences such as (26) below are ambiguous as between merely 
denying their positives on the one hand, and as asserting 
that neither of a, b loves the other, on the other hand.

(26) They don't love each other.
(they stands for a two-element set [a, bj)

If I understand H. correctly, the first interpretation 
would "merely" deny reciprocity of love between a and b 
(without denying that, say, a loves b) while the other in­
terpretation does not even presuppose a claim of reciprocity, 
but is a shortcut to assert that neither a loves nor i 
loves a.

If 0-reciprocals such as (25)(b) are to be interpreted 
formally in terms of strong reciprocity, as langendoen in­
sists they should, then their negations should display the 
same ambiguity. Thus one interpretation of (27) should be 
that neither Tom is kissing Mary nor Mary is kissing Tom; 
and one interpretation of (28) should be that it is never 
the case that either of Tom and Mary kisses the other.

(27) Tom and Mary are not kissing.

(28) Tom and Mary never kiss.

(29) Tom and Mary never kiss each other.

letYet (27) and (28) do not seem to be interpretable in this 
wav Rather, non-directional, simultaneous involvement in 
the event is negated in both. If we interpret never as ne­
gated existential quantification over moments of time, may 
assert that at no single point of time it is true that 
either Tom is kissing Mary or Mary is kissing Tom. On the 
other hand, (28) will be interpreted only in one wav: at nq 
single point of time is the couple (two-element set) in­
volved in a non-ordering kiss' event. (29) will be false 
(in the second of the two interpretations) if, for Instance 
Tom sometimes kisses Mary on the cheek when he returns from 
work and Mary never responds; (28) will remain true in this 
situation. Hence (28) and (29) cannot have identical truth 
conditions. Since for two-element sets Weak and Strong Rec­
iprocity make identical predictions, (28) cannot be inter­
preted either in terms of Weak or, more significantly, 
Strong Reciprocity.

The other relevant test is based on another observation 
in Higginbotham (1980) whereby reciprocals embedded under 
some propositional attitude verbs whose subject set la co- 
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referential with the Subject of the embedded reciprocal may, 
again, be ambiguous.

(30) Tom and Mary think they love each other.

One interpretation would be "narrow" in that the object of 
both Mary s and Tom's thought would be the reciprocity of 
their love relation. (Tom thought that they (Tom and Mary) 
loved each other and Mary thought that they (Tom and Mary) 
loved each other): the other, wide or distributive, inter­
pretation has it that Tom and Mary have two different 
thoughts: Tom thinks he loves Mary and Mary thinks she 
loves Tom. Now compare (31) and (32):

(31) [Tom and Mary). think they, kiss each other too 
often. 1 1

(32) [Tom and Mary] think they^^ kiss too often.

I believe only (31) is liable to receive the "two different 
thoughts" interpretation. Since, again, in the case of two- 
element subject sets, strongly and weakly symmetric inter­
pretations are equivalent, ^-reciprocals cannot be interpre­
ted in terms of Strong Reciprocity, for (31) and (32) should 
have the same range of interpretations, which they do not. 
Hence, 0-reclprocale cannot be interpreted in terms of 
strong symmetry. The conclusion is rather straightforward: 
0-reciprocals are not "symmetric" in any formal sense(Weak 
to Strong). The reason is that 0-reclprocal sentences are 
not derived syntactically from verbs of category TV denoting 
two-place relations between individuals. Rather, they are 
derived from basic verbs of Bennett's category TV denoting 
properties of sets.

4. Degrees of Order-Reduction

We have shown that the weakest possible formal defini­
tion of reciprocity (WR) related to logical symmetry is still 
too strong for one class of .English reciprocals; the strong­
est possible formal definition of reciprocity (SR) is still 
too weak for another class of English reciprocals. The for­
mer class of English expressions has a form of "reciprocal 
expressions" marked by a designated lexical/morphological 
reciprocal element, but the only interpretation that can be 
accorded to them contradicts both the common sense notion of 
reoiproclty and the formal-semantic definition of symmetry. 
The latter class of English expressions lacks a designated 
reciprocal element (for 0 cannot be considered to be such 
an element), though here, paradoxically, the common sense 
reciprocity may reach Its peak; indeed, as we argued in the 
preceding section, the reciprocity in this class is too 
good to be true in terms of truth conditions for (Strong) 
Symmetry, for conjunction of two orderings of arguments 
with respect to a relation entailed by Strong Reciprocity 
la not directly representable for the class of 0-reclprocale.
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In this paper I have been arguing in effect that the 
requirement of conjunctive ordering, hawever stretched, 
should be abandoned, with all its implications, in favour 
of a weaker and pragmatically more motivated common denom­
inator of and semantic effect achieved by reciprocals, i.e. 
order reduction or neutralization. This is to say that the 
overall job of a reciprocal rule (or rules) is to undo via 
syntactic and/or lexico-morphological devices the logical 
ordering imposed by expressions whose defining characteris­
tic is precisely to impose such ordering, i.e. TVs denoting 
sets of ordered pairs (or intensions thereof).

Since logical order of arguments is expressed via lan­
guage specific morphosyntactic means (word order, case), 
neutralization of order needs also be "visible'1. This is 
achieved in English through the designated "reciprocal" el­
ement or zero-object, and the plurality of the argument. 
Syntactically speaking, an order-neutralized TV is that 
kind of IV that takes a plural argument; the latter plural 
argument really comprises singular or plural argument NPs 
that would flank the TV prior to the neutralization rule(s). 
Hence a corresponding type shift from characteristic func­
tions of ordered pairs to characteristic functions of sets.

Now the requirement that the set-denoting plural argu­
ment comprise the potentially ordered individual or set ar- 
guments is clearly distinct from the requirement that the 
argument set be coextensional with both projections of a 
relation R denoted by the TV. We showed that the latter con­
straint, underlying langendoen's WR is too strong. The sense 
whereby the argument set comprises elements potentially or­
dered by R was expressed more formally in terms of alterna­
tive ordering (AO). This treatment makes reciprocals related 
direotly not so much to symmetry qua property of relations 
(however one adapts and stretches the notion of symmetry) 
but rather to the relation theoretic concept of the field, 
i.e. union of domain and range of a relation R. Thus our 
relation reducing rule (E) produces a predicate TV that de­
notes a characteristic function of sets S such that S is 
really the field of relation R in S.

The range of data discussed and the formal notion of 
relation reduction that accounts for the data suggest 
that order reduction may be scalar and that the position 
on the scale depends on the verb involved (whether it is 
postulated as denoting an asymmetric or non-symmetric rela­
tion) and various pragmatic factors (e.g. licencing weaker 
commitment as to membership in the two projections of some 
R as the cardinality of the field of R increases).
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(1) Exclusive Alternative Ordering (EAO): follow each other
(ii) Inclusive Alternative Ordering (IAO): lash each other 
(Hi) Conjunctive Ordering (CO): kiss each other

(iv) Order Cancellation (OC)/Lexical Shift:

-----------  kisB-0. embrace-0

(v) No primary order - basic expressions of TV: collide

(i)-(iii) are covered by options allowed by our order reduc­
tion rule (E). (1)»EAO is the weakest possible order reduc­
tion, naturally associated with relations roost resistant to 
such reduction, i.e. asymmetric relations (cf. follow in (4)) 
But as we showed in section 2, EAO is in principle available 
also for nonsymmetric relations. The point is that with non- 
symmetric relations, the order reducing rule (E) does not in 
itself specify any particular interpretive options out of 
(i)-(iii), all other things being equal; the semantic effect 
of (E) is neutral with respect to (i)-(lii), which seems to 
have a natural pragmatic counterpart in the irrelevance of 
membership in particular projections of R. The interpretation 
in terms of (ili)=C0 will be most obvious with subject-sets 
of cardinality 2 (where non-commitment to any particular 
ordering if only one were true might be considered uncoopera­
tive). Langendoen's WR is the strongest order reduction on 
the scale .covered by rule (E), i.e. it is compatible with 
CO where CO is understood in the non-connected sense whereby 
xRy and zRx must be true (where x/y, x/z).

(iv)»OC is the next point on the scale plotted from 
the weakest to the strongest reduction of order. OC is 
reserved for those TVs whose TV homophonous conterparts 
tend to be invested with extra (idiomatic) meaning and 
where directionality is obliterated (irretrievable in terms 
of (i)-(iii)). I have used the term Order Cancellation 
suggestive of some operation on relations but I can think 
of no formal expression of such an operation and have decided 
to treat verbs exemplifying OC as really basic expressions 
of TV (which corresponds to the lexicographic practice of 
classifying e.g. klss as a TV and an IV, with possible 
additional, unpredictable meaning difference). Hence, 
the 1'elevant examples should best be thought to represent 
a transitional type of order reduction, between the rule- 
governed CO and class (v) to which the term order-reduction 
no longer applies, for it comprises basic expressions of 
TV with no primary order (non-relational expressions).

It is clear that symmetry as defined in mathematical 
logic applies (significantly modified, as in Langendoen's 
definition of WR) only to (lli)-C0 on our scale, while 
;h» latter scale covers possible semantic effects that 
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should be associated with the equivocal linguistic term 
"reciprocals." Hence, in identifying a morpheme or lexical 
item in a natural language as "a reciprocal element/word/ 
morpheme" it is neither sufficient to rely on our common 
sense notion of reciprocity nor to adduce the formal 
definition of symmetry, for the semantic spectrum covered 
by "reciprocal" expressions and sentences seems to be 
wider and correlate with our notion of order reduction 
on the one hand, and basic expressions of catefory TV 
(denoting properties of sets), on the other.

NOTES

^A significant part of research reported in this 
paper was conducted in spring 1987 when I was a Sidney 
Holgate Fellow at Grey College, University of Durham.

2
Following Langendoen (1978), I will ignore 

the prescript!vist difference between the usage of each 
other and one another, as indeed most of native speakers 
of English seem to do.

^For a treatment of reflexives in terms of relation 
reduction, related to the present approach to reciprocals, 
see Kariski (1986).
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PROCEEDINGS OF THE ‘87 DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

SJAAK DE MEY

TRANSITIVE SENTENCES AND THE PROPERTY OF LOGICALITY

1. Introduction.

In this paper we give an introduction to the semantics of 
transitive declarative sentences. Due to limitations put on the 
size of the papers in this volume, however, only one small 
aspect of it, so-called logicality of dyadic quantifiers, can 
be dealt with in some detail. For the background knowledge 
used in this paper we refer to van Benthem (1986, 1987) and De 
Mey (to appear).

In section 2 we discuss two different analyses of 
declarative transitive sentences. In section 3 properties of 
quantifiers, e.g. conservativity and logicality, are discussed. 
In section 4 we show that the property of logicality should be 
defined differently than is done traditionally and that a new 
definition can be phrased in terms of two properties of dyadic 
quantifiers which are subsequently discussed in section 5. 
Section 6 discusses a number of linguistically interesting 
dyadic guantifiers and their properties. Section 7 summarizes 
the main results.

2. The intransitive analysis and the absorption analysis.

A more or less tacit assumption of formal semantics has been 
that the structure of declarative transitive sentences can be 
analyzed in exactly the same way as intrans 11ives, that is as

(1) DETiN.IV)1 

.We will call this the intransitive analysis. In a transitive 
sentence the phrase consists of a transitive verb, a direct 
object and/or one or more prepositional objects. So, spelled 
out in more detail, for transitives, (1) should look like this:

<2) DETa(Ns, (x |detqino,tvx}>

where TV* is the image set of x under TV, that is, the set 
(y |<x,y> e TV }.

This analysis has much to recommend itself as the same 
analysis of determiners can be applied to subject and object 
determiners in transitives as to subject determiners in 
intransitives. Nevertheless, it must be wrong: not all 
transitive sentences can be analyzed in accordance with the 
Intransitive analysis.
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Another way of analyzing transitives was put -forward in 
Higginbotham Be May (1981). We call this the absorption 
analysis. Under an absorption analysis the subject and object 
determiners are taken together ('absorbed') into a de- 
terminer-complex yielding the -following (semantic) structure:

(3) <DET , DETn . . . , DET„ > (N x N_ x ... x N , TV) s 0 0 _ s 0 0

We will use DET both -for the denotations o-f determiners and 
determiner complexes.

Determiner complexes denote relations between sets, just 
like deternuners. In this case, however, the sets are n-place 
relations between individuals, instead of being just sets of 
individuals. That is, the denotation of a determiner complex is 
a binary relation2 between n-place relations. We will call such 
binary relations n-adic quantifiers. Henceforward we will 
restrict attention to two-place transitives, where the object 
may either be a direct object or a prepositional object. 
Consequently, the DETs we are interested in are dyadic quan- 
t i f iers.

The important question, of course, is whether a sentence 
expresses different truth conditions under the two analyses. If 
all sentences would express the same truth conditions under 
both analyses there would not be much point to working out the 
absorption analysis. However, this is not the case.

Let us call a determiner complex 'separable' iff

(4) <DET , DET0 > (N X M, , TV) iff 
(DETaS J x| DET0S(N0 , ) )

If and only if a sentence has a separable determiner-complex 
under an absorption analysis, does it express the same 
truth-conditions under both analyses. It can be readily checked 
now that not all types of transitive sentences have separable 
determiner complexes under an absorption analysis. More in 
particular, certain types of sentences can only be sensibly 
analyzed using an intransitive analysis, others have only use 
for an absorption analysis, whereas still others admit both 
analyses both express different truth conditions under each of 
these.3

Sentences with an inherently distributive subject 
determiner such as 'each' or 'no' (sg) can only be analysed 
using an intransitive analysis. Reciprocal sentences, sentences 
with a dependent plural subject such as 'Unicycles have wheels’ 
or (Dif,Dif)-sentences such as 'Different students read dif­
ferent books’ admit only an absorption analysis. Sentences such 
as 'Three boys ate four apples’ are ambiguous between a 
distributive reading meaning that each of three boys ate four 
apples, and a total reading meaning that three boys ate a total 
of four apples. Compare the Hungarian sentences ’Hirom fid 
nfgy-ndgy almlt evett’ and 'Hirom fid nfgy almit evett’.*

As Keenan (to appear) points out, the question of whether a 
determiner complex is separable or not hinges on the question 
of whether we can determine the image sets of each of the 
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members o-f the domain under the transitive verb without having 
to look at the image sets of other such members. If I have 
'Three boys ate four apples’ under a distributive reading the 
important -fact is that each of three boys has an image set of 
cardinality four or more under the verb ’eat’. It does not 
matter, so to say, whether boy 3 ate different apples than boy 

This is not so in the case of ’different student read dif­
ferent books', 'Unicycles have wheels’ or 'All the boys helped 
each other'. In the case of 'three boys ate four apples’ under 
a total reading the important point is that a totality of four 
apples is eaten by three boys, irrespective of the number of 
apples that each individual boy ate.

Let us realize the importance of the separabi1ity-issue. 
Only sentences that admit both types of analyses exhibit the 
classical scopal ambiguities and only under an intransitive 
analysis. ’Each student read some books’ cannot be made to mean 
that some books were read by each student. In the cases of 
reciprocals, the 'unicyc1e’-type of sentence and the 'dif- 
-dif’-type of sentence it simply does not make sense to ask 
which NP has largest scope. In the case of 'three boys ate four 
apples’ there is scopal ambiguity only under a distributive 
read i ng.

Also the consequences for the theory of generalized 
quantifiers are of relevance. The fact that transitive 
sentences may have unseparable determiner complexes means that 
we need dyadic quantifiers alongside monadic ones. A whole new 
area has been added to the theory.

3. Properties of dyadic quantifiers.

DETs have been demonstrated to possess interesting properties. 
Knowing these properties of course results in a better insight 
into the semantics of the sentences of which the DETs are the 
main operators.

A property that is assumed to be common to de­
termi ner-denotat i ons of all types is CONSERVATIUITY. Fur­
thermore, a property that a large subset of DETs of all types 

.have is LOGICALITY. We call a relation 9 between subsets of E 
logical iff Q is closed under automorphisms of E. That is, if 
h is an automorphism <1-1 mapping) of E onto E then <A,B> E Q 
iff < n<A), n(B)> € Q. The intuitive sense of this is that 
logical quantifiers cannot discriminate between sets of equal 
cardinality.

Furthermore, monadic DETs have characteristic properties 
which can be described by making use of notions such as 
'transitive', 'symmetric', 'connected’ ’reflexive’, ’ non- 
■symmetrlc', 'antisymmetric' and asymmetric'. Compare for an 
extensive discussion Zwarts (1984).

With dyadic quantifiers, however, such notions are not very 
instructive. Dyadic ALL is the partial order just as monadic 
ALL and all members of TRANS are transitive by definition. So, 
we have to look for more illuminating properties. As it turns 
out, a very useful notion for our purposes is 'being closed 
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under a particular form of automorphisms’. There are two 
concepts residing under this more general notion: 'being closed 
under o-automorphisms’ where a ranges over a hierarchy of 
automorphisms of various degrees of strength; and 'being closed 
under conversion’. We discuss both notions in section 5 in 
more detail. Both notions appear to be interesting properties 
in relation to scope ambiguities; scope reversal, e.g., amounts 
to conversion of the relation.

A quantifier Q is closed under conversion of its members 
or, simply, 'closed under conversion' iff REG iff 
conv(R) 6 Q. Obviously, conversion is also an automorphism. SYM 
and RECIPR are closed under conversion, since R = conv(R) iff 
R is symmetric. Also REFL is closed under conversion.

It should be borne in mind, however, that the most 
interesting thing to know about a set of relations is not that 
it is closed under a particular type of operation but to know 
what the maximal set of operations is under which it is closed. 
Although, e.g., SYM is closed under conversion it may be land 
certainly is) also closed under more embracing sets of 
operations of which conversion is only one member.

4. Logicali ty.

Monadic DETs which are closed under automorphisms of E are 
called 'logical'. An automorphism of a set A is a 1-1 mapping 
of A onto A. Logical DETs are sensitive to certain logical 
properties of their arguments only, such as quantifiers. 
Generalizing this definition we have to say that dyadic DETs 
are logical Iff they are closed under automorphisms of E x E. 
SYM, then, is not logical as SYM is not closed under arbitrary 
automorphisms of E x E. The same holds of REFL, TRANS and 
RECIPR.

It would appear now that this definition of logicality is 
too coarse. What we try to capture when we call a quantifier 
logical is the fact that it is sensitive to logical properties 
of its members only. In other words, a quantifier cannot dis­
tinguish between two different relations when both have the 
property required.

Now, far more quantifiers are logical in this sense than >in 
the sense of our definition. SYM, TRANS and REFL certainly seem 
to be logical in an intuitive sense. Also quantifiers such as 
<ALL,SOME> as in 'All students read some books’ are logical in 
a very elementary sense, but <ALL, SOME) is not logical in the 
sense of our definition either.

An alternative and more interesting way of putting the same 
point is by pointing to the structure that is inherent in a 
relation. Quantifiers closed under operations that preserve the 
structure of the relation will be have to be called logical 
then.

Let us therefore try and device a new concept of 
logicality. We do this by discussing the property of dyadic 
quantifiers of being closed under certain weaker types of 
automorphisms. We will have to examine under exactly which 
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types o-f automorphisms classes of quantifiers are closed.

5. Two properties of dyadic quantifiers,

5.1 The HM-hierarchy.5

Higginbotham k May (1981) discuss the following types of 
automorphisms of E x E. We will cite them under names different 
from the ones HM used themselves.

A - pair-automorphisms
m is a pair-automorphism iff m is an automorphism of 
E x E

Bl - L-automorphism
m is a L-automorphism iff there are automorphisms p 
and qa of E such that m(<a,b>) = <p(a),q (b)>

B2 - R-automorphisms 
m is an R-automorphism iff there are automorphisms 
qb, p of E such that m(<a,b>) = <q^(a),p(b)>

C - LR-automorpism 
m is a LR-automorphism iff there are automorphisms p 
and q of E such that m(<a,b>) = <p(a),q(b)>

D - I-automorphisms
m is an I-automorphism iff there is an automorphism 
p of E such that m(<a,b>) = <p(a),p(b)>

In Bl and B2 it is assumed that the choice of qa and qb de­
pends on a and £ respectively. We come back to them in a 
moment. In what follows we will call automorphism belonging to 
one of the lower classes (that is, either Bl, B2, C or D) 
’ HM-automorph i sms'.

This is a hierarchy in the sense that automorphism of a 
lower category are, at the same time, members of the higher 
categories. D is lower than C, C is lower than either Bl or B2, 
whereas both Bl and B2 are lower than A. This means that when a 
quantifier Q is closed under a lower type of automorphisms Q is 
also closed under automorphisms of a higher type.

I-automorphisms obviously are LR-automorphisms and LR- 
“■Tutomorphisms are both L-automorphisms and R-automorph1 sms. 
•As a R-automorphism is, so to say, the mirror-image of an 
L-automorphism, however we will pay attention to rep- 
resentatives of this type only when there is a special reason 
to do so). Finally, L-automorphisms and R-automorph 1 sms can be 
easily shown to be pair-automorphisms.

Relations closed under L-automorph 1 sms have the following 
interesting property. Assuming that m(<a,b>) ■ <p(a),qn<b)> it 
holds for each a e dom(R) that its map p(a) has the same number 

successors under m(R) as > has under R. L-automorphisms 
Preserve for each a C dom(R) the cardinality of th'e image set
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It may be useful to look at some figures. Here are the
numbers of the different automorphisms:

card(Hi = 2 card(E) = 3

I-automorph isms: n! 2 6

LR-automorphisms: n! xn ! 4 36

L-automorphisms:
n + 1 

(n!) 8 1296

R-automorph isms:
nf 1 

(n! > 8 1296

pai r-automorph isms: (n x n) ! 24 362880

The difference between the number of HM-automorphisms and 
pair-automorphisms grows gigantically under extension of the 
domain. It is obvious, then, that defining logicality in terms 
of being closed under HM-automorphisms results in far more 
restrictive a notion than when we define it in terms of being 
closed under arbitrary automorphisms.

5.2 Conversion.

There are two different forms of conversion which we should 
carefully keep apart. On the one hand we have the converse m 
of a pair-automorphisms m, on the other hand we h^/e the con­
verse of a binary relation R. The converse m of a pair 
automorphisms m of type X is again a pair automorphism of type 
X as m ™ (m(R)) = R. The converse conv(R) of a relation R can 
be thought of as arising from applying a pair automorphism conv 
to R as card(R) = card(conv(R)).

Conv is not a HM-automorphism. Let us go into the reasons 
why. So far, we have met with two types of automorphisms. 
Pair-automorphisms do not obey any furher restrictions beyond 
cardinality. HM-automorphisms are all in one way or other based 
or automorphisms of E. That is, pairs are mapped to other pairs 
such that either each member (I- and LR-automorphisms) or at 
least one member of each pair (L- and R-automorphisms) is 
mapped to another individual in accordance with a permutation 
of E.

With conv, however, reflexive pairs, that is pairs of the 
form <x,x>, are treated differently from irreflexive pairs, 
that is pairs of the form <x,y> with x y. conv maps 
irreflexive pairs according to a certain pair-automorphism m 
such that m(<x,y>) ? (<x,y>>. Reflexive pairs, on the other 
hand, are invariably mapped onto themselves. So, conv obeys 
restrictions but these are different for pairs belonging to 
different subsets and cannot be stated in terms of the 
HM-hierarchy.
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6. Some dyadic quantifiers.

6.1 Two dyadic Squares of oppositions.

So far we used as examples quantifiers such as SYM, TRANS, REFL 
and RECIPR. Let us look now at some more dyadic quantifiers in 
order to see under exactly which structure preserving op­
erations they are closed.

We consider dyadic quantifiers which result from applying 
absorption to the logical DETs of the square of oppositions 
ALL (A), NOT—ALL < —, A > , SOME (E, or -i A —, ) , and NO (N, or A-,). 
These dyadic ^DETs can be classified in two 'dyadic' squares of 
oppositions:

1: 11:

AA/N->A----------E-1A/-1AA A—>A/NA-----------EA/-iA-tA

AN/NE ----------EE/—> AN AE/NN -----------EN/—|AE

or:

I: 11:

AA ---------- —iAA AnA ----------- -|A->A

AA—। ---------- nAA-t A-1 A —1 ---------- tA-iA-i

Membership of such dyadic DETs is determined by the cardinality 
of the relation, completely in the case of the type-I DETs, 
partially (necessarily but not sufficiently) in the case of the 
type-II DETs, in accordance with the following schema:

I: 11:
2 2

n ........... max: n - 1 max: n(n-l> ... min: n

0.............. min: 1 min: n ................... max: (n + 1) (n - 1)

<As to the latter figure, all but one may have V-d all:
<n-l) x n, and one may have V-d as many as all but one: (n-1)).

Consequently, the type-I DETs are closed under 
3*. 1r-automorphisms but for the type-II DETs this would be too 
weak a requirement: type-II quantifiers are closed under 
L-automorphisms.

Before we discuss type-II quantifiers ws notice that the 
square of type-I quantifiers is identical to the square of 
monadic quantifiers up to the type of their arguments. AA and A 
dlHv only in that AA takes relations as arguments and A 
sate, The same holds of -<aa and —,A, EH and E, AN and N.
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As -for the type-II quantifiers, let us first define the set 
FU of functions having E as their domain, that is, R € FU 
implies that for each x^R |R o | = 1. We now have the following 
definitions:

R E AE iff there is a S: S SR t S E FU

R ENA iff there is a S: S S (E x E - R) LS6FU

R g EA iff there is no S: S S (E x E - R) kSEFU

R 6 EN iff there is no Si S 5 R t< S E FU

The monadic square was built on the notion of empty difference, 
or subset. That is, the members are the subset relation, its 
external negation, its internal negation and its dual. The 
dyadic square I is built on the notion of the Cartesian 
product. Square II is built up on the notion of function but 
here we have to add that the members of such DETs are not only 
members of FU and its (FU's) internal and external negation, 
but also their supersets. That is, such quantifiers are mon­
otonically increasing.

6.2 Characteristic sequences.

In order to gain a deeper insight into the essence of all this 
we should look at what automorphisms do to the structure of a 
set. Certain types of structure may be preserved under 
permutations, others may not. Particularly the structure 
present in subset need not be preserved.

Let us first look at the Boolean structure of a set. A set 
has a fixed number of subsets. Moreover for each n there is a 
fixed number of subsets of cardinality n. The Boolean structure 
of a set is preserved under automorphisms, that is after 
permutation there is still the same number of subsets, and, 
also, there is, for each n, the same number of subsets of 
cardinality n. It would appear that monadic quantifiers are 
mainly characterized by this Boolean structure. This explains 
why logicality of monadic quantifiers can be aptly defined 10 
terms of cardinality.

A different situation obtains with structures inherent in 
subsets of the members of 2-place relations R. Let us examine 
an example and look at what exactly is preserved under 
L-automorph1 sms. For that purpose we introduce the notion of a 
character 1st 1c sequence. Let us think of a relation R as a 
sequence of numbers <pq,P|,P2................pn> where cardldom(RI) “ n 
and p- is the nunber of members of dom(R> that have 1 
R-successors. Let us call such a sequence a characteristic 
sequence (CS1. If a set S of relations is closed under 
L-automorph1 sms, we can look upon S as a family of equivalence 
classes of relations, where each such equivalence class is 
eneraeterited by one and the same characteristic sequence. We 
may think of such a sequence as representing the image 
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structure of a relation.
Now we can say that L-automorpisms preserve the CS of the 

members of a quantifier. Consequently, the cardiality of the 
range need not be preserved. E.g., suppose E = {a,b), 
R “ {< a, b> , <b, a> }, n(R) = (< a, a> , <b, a> }. However, when the 
cardinality of the domain is not preserved, the CS of such a 
relation is not preserved either, as the numbers of the CS add 
up to the cardinality of the domain.

Membership of the quantifiers of squares XI can now also be 
expressed in terms of conditions on characteristic sequences in 
accordance with the following schema:

xx: 

Pn “ 0 —...........Pn * 1 
•................................................•
• a

P0 / 0 --------------Po > 0

Finally, consider

(5) Three boys ate four apples

The property to be preserved by pair-automorphisms is that all 
of the members of <THREE-FOUR> have a characteristic sequence 
in which (p^ + p5 + ... + pn) 3. No other similarities 
between CSs are required. That is, in order to be a member of 
<THREE-FOUR>, only a part of a relation has to be considered, 
the part which we will symbolize by “4(R)“:

4(R> - {<x,y> | cardlR I i 4 k y E Rx ).

<THREE-FOUR> is best considered a member of EE.

6.3 Inherent structure.

We set out to Investigate dyadic quantifiers. Our aim was to 
find out which properties may help us to draw a map of the area 
occupied by dyadic DETs.

The important point is the inherent structure of a class of 
relations. Such structures determine the type of operation the 
class is closed under. Let us list the different types of 
structures we came across investigating dyadic quantifiers.

a - cardinality.

Type —I quantifiers are closed pair-automorphisms as they 
preserve nothing but the cardinality of a relation. Cardinality 
•s preserved both under conversion and automorphistic 
permutation.

b - image structure, that is the way the relation 
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relates the memebers of its domain and subsets of 
the range.

We should distinguish here between two subtypes:

bl - the numerical image structure representable by 
a characteristic sequence which sums up for each 
different cardinality the number of members of the 
domain which are related to an image set of this 
cardinality. Dyadic numerical quantifiers such as 
<THREE-FOUR> belong here.

b2 - the ’shape’ of the relation which is de­
scribable by predicates such as ’one-to-one’, 
’many-to-one’, etc. The type—II quantifiers such 
as AE belong here.

Neither numerical image structure nor shape is preserved under 
conv, but is preserved under L-automorphisms.

c - the ’architecture’ of the members of a re­
lation, e.g. the architecture of symmetric, re­
flexive, transitive or reciprocal relations. Ar­
chitecture is characteristically preserved under 
conversion and also under strong forms of auto- 
morphistic permutation such as I-automorphisms.

As to the type of structure preserved under conversion, there 
are two cases. A quantifier may be insensitive to conversion of 
its members because besides their cardinality and besides the 
fact that they are relations of a given type, e.g. they are 
dyadic, the members of the quantifier have no structure in 
common. Or the members do have a certain type of structure in 
common and it is preserved under conversion. The first pos­
sibility is realized in the type-I quantifiers, the second in, 
e.g., RECIPR, SYM, REFL and TRANS.

NOTES

* I want to express my gratitude to Johan van Benthem for 
insightful discussion of the contents of this paper and for his 
encouragement.

1. In model' theoretic semantics sentences are interpreted 
in a model which is a pair <E, || || > of a set or universe of 
discourse E and an assignment function ’ || || ’ assigning 
denotations (extensions, interpretations) to well-formed ex­
pressions. Denotations are set theoretic constructions whose 
definition may make use of E. N and IV are properties, that is, 
subsets of E. DET is a binary relation between properties, 
that is, between unary relations between individuals, members 
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of E. We will call such relations monadic quantifiers.

2. Clark k Keenan (1985/86) point out taking de­
terminer-complexes to be binary relations between binary 
relations leads to certain difficulties. However, DETs can just 
as well be taken to be sets (unary relations) of relations. 
There is no essential difference between dyadic DETs and 
arbitrary sets of binary relations except that the former are 
denotations of natural language expressions. In what follows we 
use the term ’quatifier’ for any set of relations. So we have 
the set SYM of symmetric relations between individuals, the set 
TRANS of transitive relations between individuals, and the set 
REFL of reflexive relations between individuals, which are all 
(dyadic) quantifiers in our sense.

A linguistically interesting class of relations is fur­
thermore RECIPR, the set of reciprocal relations between in­
dividuals. For an informal idea of a reciprocal relation we can 
use the following: if R is reciprocal then it holds that each x 
who R’s some y is R’ed by some z, where x f y and x z. It 
follows that every x who is R’ed by some y R’s some z himself. 
More formally, for each x € dom(R) there are y, z such that 
{ <x,y>,<z,x>J SR and (x # y k x / z). Reciprocity is 
weak-symmetry as each symmetrical relation is reciprocal but 
not vice versa.

For more details, compare De Mey (to appear).

3. It should be borne in mind that this means that such a 
sentence does not have a separable determiner-complex under an 
absorption analysis.

4. Compare for a far more extensive analysis of such facts 
De Mey (to appear).

5. This hierarchy is derived from Higginbotham k May 
(1981). It should be added that the authors do not present it 
as such.

6. A combination of automorphisms is also an automorphism. 
■ Also, we should realize that the set { R, m(R)) consisting of a 
dyadic relation R and its permutation .product under some 
automorphism m is a dyadic quantifier. The same holds of the 
closure of a set S of relations under a class of automorphisms 
m. We refer to such a set as imi(S), the closure of S under a 
certain type of automorphisms of which m is a characteristic 
representative.

7. The names chosen for these quantifiers are 
self-explanatory. E.g., the DET AA is the denotation of the 
determiner-complex <a 11,a 11> as we find in ’All students read 
all books* (under an absorption analysis, of course). AA and 
N-•A are the same quantifier as the sentence cited is 
synonymous to 'No students did not read all books’, at least as 
far as the truth conditions are concerned.

79



REFERENCES

van Benthem, J. (1986): Essays on Logical Semantics, Dordrecht.

van Benthem, J. (1987): Polyadic quantifiers. University—of 

Amsterdam, ITLI Prepublication Series 87-04.

Clark, R. — E. L. Keenan (1985/86): The Absorption Operator 

and Universal gramar, In: The Linguistic Review 5, 2,

pp. 113-135.

Higginbotham, J. — R. May (1981): Questions, quantifiers and 

crossing, In: The Linguistic Review 1, 1, pp. 41-79.

Keenan, E. L. (to appear): N-ary Quantifiers.

de Mey, S. (to appear) : On the Semantics of Plurals.

Zwarts, F. (1984): Determiners: a relational perspective, In: 

Alice G. B. ter Meulen, ed., Studies in Model-theoretic 

Semantics, Dordrecht, pp. 37-62.

DEPARTMENT OF GENERAL LINGUISTICS

UNIVERSITY OF GRONINGEN, THE NETHERLANDS

80



PROCEEDINGS OF THE ‘87 DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

SEBASTIAN LOBNER

THE CONCEPTUAL NATURE OF NATURAL LANGUAGE QUANTIFICATION

Basically, there are two ways of describing a thing. I can describe 
a certain person A by saying what he is like, say, a tall and fat 
man in his thirties, or by describing the role he plays in some 
connection, introducing him, e.g., as the person who sold me the 
house in which I am living now. The latter would be a functional 
description, the former a sortal description. The two ways of refer­
ring to things though radically different, cannot be completely 
separated. A certain role or function presupposes certain qualities 
and, on the other hand, certain distinctive qualities may lead 
to a special role. An effective description will contain both func­
tional and sortal features of the object. In this paper, I will 
try to formulate suggestions about the nature of natural language 
quantification. In the first part, I will say something about the 
function of quantifiers, and in the second, about what quantifiers 
are like. Because of the limited space available, reference will 
be made occasionally to other papers where I discussed some of 
the points relevant here in more depth and detail.

1. The case of definite plural and mass terms

Let me start the functional description of quantificational expres­
sions with the consideration of simple sentences without quanti­
fiers. From a logical point of view, the simplest sentences relevant 
here are combinations of a one place predicate with a definite 
argument term, i.e. sentences of the logical form p(a). Ulis type 
is represented by sentences with a definite subject and a simple 
verb phrase. In the tradition of Montague (1973) and Barwise & 
Cooper (1981), definite NPs were treated as quantifiers along with 
genuinely quantifying NPs such as every mouse. But a closer analysis 
of the syntactic and semantic properties of definite NPs shows 
that they are individual terms in the sense of predicate logic 
rather than second order predicates. While this corresponds directly 
to intuition with respect to definite singular count terms, it 
might appear counterintuitive when applied to definite plural and 
mass or collective terms. Doesn't a term such as the childrgn or 
the government refer to more than one individual and cannot hence 
be considered an individual term? 'Ilie answer is no. Ine objection 
is invalid since it is due to a confusion of ontology and conceptu- 
al/logical content. From a logical point of view, definite plural 
and muss terms refer to what they refer to as one objec , .e.
as an individual, regardless if it consists of several distinguish­
able parts. For a detailed argumentation, the reader is referred 
to Ldbner (1987a) and, in particular, LObner (1985). Link (1983) 
has provided a technical frame in which this analysis can be formu­
lated .

I regard a predicate as a conceptual device which applied to an 
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argument may yield one or two truth-values, say, 1 for true and 
0 for "false". Natural language predicates, the meanings of verbs, 
nouns, adjectives and other expressions, obviously do not yield 
a truth-value for every argument whatsoever. They are conceptual 
instruments developed and appropriate for certain purposes, but 
inapplicable for others. There are, thus, in general truth-value 
gaps for every predicate, i.e. cases where for certain arguments 
the predicate yields neither of the two truth-values. For every 
predicate p, there is an opposite predicate p', the negation of 
p, which may or may not be lexicalized, if p is. p' yields a truth­
value in exactly those cases where p does, but always the opposite 
one. Independently of predicate negation, sentences of the logical 
form p(a) (and, of course, of any other form) can be negated using 
an operator denoted here by the sign ' -'. Sentence negation con­
verts the truth-value of the sentence, provided it has a truth­
value. There is a different sense of sentence negation, correspond­
ing to a different notion of falsity, which assigns the value 1 
also to those cases where the negated sentence lacks a truth-value. 
But this is not the type of negation which I am referring to here. 
Rather "negation" here always means the strong, presupposition- 
preserving variant. (Cf. Hom 1985 foe the distinction between 
"internal", i.e. presupposition-preserving, negation and external 
negation.) Exactly what kind of presuppositions is preserved will 
be explicitly stated below. Obviously, in case of sentences of 
the form p(a), sentence negation and predicate negation exert the 
same effect on the truth-conditions: -p(a) is true, false, or truth­
valueless iff p (a) is true, false, or truthvalueless, respective­
ly.
Hence, if we combine a definite plural or mass term with a simple 
predication, the effect of sentence and predicate negation should 
be the same, provided the analysis is correct. To check this, con­
sider the following situation. Four pawns of a normal game of chess, 
and nothing else, is what the following sentences are about. These 
pawns, as usual, are each either white or black. With respect to 
these pawns, therefore, white and black yield opposite truth-values. 
The four sentences to be checked are

(1) the pawns are white dtp (3) the pawns are not white -(dtp)
(2) the pawns are black dtp' (4) the pawns are not black -(dtp)

I chose a neutral notation to combine d, which corresponds to the 
definite plural term, and the predicate term, in order not to anti­
cipate the decision upon the logical status of d. Let case 1 be 
such that the pawns are black and let two of them be black and 
two white in case 2. Apparently we get clear truth-values in the 
first case, byt not in the second:

(5) case 1 case 2
AUCD ABCD
0 (1) ?
1 (2) ?
1 (3) ?
0 (4) ?
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In the mixed case, (1) and (2) are clearly not true; hence, (3) 
and (4) are not false. If (1) were false, (3) were true. But if 
the pawns are not white, they must be black, whence (2) would be 
true, which it isn't. Analogously, (2) cannot be false. Hence, 
both (1) and (2) lack a truth-value and consequently (3) and (4). 
It thus turns out that sentence negation and predicate negation 
do not differ if the argument place is filled by a definite plural 
term. The same is true of definite mass terms. Think of a sentence 
such as (6), together with its corresponding negations, in an analo­
gous situation:

(6) the food is vegetarian

Apparently, besides eventual sortal restriction, predicates do 
not yield a truth-value when provided with an argument which is 
not homogeneous in terms of the relevant truth-criteria. In the 
case of definite plural terms a broad truth-value gap opens between 
the clearcut positive and negative cases.

(7) false (no truth-value) true

0 •
00 0« ••

000 00* 0M
0000 ooo» oow om ••••

But this phenomenon is not restricted to definite plural or mass 
terms, as is shown by examples such as
(8) the Japanese flag is red (9) 1st: nbul is in Europe

The truth-value gaps are due to the existence of the following 
presupposition which applies to every predication whatsoever:

(10 ) presupposition of argiment homogeneity (PAH)
Hie argument of a predication is homogeneous with respect 
to the predication.

PAH is what I would like to call a structural presupposition, as 
opposed to specific presupposition induced by certain lexical items. 
Another structural presupposition, e.g., is the presupposition 
of non-ambiguity of definite terms. PAH will play a role in differ­
ent connection below again.

2. Fill the gup with quantification

The function of nominal quantification, now, is to bridge the gap 
between global falsity and global truth. If we replace the definite 
plural term in (l)-(4) by a quantificational NP, the truth-value 
gaps in the mixed cases are filled, as is demonstrated in (lq)-(5q):

(Iq) all pawns are white q*p
(2q) all pawns are black q*p'
(3q) not all pawns are white -(q+p) or q'+P
(4q) not all pawns are black -(q^p') or q'+p'
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In addition to the disappearance of the truth-value gaps, (5q) 
shows that in the mixed case predicate and sentence (or equivalently 
qnantiHer) negation have different effects on the truth-value.

(5q) case 1 case 2
AECD ABCD
0 (lq) 0
1 (2q) 0
1 (3q) 1
0 (4q) 1

If a predication is applied to an object which is complex in terms 
of the predication (in that it is possibly inhomogeneous), the 
two extremes of global truth and global falsity span a natural 
Reale of possible cases. Quantificational sentences yield truth­
values for all possible cases on the scale, in particular for those 
between the extremes. They usually do this in just cutting the 
scale into two parts, a negation and a positive range, as in the 
cases displayed in (11).

(11) the N p ...000

false

•••...

true

all N p .. .000------------------- 1 ••• ■ • •

false true

seme N p

true

few N p .. .000---- -------------- *•••...

true false

The quantifiers resulting in a bisection of the scale are those 
called monotone (cf. Barwise and Cooper 1981, van Benthem 1984, 
LObner 1987b). They either provide a lower bound but no upper bound 
for the extent to which the predication applies or an upper bound 
but no lower bound. In addition more complex partitions of the 
scale can be constructed using expressions such as some but not 
all, three or seven etc.

The function of nominal quantifiers is thus the differentiation 
of an otherwise global application of a predicate to a complex 
object. The cases considered so far Involve reference to a certain 
object such as a collection of pawns. In the count term cases this 
object constitutes what is traditionally called the domain of quan­
tification. The underlying definite reference to the domain is 
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implicit in sentences such as (lq) but explicit in other quanti- 
ficational sentences.

(12) all the pawns are white
(13) some or the pawns are white
(14) the pawns are all white
(15) the pawns are partly white

The last sentence, and possibly the one before, contain an adverbial 
quantifier, which in view of the function of quantifiers appears 
to be the most natural way to express quantification. Note that 
sentence (15) is ambiguous between a group reading roughly equiva­
lent to (13) and a distributive reading under which each single 
pawn is to some part white.

In LObner (1987b) I have called this type of quantification "refer­
ential" as opposed to "generic" quantification which does not in­
volve reference to the domain of quantification but the considera­
tion of a totality of abstract cases. The difference between those 
two types, however, is not relevant for the following discussion 
and will not be pursued further. So far, this may suffice as a 
functional description of quantification. In what follows, I will 
try to give a sortal specification, sketching what appears to be 
the conceptual characteristics of natural language quantification. 
The discussion will start with an analysis of non-nominal quanti­
fiers, which exhibit these characteristics in a more perspicuous 
manner.

3. Fran FALSE to TRUE (or vice versa): the dynamic characterization

There is a set of basic non-nominal quantifiers in natural languages 
for which I have coined the term "phase quantifiers" (cf. LCtner 
1987b). These operators can be understood dynamically in the sense 
that they express the transition from a negative to a positive 
section (or phase) on some scale or vice versa, or the lack of 
a transition. Let me start with temporal quantifiers which illus­
trate the idea in a very direct way.

3.1 Transitions in time '

In a sense, the concept of phase-quantification is prototyplcally 
represented by the basic meaning of al ready and its correlates 
not yet, still and no more. I liave presented an extensive analysis 
of the German sctm ("ulready") in its various uses elsewhere (Ifib- 
ner, to appear) and I will therefore restrict myself here to a 
very brief sketch of Ilie imln idea. 'Ilie basic use of already is 
the one as a sentence adverb In imperfective sentences.

(16) it is already dark

Iirperfective sentences are predicates about a time of reference 
t' (cf. IjObner, to appear, IDbnar 1987c). Hxj logical structure 
of a simple imperfective sentence such as
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(17) it is dark

is Just a first order one-place predication p with a temporal argu­
ment, i.e.

(18) p(t')

if, for the sake of simplicity, we neglect the contribution of 
tense to the sentence meaning. (17) is true if (16) is, but what 
already adds to the meaning of (16) is the condition that it is 
dark after not being dark. (17) is false iff it is not dark yet. 
The use of already presupposes a possible development from a state 
at which it is not dark to a state of darkness, i.e. from a negative 
phase in terms of the embedded sentence to a positive phase. (16) 
is true if the positive phase is reached at time t' and false if 
t' is in the initial negative phase. In general, a sentence of 
the form

(19) already(t', p)

is true if the reference time t' lies beyond the transition point 
of an initial negative phase in terms of p to a succeeding positive 
phase. It is false if t' lies before any transition point, i.e. 
if up to t' no transition has taken place. These conditions are 
illustrated in the following diagram:

(20) already!t',p) true ------------------ 1.... ..... [■■■■--»
P* P....... +■

t’

false —-----------------------------------1------- ♦
P1

In contrast, the simple sentence (17) does not concern any develop­
ment in time, but only one time t' and the respective state at 
that time in terms of p. Again, quantification - accepting for 
the moment that (16) is a case of quantification - means a differen­
tiation between plain truth and falsity.

The adverb still, in those uses which are correlated to already, 
is in a twofold way opposite to already. The sentence

(21) it is still dark

presupposes a development from darkness to the contrary and states 
that the reference time t' is not beyond the transition point. 
Thus, still fp this use functions as the dual of already, lx: I ng 
equivalent to simultaneous negation of tire embedded predicate 
p and negation of the whole. In the diagram this is reflected 
by the exchange of the positive and the negative phase, combined 
with the exchange of the truth-values for the whole statement.
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(22) stlll(t',p) false

true

Another instance of temporal phase quantification is tense itself 
pie basic tense distinction is the one between past and non-past 
(cf. Comrie 1985), marked in English and in most other languages 
by the past and present tense, respectively. Tense locates the 
situation s expressed by the sentence relative to the time of utter­
ance t , either as past or non-past, non-past being a proximal 
and non-earlier phase with respect to t* and past a non-proximal 
l.e distal, and earlier phase. Let p denote proximity in this sense 
and p distality (see LObner 1987c for details on the analysis 
suggested here.) 1 y

(23) PRESENT(s) ---------------ff
P' P *

s
past(s)---------------------------------j.

p'

tljne 8068 sit^tions pass from the non-past to the past, 
and tense specifies whether the transition has taken place.

3.2 Transitions on other scale

A further group of relevant cases are the scalar adjectives. They 
,,hiO^e sorts °r scales, such as size, weight, length etc., 

uch again are cut into two phases according to criteria which 
are strongly context-dependent (cf. Bierwisch & Lang (eds.) 1987 
tor an extensive analysis). A sentence such as.

(24) A is big

expresses that according to some such criterion, A is marked in 
s ze in the sense of being bigger than comparable unmarked cases.

(25) blg(A) tnxj____________ |......7._____  [ ,, >
m' mf

A
+

fill sc - ----------------------------------------- 1------  ->
m'

(m for markedness). The antonymous adjective snail is dual with 
respect to big, stating tliat the object is not bigger than unnarked 
cases.
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(26) small (A) false jfe’T"'*"1." 1—----------------1------- -*
m m' +

A

true ......... •.................. ""'—“------ 1---------♦
m

Antonymous pairs of adjectives are furthermore related by the condi­
tion that the upper bound of markedness must be lower on the scale 
than the lower bound. The scale is parted into three sections marked 
- unmarked - marked. Let me mention in this connection that many/few 
and much/little are further instances to be analysed in this sense 
(cf. Lbbner 1987b).

3-3 Nominal quantifiers

There are two scales which play an eminent role in natural language 
semantics. Cne is the time scale already dealt with, and the other 
is the quantity scale. Quantity specifications are incorporated 
into the morphology of nominal expressions in many languages and 
quantity quantifiers such as the English every and some play a 
key role in sentence structure. I will argue that the standard 
quantifiers (or to be precise: determiners, in the tenninology 
of Barwise & Cooper 1981) some and every can also be seen as phase 
quantifiers in the sense illustrated in the previous section. Let 
B be a domain of quantification and P a predication. Let me abbrevi­
ate universal quantification over B with respect to P as V(B,P) 
and existential quantification as 3(B,P). If one evaluates v(B,P), 
one has to check the elements of B one by one with respect to the 
predication P. The sentence is true if we encounter no counter­
example throughout and false otherwise. Similarly, 3(B,P) turns 
out false if we find no positive cases and true if we do. Van Bent­
hem (1987) has therefore proposed to model V and 3 as finite 
automata which perform such an evaluation procedure. Any such pro­
cedure is based on some enumeration of the elements of B. (In case 
of mass term quantification we can think of an enumeration of the 
elements of a partition of B instead.) An enumeration is a scale. 
Obviously, it does not matter, which scale we use (in van Benthem 
1984 this property of natural language quantifiers is called QUANT). 
What matters is the occurrence of positive or negative cases and 
not, when they occur. We are therefore free to restrict the consid­
eration to canonical enumerations which have at most one switch 
between positive and negative cases. In case of existential quanti­
fication, we must then start with the negative cases and proceeds 
eventually to the positive ones, whereas for the universal quantifi­
cation we Proceeds from evidence to counterevidence. Tills order 
is necessary if we want to keep the outcome open when we start, 
and it is natural in view of epistemic considerations.Proceeding 
this way, we will or will not have crossed the critical transition 
between opposite cases when we arrive at the end of the enumeration.
The resulting picture is analogous to the others given above:
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3.*t only

(27) 3(B,P) true

false

0-0-0-040 M|
p

0 - 0 - 0 - 
p

p +
B completed 
+ 

0-0-0

V(B,P) false

true

t 
? a

0
 

0
B

 a- 
®

e> 
0

%
 

W

q'4 0-0
p’t

B completed 
+

0- 0-0

QUy is a focussing particle. It operates on a partition of the 
sentence into foreground and background or focus and what I would 
like to call "cofocus". In general, the expression in focus is 
a predicate, which applies to something which is defined by the 
cofocus. Consider one example:

(28) Mary only loves Jolin and two Italian linguists

Under the interpretation thought of here, only focusses on John 
and two Italian linguists. Ihis is a predicate over something which 
is defined by the cofocus Mary loves -, (as lx(Mary loves x)). 
foly adds the restriction to the sentence that the cofocus applies 
to notiiing more than is explicitly specified in the focus. In view 
of the broad variety of uses of only, it generally appears reason­
able to define "more" in turns of implicative scales: With respect 
to the cofocus C, A is more than B ("A C-more B"). To return to 
our example, in terms of the cofocus given here, "John and two 
Italian linguists" is more than "John and an Italian linguist", 
and this, in term is more than John alone, since if Miry loves 
John and two Italian linguists it follows that she loves John and 
an Italian linguist, and so on. We can now think of an evaluation 
procedure for only in the following way. Hie focus predicate F 
licenses certain objects in the role defined by the cofocus. We 
start from some object licensed by F and prooeede in the upward 
direction of the implication scale up to the point, when the actual 
value of the cofocus is readied. If we remain within the range 
of objects licensed by F, the outcome is positive; if however we 
leave that range, the sentence is false. Let c be short for 
tx(Cofocus x), and s for C-more, F* for "licensed by F":

(29) only(c.F) false OcQcOcO | 0=0 
!•- 1-- + 

c 
♦

tiuo 0 GO c 0 c 0 C 0 c 0 .
I*
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4. The formal representation

These results can be formulated in mathematical terms along the 
following lines. We will first define the crucial notion of an 
admissible chain and then give a general definition of phase quanti­
fiers, which applies to all cases mentioned above.

4.1 Admissible chains

In all the cases considered above the predication quantified applies 
to elements of a partially or linearly ordered domain. The domain 
of quantification itself is in every case a chain, i.e. a linearly 
ordered subset. It has an upper bound, e.g. the time of reference 
or the last element of the enumeration, and it contains at most 
one transition between opposite elements with respect to the crucial 
predication.

(30) Definition

If P is a predicate with domain D(P), < a partial ordering 
on D(P), e an element of D(P), then c is an admissible 
chain in terms of P, e, and < , for short c 6 AC(>,e,P), 
iff

(1) c is a chain with respect to <, i.e. a linearly 
ordered subset of D(P).

(2) e is the maximum of c.

(3) (optional) c starts with a negative phase of P: 
for some x ec: if x'< x and x'€ c, then P(x')=0.

(4) monotonicity: P is a monotone increasing function on 
c (in terms of 0 and 1):
for every x.x'e c: if x <x', then P(x) - P(x').

Applied to the cases discussed above, 
chains are as follows:

the respective admissible

already(t',p) p-monotone time Intervals (t,t' ) 
for some t earlier than t'

stllKt'.p) p'-monotone time intervals (t,t* ] 
for some t earlier than t'

blg(A) m-monotone chains (X,... ,A^ 
for some X smaller than A

some(B.P) P-monotone enumerations of B

cnly(c,F) F*'-monotone accumulations of c, P* being defined 
as:
F*(x) w 3y(ysx & P(y))
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The optional third condition is required in case of presuppositional 
quantifiers such as always and only, but not in the other cases 
.he crucial condition is the monotonicity constraint. Due to that 
AU>,e,P) is always a homogeneous class with respect to the property 
of containing positive elements. If any admissible chain contains 
positive elements in terms of P, then every chain does, because 
in this case the maximal element e common to all chains must be 
positive.

The monotonicity condition does not allow a transition from P- 
positive to P-negative elements in the chain. Hence, admissible 
chains can only differ in consisting of one or two phases in terms 
of P, and if there are two phases, then the negative phase comes 
first. Admissible chains have just the minimal length required 
in order to present a nontrivial alternative.

4.2 Phase quantifiers

The meaning of a phase quantifier, now, is that the respective 
admissible chains do or do not contain positive elements. To formu­
late this accurately, we need one further notion, a quantiHpr 
3* tantamount to "all and any":

(3D Definition
For any first order predicate logic formulae 1 and if
(1) 5x $
(ii) 3x($S^) •» Vx(<f>->p)
then 3Vx(<j>:4i) 3x($&i|))

In particular, 3Vx(B(x) :P(x)) means that "the Bs are P". The
sentence is true iff all Bs are P and false iff all Bs are not 
P. Obviously, _3V is not always defined. It presupposes the homogene­
ity of B with respect to P. 3V is self-dual, i.e.

(32) -3VK(0:^) «*

We are now in the position to define the four possible phase­
quantifiers, given any predicate P, a partial ordering < on the 
domain of P, and an element e out of the domain:

K)l(>,e,P) wd(, 3Vc(c € AC(>,e,P): 3x(x € c & P(x))

PQ3(>,e,P) ~df 3Vc(c €AC(>,e,P): -3x(x€c & P(x)) . PQl'(>,e,P)

RJ2(>,e,P) ~dp 3Vc(c€AC(>,e,P'): -3x(x€c i P'(x)) « PQl'd.e.P')

lVl(>,e,P) ~d(, 3Vc(c £AC(>,e,P'): 3x(x € c i P'(x)) - PQl(>,e,P')

Ihe four phase quantifiers represent the four possibilities dis- 
played below and form a duality square:
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PQI ■--------H
e

PQ3 ------------------ 1*

PQ2 .................... '-j*

|-------h

pred.
neg.

quant.neg.

quant.neg.

Applied to the examples above, the definition yields:

(b# = last element of B in the enumeration)

already(t' ,p) = PQI(later,t',p)
still(t',p) = PQ2(later,t',p)
not yet(t',p) = PQ3(later,t',p)
no more(t',p) = PQ4(later,t',p)

PRESENT(s) = PQI (later,s.prox)
PAST(s) = PQ2(later,s,prox)

blg(A) • PQI (bigger, A, marked)
small(A) = PQ2(bigger,A,marked)

3(B,P) = PQl(after,M,P)
V(B,P) • PQ2(after,M»,P)

only(c,F) = PQ2(C-more,c,F*)

In LObner (1987b) I have emphasized the importance of duality rela­
tions for the semantic analysis. The four types are in a natural 
way related to monotonicity and persistency properties (see LObner 
1987b: 76f). It appears that the type assignment is also significant 
in a different sense: crosslinguistic evidence suggests tfiat the 
four types fonn a descending chain in terms of the frequency of 
proper lexical items and an ascending chain in terms of mnrkedness 
in several regards. According to the definition of jy, the phase 
quantifiers are only defined if the set of admissible cliains is 
not empty and tiomogeneous with respect to the property of the exist­
ence of P (or P') -positive elements in the chain. AC can only 
be empty due to violation of the optional condition (3). In case 
of already and only this condition in fact yields the relevant 
presupi>osltions (cf. LObner to appear for already) ■ The homogeneity 
condition is always fulfilled due to the monotonicity constraint 
on admissible intervals.
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In a sense PAH is at work here again. These quantifiers are essen­
tially predicates about the admissible chains. The chains that 
come into consideration are all alike with respect to the predica­
tion. We can chose a single chain for evaluation, and the result 
will not depend on the choice. But this is only possible if the 
set of relevant cases is kept homogeneous.

NOTES

1 The analysis reported here is a slight modification of the Ideas 
presented in Lubner (1987c), but is in accordance with Lfibner 
(to appear). I consider situations as pairs of a facts and a 
time component. Under the perfective aspect, the factual compo­
nent is an event, which is located relative to the time of utter­
ance t Under the imperfective aspect, the temporal conponent, 
i.e. the reference time called t' above, is located on the time 
scale.
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PROCEEDINGS OF THE ‘8? DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

lAszu5 kAlmAn

GENERICS, COMMON-SENSE REASONING, AND MONOTONICITY 

IN DISCOURSE REPRESENTATION THEORY

O. Introduction

It is a commonplace today that so-called "context-change theories 

of semantics, conceiving of sentence meaning not as purely proposi­

tional but as contributing to contexts both a proposition and other 

constraints of various nature, capture important generalisations 

not sufficiently emphasised in standard model theoretic frameworks. 

I do not deny this fact; what I shall try to demonstrate in what 

follows is that the so-called Kamp—Heim framework of context­

change semantics still oversimplifies the relationship of sentence 

meaning to context and interpretation.

In Section 1 of this paper I shall review, following the ideas 

of Partee (to appear), issues related to "semantic competence" and 

its status in model theoretic semantics as well as a possible com­

promise between basic principles of model theoretic semantics and a 

mentalistic" view of semantic competence. In Section 2 I shall 

present a class of phenomena pointing to the fact that a "semantic 

competence" level of representation mediating between sentence 

meaning and interpretation is called for. The phenomena in question 

are generic sentences on the one hand and common-sense (default) 

reasoning on the other. I shall briefly characterise the mappings 

involved in the transition from sentence representation to inter­

pretation, and conclude that discourse knowledge is underdetermined 

by the input sentences and the propositional content determining 

truth conditions. Finally, in Section 3, I shall outline the essen­

tial properties of the model proposed as related to phonological 

and syntactic processes. I shall argue that we may be able to mod­

el default reasoning without recurring to (non-monotonic) default 

logic in the same way as we can use (monotonic) unification while 
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taking care of apparently non-monotonic features of linguistic pro­

cesses.

1. Semantic competence and model theoretic semantics

The analysis of current semantic trends presented in this section 

is basically the same as the one in Partee (to appear). I cover 

some of the most important points of that analysis in order to em­

phasise certain aspects that remain in the background of Partee's 

paper but will be of crucial importance in the following. All quo­

tations in this section are from her paper.

According to Partee, "a strictly model theoretic approach with 

no intermediate representational level is committed to denying that 

semantic competence involves in any systematic way the syntactic 

manipulation of expressions in some language of semantic represen­

tation". Although this observation is undoubtedly true, we have to 

point out that the Kamp—Heim framework does not depart from model 

theoretic semantics in this respect. Both Kamp (1981) and Heim 

(1982) posit an intermediate representational level, which they 

call discourse representation structure, (DRS) and card file, re­

spectively, but neither theory allows "in any systematic way the 

manipulation of expressions" in those representation languages.

There are two extreme interpretations of "semantic competence" 

that we have to consider when assessing the Kamp—Heim position. 

The first, "conceptualist", view, related to the Chomskyan traditi­

on, claims that, "as far as the semantics of natural language goes, 

criteria of adequacy of a given theory derive ultimately from the 

attempt to account for what is 'in the head' of the competent nat­

ive speaker of a language". The second, "anti-psychologist", view, 

inherited by the Fregean tradition, emphasises that "translating 

from one uninterpreted language to another gets one no closer to 

the first thing' about the meaning of a sentence, namely its truth 

conditions"; its aim is, thus, to account for speaker-independent 

truth-conditional phenomena.

In my understanding of Partee's paper, she suggests that a 

feasible compromise between these two extremes is to stick to the 
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claim that "all that really matters for semantics 1s what the lan­

guage user thinks the sentence means and that in turn can be cha­

racterised by the state of his mind viewed as a machine with a lot 

of internal states functionally related to each other", and yet be 

concerned with "the question of how one can attribute informational 

content to internal states of a computer", and use the answer 

thereto to provide internal mental states, described in terms of 

propositions, with model theoretic interpretation.

The alternative described above can actually be found in cur­

rent artificial intelligence and computational linguistic litera­

ture. The studies in question (e.g. Etherington—Reiter (1983), 

Touretzky (1982)) either emphasise the need for using non-monotonic 

logic to model common-sense reasoning, or design models of mental 

processes equivalent to some non-monotonic logic. This way, the so­
lution of the dilemma related to the two extreme views of semantic 

competence is directly linked to our approach to reasoning and the 

role of systems of beliefs in interpretation: irrespective of 

whether we are interested in the issues raised by artificial in­

telligence and computational linguistics, we have to account for 

the linguistically relevant mechanisms of reasoning that seem not 

to fit within the monotonic model theoretic framework.

In the next section I shall propose a solution to this anomaly 

by assuming that the intermediate representations are accessible 

for other sorts of knowledge and for mechanisms different from 

sentence processing proper. That is, I shall argue that reasoning, 

interaction with background knowledge, and some kinds of disambigu­

ation proceed on the DRS level of representation rather than on the 

model theoretic level, and their outputs are not always subject to 

interpretation.
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2. Generics and background knowledge in a context-change framework

2.1. A version of discourse representation theory

The version of discourse representation theory (DRT) I proposed in 

Kalman (1986) heavily relies on the computational metaphor. In that 

version, sentences are translated into DRS-changing instructions 

that are first incorporated into the DRS and then performed any 

time. A DRS is a richly structured set of discourse referents con­

ceived of as pegs in the sense of Landman (1986) with predicates 

assigned to them. The semi-lattice structure of discourse referents 

is treated in detail by Polos (1987). Both DRS-changing instructi­

ons and predicates are programs whose execution may effect changes 

in the DRS. A program can only be run if it is sufficiently specif­

ic. Programs can be classified, in terms of their effects, into 

knowledge-retrieving, discourse-referent-introducing, predicate-as­

signing, etc. programs. Although there are no type distinctions 

among programs, their relationship to discourse referents can also 

be classified informally: a discourse referent can correspond to 

the location, some argument, etc. of a predicate.

For example, the translation of an indefinite noun phrase (NP) 

such as a man can be represented as follows:

(1) Representations of a man

a. Kamp—Heim: b. Kalman (1986):

x INTRODUCE(man1)
n 

cond: (i) man'(xn) 

(ii) xn "new"

((1a)is a rough representation of the idea that processing a man 

leads to the introduction of a new constant having the property 

"man".) Although the execution of the program in (lb) may lead to a 

result analogousto (la) in an empty DRS, its content is clearly 

different. This becomes evident if we consider its eventual inter­

action with other programs. For example, if an indefinite NP is 

part of a predicate verb phrase (VP), then the corresponding dis- 

course-referent-introducing instruction will be part of the pred­
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icate assigned to the discourse referent corresponding to the sub­

ject of the sentence. I shall represent this by a " : " sign. So 

(2) below will be translated as something like (2'):

(2) Ambiguous sentence

John and Mary carried a piano upstairs, 

(2') DRS representing (2)

John-and-Mary' : carried-upstairs'(INTRODUCE(piano'))

Note that (2') is as "ambiguous" as (2) itself. The two readings of 

the original sentence can be paraphrased as in (3):

(3) a. Paraphrase of (2)

‘John carried a piano upstairs and Mary carried a piano up­

stairs'

b. Paraphrase of (2)

'There is a piano that John and Mary carried upstairs'

Whether (2) is disambiguated or not is a matter of previously 

or subsequently acquired discourse or other knowledge. There are 

several ways in which executing programs corresponding to that 

knowledge can take care of incorporating the translation of either 

(3a) or (3b) in the DRS; the details of these are irrelevant for 

the present discussion. The only point is that, in the Kamp—Heim 

framework, the only way of accounting for the ambiguity of (2) is 

to allow two alternative representations; consequently, deciding 

which one is correct can be a matter of previous contextual knowl­

edge, but cannot depend on subsequently incorporated information. I 

believe this is not adequate in terms of predicting "what is going 

on in the speakers' mind" although that treatment might account for 

the possible truth conditions of (2).

In sum, if we allow DRS-changing instructions as programs or 

"problems" to be resolved to be included in the DRS (instead of in­

cluding the solution of those "problems" and the effects of those 

programs only), then a DRS will eventually contain underspecified 

representations. This has the immediate advantage of allowing sub-

99



sequent information to disambiguate previously incorporated infor­

mation, and less direct consequences bearing on models of reasoning 

and non-truth-conditional aspects of linguistic processing to be 

treated in the next sections. Of crucial importance is the fact 

that, in the approach proposed above, a DRS may contain information 

that contains "unresolved problems" not subject to interpretation.

2.2. Donkey sentences and generics

One of the main achievements of the Kamp—Heim theory seems to be 

the correct treatment of so-called "donkey sentences" such as the 

one in (4):

(4) Donkey sentence

If he owns a donkey, he beats it.

The effect of (4) on the DRS can be represented as follows in 

Kamp's notation, provided that the antecedent of he in (4) is 

John:

(4') DRT representation of (4)

Kamp's claim is that universal accessibility conditions allow the 

anaphora in the right-hand side of the conditional to find their 

antecedents in either the left-hand side or outside the condition- 

all anaphora in the left-hand aide can find their antecedents out-
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side the conditional; the converse is not true in any of these 

cases. For example, (5a) but not (5b) is a valid continuation of 

(4), as illustrated in (5'), where I merged (4') and the represen­

tation of (5a,b).

(5) Valid and invalid continuations of (4)

a. He always abuses animals.

b. if It has a white patch on its forehead, 
(51) DRT representation of (4) and (5a,b)

Xj » John

donkey(x2) 

owns(he,x?)

he ■ x1

beats(he.it) 

he = x-] 

it « x2

abuses-animals(he)

he » Xj

has-white-patch(it)

it - ???

Several apparent counterexamples to the accessibility conditi­

ons have been proposed since the theory was put forward. One of 

them is the case when the generic donkey sentence is followed by 

another generic, as in (6):

(6) Generic donkey sentence followed by another generic

Every man who loves a woman respects her. He treats her as his 

equal■

As a matter of fact, (6) 1s not a counterexample provided we treat 

the second sentence as belonging to the right-hand side of the con­

ditional I
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(6‘) DRT representation of (6)

X1 x2

man(Xj) 

v/oman(x2) 

loves(x1,x2>

respects^ ,her)

her = x2

treats-as-equal(he,her) 

he = Xj 

her = x2

The important issue here is not whether (6) is a counterexample to 

accessibility conditions but whether the genericity of (6) plays 

any role in this porblem. According to Hess (1987), pronouns in (6) 

and in similar sentences belong to the class of "descriptional" 

anaphora as opposed to "denotational" ones in that they refer to 

"stereotypes" rather than real individuals (similarly to the pro­

posal of Bartsch (1979) for the original donkey sentences). In 

Hess' theory, generic sentences are translated into "rules" rather 

than ordinary propositions. He conceives of discourse referents as 

the generalisation of constants and variables in Horn clause logic.

There is an important drawback in Hess' analysis, apart from 

the fact that he needs to multiply the types of discourse refer­

ents. Consider the following sentences:

(7) a. Reproduction of the first sentence in (6) 

Every man who loves a woman respects her.

b. Non-generic universal sentence

Every hunter who came with us yesterday killed a deer.

In (7b) we commit ourselves to a claim on the actual set of hunters 

who came with us yesterday; the quantified NP in this case stands 

for a group referent, hence we can only use plural ("denotational") 

anaphora, which the Hessian account takes care of.
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(8) Valid and invalid continuations of (7b)

a. They cut them up and carried them home,

b. # He cut it up and carried it home.

It is not clear, however, why (7a) can have a group reading as 

well, and why the sequence in (6) is correct on the rule reading 

only (as a matter of fact, a plural continuation would work for 

both readings, but this is irrelevant for the present problem).

In the Kamp—Heim framework, on the other hand, it is unclear 

how it can be avoided for (8b) to be included in the right-hand 

side of the conditional of (7b) or for (7b) to be interpreted as a 

conditional at all.

The solution to be proposed below relies on the same intuition 

as Hess'. I shall say that reference in "rules" is not to be re­

solved although universal expressions in generics are of the same 

type as in other sentences, i.e. they would "evaluate to" group 

discourse referents as in any other case when resolved. In sum, 

universal sentences are underspecified at the outset, and thus 

their representations belong to that part of the DRS that is not to 

be interpreted.

The fact that universals should not be interpreted until they 

are disambiguated as "denotational" (thanks to the sentence adver­

bial, for example, as in (7b)) is best shown by the fact that their 

"propositional content" can easily be overridden, by except for..■- 

clauses, for instance. Therefore, they can function as default 

statements that can be used in reasoning but should not be assigned 

truth conditions. This points to the fact that apparently non-mono- 

tonic reasoning processes take place on the DRS level rather than 

the propositional level.

2.3. Connon-sense reasoning and monotonicity

Implicit in what I said so far is the existence of a sequence of 

four mappings involved in semantic processes: (1) translation, the 

mapping from some representation of the sentence and the lexicon to 

a DRS-changing instruction (i.e. the semantic representation of the 
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sentence); (ii) execution, the mapping (from the class of DRSs to 

the class of DRSs) embodied in the DRS-changing instruction; (iii) 

filtering, the mapping from a DRS to a set of propositions to be 

actually interpreted; (iv) interpretation, the mapping from this 

set of propositions to a set of possible worlds. There are well-mo­

tivated and well-established assumptions on the nature of transla­

tion, e.g. compositionality, and of interpretation, e.g. its model 

theoretical character, which I shall not discuss nor question here. 

As for "filtering", I shall assume that this mapping is essentially 

governed by specificity, i.e. that a piece of information in the 

DRS gets into the set of propositions to be interpreted just in 

case it is fully specified in some sense (e.g. it should not con­

tain unresolved reference problems). In the rest of this section I 

shall be concerned with the nature of "execution".

If a speaker uses the verb marry in a conversation, this al­

lows the participants to use a number of anaphoric expressions (the 

bride, the wedding ceremony, the dowry, etc.) exactly as if the an­

tecedent had been introduced. That is, components of the semantic 

representation of a sentence (in this case, the mysterious marry1 

looked up in the lexicon) somehow point to a stack of knowledge 

stored somewhere (either in the lexicon itself or in some separate 

background knowledge representation). The fact that linguistic phe­

nomena such as the accomodation of the definite descriptions above 

require that the speaker have permanent access to that stack of 

knowledge led Bartsch (1987) to the conclusion that the knowledge 

in question is directly incorporated in the DRS.

In fact, as I argued elsewhere (Kalman (1987)), the mechanisms 

of accessing background knowledge to resolve reference problems 

seem to work in exactly the same way as the ones serving to access 

discourse knowledge. But incorporating background knowledge in the 

DRS whenever it is referred to would lead to enlarging our DRS to 

an uncontrollable extent: incorporated propositional knowledge may 

contain new references to background knowledge, e.g. the default 

location of a wedding ceremony may be a church, and nothing would 

preclude the incorporation of all the background knowledge connect­

ed to church1 in the sequel. Nevertheless, since the transition 
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from discourse knowledge to background knowledge is extremely 

smooth, it is rather useful to conceive of background knowledge as 

a sort of "larger", “older", "less active" discourse knowledge our 

DRSs are actually embedded into.

Obviously, we have to avoid the interpretation of entire and 

possibly inconsistent systems of beliefs. Since most of our back­

ground knowledge is of the generic or otherwise underspecified 

kind, this is automatically resolved under the treatment of gener­

ics proposed in the previous section. In Bartsch (1987), the piece 

of information incorporated in the DRS as a result of processing a 

lexical item, called "MP—SF" (meaning postulate—scenic frame), 

just has the label "Default" by virtue of which it can be overrid­

den, and this is exactly what we get under the present treatment.

The conclusion is that linguistic expressions licensed in a 

certain context depend not only on the portion of DRS that is to 

be interpreted. For example, the anaphoric expressions licensed by 

marry depend on our background knowledge of this word, whether or 

not this is included in the DRS in the form of "default" assertions 

or not. In any case, reasoning is needed to access the appropriate 

piece of knowledge, and this involves "default" assertions as well. 

In the case of marry, for instance, any particular instance of mar­

riage will as a default inherit the assertion of the existence of 

its protagonists. In sum, linguistically relevant, though truth­

conditional ly irrelevant pieces of reasoning must proceed on the 

DRS level (before "filtering").

Predicate inheritance, i.e. the repeated application of modus 

ponens, is one of the most important machanisms of common-sense 

reasoning. According to Etherington—Reiter (1983), however, in­

heritance systems with defaults and overriding exceptions give rise 

to non-monotonicity. Thus, "execution" should be non-monotonic: if 

some assignment "s : p" is entailed in a DRS, then it is not neces­

sarily the case that this assignment is also entailed by the image 

of the DRS under an arbitrary DRS-changing instruction. On the oth­

er hand, since only underspecified assignments can be overridden, 

this may happen to underspecified assignments only, hence "filter­

ing" will eliminate non-monotonicity. If a proposition £ is entail­
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ed by a set of propositions resulting from "filtering", then the 

set of propositions resulting from a subsequent mapping will also 

entail £.

I have to emphasise that I neglect the fact that human beings 

change their minds in rather radical ways, especially when they in­

teract with each other. DRS-changing instructions explicitly viol­

ating monotonicity (e.g. those changing an assignment "s : p" to, 

say, "s : NOT(p)") must not be considered as influencing the rea­

soning process but rather as restarting it. Another important point 

about default reasoning is that conclusions drawn from default as­

sertions preserve their overridable nature. Consider the following 

DRS:

(10) DRS allowing default conclusion

(i) elephants : grey

(ii) Clyde : elephant

The conclusion "Clyde is grey", although specific in itself, may 

be overridden by an explicit assertion of, say, Clyde's being pink. 

That is, reasoning is preserved together with the conclusion:

(11) DRS (10) after drawing the conclusion

(i) elephants : grey

(ii) Clyde : elephant; grey by (i)

(12) DRS (11) after incorporating "Clyde : pink"

(i) elephants : grey

(ii) Clyde : elephant; pink

(The previous conclusion by (1) is to be cancelled because the 

newly incorporated assignment is more specific.)

To sum up, since common-sense reasoning relies on default 

knowledge in the DRS and in background knowledge, and we want to 

avoid for default knowledge to be interpreted and thus contribute 

to truth conditions, it is necessary to allow reasoning mechanisms 

to operate on the DRS-level representation, therefore restrict the 

strictly model theoretic and strictly monotonic machinery to the
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interpretation phase of processing.

3. Defaults and monotonicity in phonology and syntax

Sone of the issues Mentioned so far are familiar from phonology and 

syntax, others seem to be unrelated to those domains of grammar. A 

feature certainly shared by all those components is the extensive 

i'se of representations describing different linguistic phenomena.

A phonological representation describes an articulated se­

quence of partially overlapping articulatory gestures associated 

with a linguistic unit; a semantic representation describes the 

meaning of a linguistic unit; and syntactic representations de­

scribe patterns of meaningful linguistic units. One thing we re­

quire to hold for all of them at this level is monotonicity: en­

richment of, i.e. increasing information on, a representation 

should lead to non-decreasing information on the objects described. 

This is usually assumed for phonological and syntactic representa­

tions, and holds for the sets of propositions representing a piece 

of knowledge or for a DRS-changing instruction representing the 

meaning of a sentence.

Another well-established principle is that some notion of 

"full specification" plays an important role in all domains of 

grammar.

Only the fully specified parts of a phonological representa­

tion can be "phonetically implemented" and, similarly, sentence 

represenations can be implemented only after "lexical insertion" 

and "phonological interpretation". What "implementation" would mean 

in semantics is rather unclear; nevertheless, logical interpretati­

on, although not an observable human activity, may require the full 

specification of a set of propositions. On the other hand, only a 

fully specified ORS-changing instruction can be implemented as a 

sentence with that meaning. For a statement of this principle, cf. 

Sanders (1971).

A third major principle grammatical components should share 

consists in the overriding power of specific rules and representa­

tions over less specific ones.
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Let me illustrate this principle by examining its version as 

stated in Kiparsky (1973) for phonology. The Elsewhere Condition 

states that, if the structural description of a phonological rule 

properly includes the structural description of another rule, then 

the one with more specific application conditions applies whenever 

possible, and the other one will apply just in the remaining cases 

("elsewhere"). Thus, Kiparsky's phonology could be non-monotonic in 

a certain sense. Given two rules, £ and b^, with b being more spe­

cific than a, then, provided a applies to a representation x, and 

thus a(x) is "entailed", it could be the case that enriching x will 

lead to the applicability of b (and the inapplicability of a); in 

that case, b(x') rather than a(x) would "follow" (where x* is the 

enriched representation). The reason why this does not happen and 

why phonology is still well-behaved lies exactly in the principle 

of full specification. In the above case, "if not(xj then a(x)" 

rather than a(x) is "entailed", where “notOr)" means that x is 

fully specified w.r.t. a and b, i.e. it cannot be enriched to yield 

x\ In Lexical Phonology, for instance (Kiparsky (1982)), where 

this principle holds, enriching representations is done step by 

step, and phonological rules apply in blocks after each step of en­

richment, when representations are fully specified w.r.t. the rules 

of the given level.

Since there is no evidence for similar levels in semantics, we 

probably have to use a different mechanism, e.g. the one proposed 

in the previous section (reasoning preservation). The fundamental 

difference of the two systems, however, lies not in this fact, but 

rather in the lack of interference with background knowledge in 

phonology. In any case, monotonic and apparently non-monotonic 

aspects of phonology nicely parallel what is going on in semantics 

under the approach proposed in this paper.

Syntax also seems to break up into a monotonic and an appar­

ently non-monotonic domain. The interference of syntactic and even 

semantic knowledge on particular lexical items and different other 

entities on the continuous scale of idiomaticity up to fairly reg­

ular syntactic patterns seems to follow principles similar to com­

mon-sense reasoning and thus give rise to the same kinds of effects 
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of non-monotonicity (cf. Small (1981)), whereas the unification op­

eration whose input is a set of representations with such conflicts 

already resolved is assumed to be monotonic in all current theo­

ries. It is not at all clear for the moment whether the system of 

syntax is comparable to either phonology (as in the transformation­

al tradition) or semantics (as suggested in the first part of this 

paragraph) or both (as in Sanders (1971), who proposes a uniform 

treatment of all three components by putting forward a principle 

equivalent to the Elsewhere Condition, called Proper Inclusion 

Precedence).

In conclusion, monotonicity seems to characterise the edges 

and interfaces of the modules of grammar, whereas their internal 

machineries seem to obey the Elsewhere Condition with possibly 

module specific mechanisms probably ensuring monotonicity.
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PROCEEDINGS OF THE 3 87 DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

lAszl6 p6los

DRT AND THE STRUCTURED DOMAINS 

(typed or type-free?)

1. INTRODUCTION

It has been a major trend during the last decade that peop­
le in formal semantics turned to modeling semantic relations 
for which sentence boundaries are penetrable. An example for 
such a relation can be the next intersentential anaphor: 
(1) A GOOD-LOOKING YOUNG MAN ENTERED THE ROOM.
(2) EVERYBODY WAS SURPRISED WHY HE WAS WALKING ON HIS HANDS,

It is quite natural to consider the sentence (2) as if 
it contained additional information about the GOOD-LOOKING 
YOUNG MAN mentioned in the sentence (1).

There is no trivial possibility for the extension of the find­
ings of classical model-theoretical semantics to such relati­
ons. (But anyhow there are some possibilities.)

The most natural way of the extension, and I think, the 
only natural one, is the following: handle the whole 
text - the discourse - as if it were only one sentence, 
as the conjunction of the sentences occurring in the 
discourse. Unfortunately, this way proves to be a dead 
end. As we know well from elementary logic courses, con­
junction is associative and commutative, and these two 
properties are sufficient to show that a given discourse 
is logically equivalent to any permutation of its sen­
tences, and this is obviously false.

(3) THERE WAS NOBODY IN THE ROOM.
(4) A MAN ENTERED THE ROOM.
(5) HE WAS WAITING FOR HIS WIFE.

If we mix these three sentences, the meaning of the 
whole text changes and some permutation of the sentences 
seem to result in meaningless discourse. We can decipher 
essential semantic relations from the order of sentences 
(see, e.g., KAMP 1983, PARTEE 1984).

DRT is a framework which handles intersentential anaphoric 
chains nicely. Its handling is based on the presupposition 
that the connexion between anaphoric expressions and their 
antecedents is their coreferentiality. This coreferentiality is 
a local relation: it is supported only by a given context. In 
order to matching coreferential expressions DRT needs a way of 
constructing formal models of contexts. And context models seem 
to bo very useful for handling several problems of context 
dependency.
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2, DRT: A POSSIBLE APPLICATION

Some thirty years ago QUINE realized (QUINE 1960) that such 
expressions as WATER or INFORMATION form a strange class of 
common nouns. Sometimes they behave as predicates:
(6) THE FLUID IN THAT BOTTLE IS WATER.
(7) WHAT THIS NEWSPAPER CERTAINLY DOES NOT CONTAIN 

IS INFORMATION.
In some other cases they look like names:
(8) WATER IS WET.
(9) INFORMATION IS VALUABLE.
Another observation was that WATER or INFORMATION resist plur- 
alization. This shows that in the case of this class of nouns 
the usual explanation of such problems does not work. The "gen­
eral explanation" goes as follows:
(10) MAN IS MORTAL.
(11) SOCRATES IS A MAN.
In (10), MAN is a predicate, as wen as in (11), because (10) 
can be translated into (10'):
(10' ) THE SET OF MEN IS A SUBSET OF MORTALS.
Furthermore, (11) actually means that
(11' ) SOCRATES IS A MEMBER OF THE SET MEN.
One cannot even name set of "WATERS" without pluralization, 
and it is far from being obvious what constitutes the members 
of such a set. They need a different semantic representation.

These problems led to the principled distinction of count/ 
mass nouns. (See, e.g., PARSONS 1968.) This distinction is in­
tuitively clear but not sharp. PELLETIER had shown in 1975 that 
substantially any noun can be used as a mass noun. (The basic 
idea of his argumentation, the idea of a universal grinder goes 
back to David Lewis.) And vice versa, mass nouns as WINE can be 
used as count ones:

“ (12) THERE ARE FOUR DIFFERENT WINES IN MY CELLAR.
Now, if mass nouns are to be modeled semantically in a 
different way that is different from modeling count 
nouns then we should decide before semantic modeling, 
if the noun in questions belongs to mass or count nouns. 
The lexicon does not give sufficient information in this 
respect. Sometimes there are syntactic markers to qual­
ify a given occurrence of a certain common noun. A noun 
preceded by a numeral or an indefinite article is recog­
nised as count noun as well as a plural noun, while a 
measure expression may indicate a mass noun, but it does 
not guarantee that it actually is a mass noun.
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Some problematic sentences:
(13) I WOULD LIKE TO GET FOUR POUNDS OF APPLES;
(14) I FOUND A ONE-INCH DWARF ON MY TABLE.

In (13), the expression APPLES is a mass noun perhaps, 
but in plural, while in (14), DWARF is not.

H. C. BUNT (BUNT 1978) mentioned several syntactic criteria 
mass nouns. But even he knows well that his criteria do not > 
qualify all possible cases. BUNT has a proposal to solve the 
problematic cases: If there is no syntactic criterion to de­
termine whether n is a mass noun (in a given context) or not, 
let us change the context. If the new context contains syntactic 
markers sufficient to classify the noun n as a mass noun, and 
n has the same meaning in the two contexts then n was a mass 
noun in the original context as well.

A minor problem with this solution is its circularity: The 
aim of the classification was that it could serve as a basis 
of choosing the right semantic representation, but the classi­
fication is based on the notion of identity of meanings, which 
depends on the semantic representation.

DRT is an available framework to solve the problem, at 
least partially. Sometimes a given noun cannot be classified 
in a sentence, because the sufficient syntactic markers are 
missing, but these markers classify an anaphoric expression 
coreferential with the given noun. This is evidently sufficient 
to classify the noun itself. See for example the following dis­
course :
(15) THE GOLD DISSOLVED IN THE LIQUID.
(16) ONE PINT OF IT WAS ENOUGH TO DISSOLVE THE WHOLE

QUANTITY.
Here IT and THE LIQUID are coreferential, and the measure ex­
pression ONE PINT OF classifies IT and through this THE LIQUID 
mass nouns. If we have a systematic method to handle anaphoric 
chains, this can help to solve the qualification problem as 
well. (Unfortunately, there remain unclassified cases; we did 
only one step.)

3. SOME CHARACTERISTICS OF DRT

The first published version of DRT (that of KAMP's 1981) 
handles anaphora problems in the following way. First KAMP 
defines a limited fragment of English, and then he separates 
a class of nominal expressions. The members of this class are 
characterised by the following property: at their first occur­
rence these expressions introduce a new "object" into the dis­
course. (In HEIM's version (HEIM 1983) we collect informations 
about an object on a file card. The mentioned expressions open 
(at their first occurrence) a new file card.) KAMP adds a set 
of expressions (substantially variables) to the fragment of 
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language. These are reference markers, and any member of the 
mentioned class of nominal expressions introduce a new refer­
ence marker into the discourse. These reference markers serve 
to connect anaphors to their antecedents. Each anaphoric ex­
pression selects a reference marker as its antecedent. This 
choice is restricted by different principles: a masculire ana­
phoric pronoun needs a masculine antecedent etc.

If we are interested in the linguistic status of DRT, it 
is not very difficult_to point out that it is on the borderline 
of syntax and semantics. Discourse representation structures 
(DRSes) are basically syntactic entities, but anyhow these 
structures are - self-referential - partial models of the 
fragment of English as well. And so it is quite natural to 
built up a semantic representation of discourses by embedding 
these partial models into a usual model of our language.

In KAMP 1981 the attention was restricted to nominal ana­
phors, and so, the embedding system could be very simple: a 
fragment of a model of classical first-order languages. If we 
want to extend the original framework to the field of senten­
tial anaphors, we need a more complicated embedding system. I 
see basically two possibilities:

(A) We can use an intensional framework (as VAN EIJCK or 
ASHER), or

(P) we can embed DRSes into a version of Situation Seman­
tics (as VAN EIJCK).

I'll argue for the second possibility, but the first one 
has its advantages as well.

4. DRT AND SEMANTIC TYPES

(17) SUSAN MISUNDERSTOOD DRT.

As it is well known, (17) can be neither true nor false in 
a classical framework, since there is not a unique theory cal­
led DRT. There are different branches of DRT. Some of its bran­
ches (JAN VAN EIJCK's, NICOLAS ASHER's, or BARBARA PARTEE'S for 
example) made efforts in order to handle (among others) senten­
tial, temporal or VP anaphors. They all introduced different 
Kinds of discourse referents (i.e., reference markers) for in­
dividuals, for events, for time data etc. Sometimes it was ex­
plicit and sometimes it remained in silent. But anyhow, there 
are widespread conventions in notation; e very often refers to 
a reference marker introduced by a sentence, whereas a, u or u 
denote reference markers referring to an individual. And t ge­
nerally means a reference marker somehow connected to time.

The main reason why these conventions are used, I think, 
iS j "one of the authors belie' i that a sober DR-theorist 
would define an embedding function that maps event-type re­
ference markers to tlme-streches. But after all, not all the 
DR theorists are always sober and one who is not may try it.
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It does not cause any dangerous problem if we are interested 
in truth only. But sometimes falsity can be interesting as well.

The question of falsity arises when we extend the fragment 
introduced by KAMP 1981 in order to handle definite descripti­
ons as well:
(18) THE PRESENT CHAIRMAN

From the point of view of the fragment of language, THE PRESENT 
CHAIRMAN and THE PRESENT KING OF FRANCE walk together, and that 
means that all problems of non-referring definite descriptions 
appear in DRT.

To handle these problems it is the best to introduce a par­
tial embedding system. For example, embed our DRSes into an in-• 
terpretation of an intensional logic with semantic value gaps. 
(See that of RUZSA 1986.) It introduces zero entities to "fill" 
semantic value gaps. Non-referring definite descriptions 
"refer" to the zero entity, and some built-in-mechanisms guar­
antee that in extensionel contexts the value gap is inherited, 
that is
(19) THE UNICORN THAT PEDRO OWNS IS BEATEN

Proves to be neither true nor false. This partial embedding 
structure makes sense of type restrictions in embeddings as 
well. A "bad" embedding never gives truth value to a discourse, 
a "good" one sometimes does.

If we follow this way, naturally arises the question: how 
many different kind of reference markers we actually need? We 
can only estimate it: One for individuals, one for time 
streches, one for places, another one for events (or event 
types). And we have seen that continuous concepts (so called 
mass terms ) need a semantic representation different from that 
of individual expressions. This suggests that we need another 
kind of reference markers. (I circumscribed this problem in a 
paper read at the previous Debrecen meeting on LOGIC AND LAN­
GUAGE in 1986.) So the number of kinds of reference markers is 
at least five and the shadow of VP ellipsis indicates that the 
whole (perhaps) intensional type theory is needed, together 
with some additional kinds. But this is very bad news indeed, 
since the whole type theory arises the objections against it. 
(See, e.g., MENZEL 1986.) The universal properties are exclud­
ed as well as self-exemplifying properties. We can tolerate 
these objections if we actually need the type theory, but I 
think, we don't.

5. A TYPE-FREE VERSION OF DRT

The semantic framework what I am going to show is free of 
MENZEL'S objections because it is free of types, but it can 
handle bad embeddings as well as non-referring definite descri­
ptions and other sources of "truth value gaps".

I think that not all the anaphora problems can (and need)
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be handled in DRT, only those which are basically coreference 
problems. For example, VP ellipsis is different, it can be 
handled by copying. (See ROBERTS 1986.) Referring expressions 
are basically those which were mentioned above. G. LINK had 
shown in his well-known paper (LINK 1987) that individuals, 
time streches and places are semi-lattices, and I don't want to 
say anything new about them. But I go further and say that mass 
terms introduce a new semi-lattice as well as event types do. 
These semi-lattices are the basis of my type-free representa-

6. THE SEMI-LATTICE OF THE REFERENTS OF MASS TERMS

The most important problems connected to mass terms are 
the following ones:

1. How can we support semantically inferences as the next?
(20) WHAT GLISTENS IN MY GLASS IS WATER.
(21) WATER IS WET.

(22) WHAT GLISTENS IN MY GLASS IS WET.

2. How to handle descriptions containing mass terms?
(23) WATER IN MY GLASS

It naturally differs from other definite descriptions since if 
there is a quantity of water satisfying the conditions of the 
description, then there are infinitely many other quantities 
as well.

3 . What is the connexion be*'"en objects and pieces of mat­
ter constituting them?

In the following I'll sketch a semantic idea which answers 
these questions.

The referents of mass nouns are members of a semi-lattice.

.. ordering relation in the semi-lattice models
the BEING OF relation.

- The unit of the semi-lattice (if there is any) can be • 
the referent of MATTER.

- This semi-lattice can be dense (in order to model conti­
nuity ).

- Inherited properties as being WET can be modeled by sub- 
semi-lattices.

Other properties are to be modeled by a subset of the 
elements of the semi-lattice. Such non-inheriting property can 
be, e.g., the WEIGHS 500 TONES. J
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(24) THE WATER IN THE POOL WEIGHS 500 TONES.
(25) THE WATER UNDER MY SWIMMING CAP IS A PART OF THE 

WATER IN THE POOL.

(26) THE WATER UNDER MY SWIMMING CAP WEIGHS 500 TONES.

- Definite descriptions containing mass terms are similar 
to class-descriptions: They denote the MAXIMAL (and not the 
unique) element in the semi-lattice satisfying the conditions..

- In order to handle descriptions such as
(27) THE UNICORN OF PEDRO

it seems to be useful to built in a zero entity. This makes 
the empty piece of matter superfluous.

- The connexion between objects and pieces of matter con­
stituting them is a partial function from the semi-lattice of 
individuals to the semi-lattice of pieces of matter. (This 
function must be partial in order to get a realistic picture: 
it is not necessary to speak about the material of the number 
7 even if it is a member of the universe.)

I first discussed these ideas in my paper 'Mass term 
revolt' in 1985 which simply duplicated what had already 
been, said in G. LINK'S famous paper (LINK 1983), a pub­
lication which was not known to Ine at the time.

7. SENTENCES IN REFERRING FUNCTION: THE SEMI-LATTICE OF 

EVENT TYPES

By an Austinian view of truth, sentences are referring ex­
pressions: they refer to event types; and we say that the sen­
tence S is true in a given situation iff the given situation 
red^* Is! • " Ttle following questions are to be answe-

(a) What are situations?
(b) what are event types?
(c) What does it mean for a situation S being of the 

type e ?
Some months ago, Barwise and Cooper sketched the following 
idea:

If are type-free entities (since "everything is
a first class citizen") and r is a relation (which is characte­
rized, among others, by its set of argument places), and p e 2 
then __

is a fact.

Situations artcharacterlzed by the set of facts supported by 
them. Two situations are oqual iff they support the same set 
of facts.
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In my view, an event type is a set of events. An event type 
can be characterized (and modeled) by a set of facts, and is 
identical to the set of those situations which all support each 
member of the given set of facts. And S is of type e iff S E e.

Let S1 and S2 be sentences and
= [Sj, «2 = [S2].

In order to model the referent of the conjunction of and S2 
we need a new event type: the minimal event type which is 
greater than e and e.. To have such an element we need a semi­
lattice. The ^ordering in this semi-lattice is not the set-the­
oretical SUBSET OF relation. However, we cannot say that the 
set of event types is to be a lattice even if modeling disjunc­
tion seemingly needs it so. Only the conjunction has to be mod­
eled by such an event type. I think that disjunction is to be 
modeled by a "lifted" event type: If = [S^J, eg = (IS2H then

And similarly

[it is

for ne

not the case that S] = (S| S[

This actually corresponds to VAN EIJCK's handling of such sen­
tences in DRT. The construction rule corresponding to "and" is 
the only one that does not introduce new DRSes, while that of 
"neg" and "or" lead to new embedded2 DRSes.

I think there is a source of misunderstanding between Bar 
wise and Cooper. Barwise overgeneralized the "construction 
rule" for conjunction, and Cooper did so, e.g., with disjunc­
tion. Neither of them is right: These two things are essenti­
ally different.

8. CONCLUSIONS

If I am right, all the referents (of different kinds of 
referring expressions) are members of certain - pairwise diffe­
rent - semi-lattices. We can get a new semi-lattice by intro­
ducing a single new entity 0 greater than any elements of any 
of our semilattices. This new element will serve as the zero 
entity.

118



We can handle the type restriction (if we need any) by the 
partiality of the fact forming operation:

a = >••• >a

is a fact only if a^ , __  , an are available arguments for the
given argument places of r.

Let a ..... a be elements ofAUBUCUDUEU {9}.
If for some i (1 i i i n), a. = 8, r is undefined, hence a = 0.

Any situation either supports a given fact or not, but 
0 is neither supported nor not-supported by any situation.

If x is a reference marker and f is an embedding function,
then fix) e aUBUCUDUE-
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PROCEEDINGS OF THE ’8? DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

VEIKKO RANTALA

INTERPRETING NARRATIVES: SOME LOGICAL QUESTIONS

It is peculiar about literary texts, narratives in particular, that a 
reader of a text has to move back and forth in several directions: 
between the text and the possible events which he is going to associate 
with the consecutive sentences of the text, between such events, and, 
finally, between the sentences themselves. Any logical reconstruction of 
interpretation has to explicitly consider this semantic feature, in one 
way or another. This feature is ultimately a consequence of the fact that 
an interpretation of a given sentence occurring in such a text - since the 
text is a sequence, or, rather, a sequence of nested sequences of 
sentences - is constrained by the linguistic meanings of other sentences 
of the text, and by their actual interpretations, as well. A narrative text 
is intensional, even though it consisted of simple extensional sentences. 
The meaning of the whole text is not a 'function' of the meanings of its 
constituent parts, considered in isolation, that is, the Principle of 
Compositionality does not hold in any straightforward sense.

These features are, of course, obvious and familiar to us, but it is 
less obvious how they should be taken into account in formal semantics. 
One consequence is clear, however. If we employ possible worlds 
semantics, which seems natural here and which has in fact been 
employed, in one form or another, by several literary theorists and 
philosophers,1 we have to consider, intuitively speaking, courses of 

events, that is, sequences of events or situations, or worlds - however 
one wants to call them - rather than mere sets of them. Narratives 
describe histories of their characters, not mutually independent states 
of affairs. There may exist several ways lo do it formally, but it is 
obvious that the most straightforward way is lo expand familiar formal 
languages by introducing a concatenation operator for sentences and to 
consider sequences of possible worlds with respect to which such 
concatenations can be true or false. This kind of semantics is, of course, 
immediately suggested by the very nature of narratives, and it has 
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been employed, more or less informally, by some semioticians,2 but, as 
far as I know, no straightforward extension of ordinary' formal 
propositional or predicate logic exists so far.3

In this paper, I shall define basic notions of such an extension; it will 
be done in Section 2, below. My * this essay are rather restricted, 
however. For instance, I shall simpiuy discussion by only considering 
(modal) propositional logic, that is, a logical surface structure of 

narratives and their reception. Furthermore, no really important results 
about logic or interpretation will be derived here; it is not even known 
at present whether in this logic or in its quantificational extensions such 
results are obtainable at all. On the other hand, the kind of logical 
treatment discussed in this paper may suggest some new ways to 
approach literary criticism.

In Section 1, I attempt to find out some basic features of the logic to 
be defined in Section 2 by considering constraints on which actual 
readers are dependent when they approach narrative texts. Section 1 
is thus supposed to motivate the formal definitions of Section 2.

1. CONSTRAINTS
In order to gain preliminary insight into the contextual features of 

the interpretation of narrative texts, in particular, into the role of 
constraints, let us consider the following short passage from 'Death and 
the Compass’ by Jorge Borges:4

The train stopped at a silent loading station. Ldnnrot got off. It 
was one of those deserted afternoons that seem like dawns. The 
air of the turbid, puddled plain was damp and cold. Ldnnrol began 
walking along the countryside.

Since the passage is a part of a longer text, it should not be detached 
from the whole story. We may, however, consider certain aspects of the 
passage, in particular, mutual relations of its sentences and the question 
of how consecutive events, 'possible worlds' should be chosen in order 
to interpret the passage.

Let the five sentences of the passage be denoted by the letters 

PQr.s.t, respectively, and the passage by the concatenaiion pqrst In 
what ways they constrain each other is rather evident For instance, 
how q is to be interpreted is constrained by the fact that it comes after 
p: Ldnnrot got off the specific train that stopped at a silent loading 
station. Similarly r and j stale some restrictions for the interpretation 
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of /, i.e., conditions under which Lonnrot started walking along the 
countryside; p affects the interpretation of J since it implies that the 
air around the loading station was damp and cold, etc.

But constraints may also be directed from right to left, that is, a 

sentence may constrain sentences which are preceding it. Thus q 
implies that Lonnrot was in the train that stopped at a silent loading 
station,5 r and state the same restrictions for the interpretations of p 

and q as for that of t, and so forth.
Constraints of the kind discussed above, i.e., constraints which are 

due to the fact that when interpreting sentences of a text we have to 
consider its other sentences, will be called teitual constraints. If we 
think that, ideally, each sentence of the text has a general linguistic 
meaning, that is, meaning which it has when it is considered in isolation 
- when it is considered as a type rather than as a token in the text - 
then the presence of other sentences around it makes its meaning more 
specific by cutting off possibilities which its general meaning admits of.

Let us illustrate the role which ‘possible worlds' play in the 
forthcoming formal semantics by thinking of them as imaginary events 
or situations, or small worlds, which a reader is ‘picking’ or 'choosing' 
one after another when interpreting the consecutive sentences of a 
narrative. We may even think of them as menial images or mental 
scenes of the reader. Though our actual images may not be very 
definite, we can use the notion of mental image as a heuristic device 
which is relatively free from ontological problems and which, on the 
other hand, accords with our disposition to visualize the events a story 
is describing. When using the metaphor of picking or choosing events, I 
am ignoring the obvious fact that one usually reads a text too fast to be 
able to consider sentences, thus to visualize events they describe, one 
by one. Let us assume, however, that this can be done - for example, by 
reading the text very slowly.

Now, when a reader picks a world r which he thinks to correspond 
to the sentence q occurring in the text pqrst that is, at which it 
would be true, then, according to what we said above about textual 
constraints concerning q. r must be such that in it Ldnnrot got off the 
very same train that belongs to the situation, say u, which the reader 
chose in order to interpret the sentence p. In k on the other hand, 
there must be a deserted afternoon that seems like a dawn and the air 
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must be damp and cold. If the reader picks the world v for q so that 
this is not the case, then it does not provide a correct interpretation for 
the occurrence of q in the text pqrsL Therefore, after he has read r 
(and j), he has to go back, as it were, and choose a more appropriate 
world for q that is, a world which satisfies the conditions stated by z 
(and.

It is clear that such back-and-forth adjustments concerning 
interpretations of individual sentences are actually done, and can be 
done, only locally and that not all adjustments are important. 
Incoherent and incomplete, and wrong moves from one image to 
another are often made. This is why incorrect interpretations are 
possible. But an 'ideal reader' would always proceed in the manner 
described above, and not only locally - and an ordinary reader may 
gradually approach it by reading a text over and over again 6

Our heuristic discussion about textual constraints seems to confirm 
what was said earlier about the failure of the Principle of 
Composionality. This feature must be taken into account in the formal 
semantics of narratives. Therefore, I shall assume, at least tentatively, 
that valuation functions are initially defined on sequences of sentences. 
The value of a sequence is not, k.;:.......i, a function of the values of its 
component parts; how the latter are related to the former depends e g 
on methodological situations and on the nature of the texts to be 
reconstructed.

Textual constraints derive from what is explicitly said in the text. 
Common knowledge and beliefs and social rules concerning language 
are, of course, influential here. A reader of pqrsl is not able to conclude 
that LSnnrot got off the train that stopped at a silent loading station if, 
he does not understand how the language is generally used in texts or if 
he does not know the function of trains. So, textual constraints, as 1 
want to define them, have to do with readers' abilities at some common 
and general social and linguistic levels. The forthcoming formal 
semantics is based on the idealizing assumption that a text possesses a 
conventional meaning at a general linguistic level; a valuation function 
will formally correspond to such a meaning However, such a meaning 
may not be unique, and some actual texts may not even possess 
independent meaning at all. Consider, for example, ambiguous 
sentences, metaphors, complicated and theoretical expressions, or 
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works of art. Such an expression need not even mean the same thing 
for two readers belonging to the same linguistic community and being 
equally competent language users. Furthermore, two readers may have 
different aesthetic and cognitive views, abilities and skills, different 
experiences in literary criticism, or different intentions concerning how 
the text should be read. Even the same reader may approach a given 
text differently on distinct 'literary occasions'.

Therefore, it seems appropriate to say that there also exist more 

personal constraints on which interpretations depend. These are 
constraints for a reader which pertain to more personal levels of the 
reader s background and which are less dependent on any specific text. 
They may, of course, provide different frameworks for different texts - 

one s background may be differently oriented for different purposes, 
intentionally or nonintentionally - but they are not primarily due to the 

syntactic structure of any given text. I shall call them pragmatic 
constraints, for obvious reasons. They may also be called structural 
constraints, since they are independent of semantic relations.

There is a countless number of personal factors, some of which are 
even contingent, and principles which have effect on local features of 
an interpretation. Such local features are not always cognitively or 
aesthetically significant, as, for instance, details of the station at which 
Lonnrot got off the train. On the other hand, theoretical pragmatic 

constraints - various theoretical principles and attitudes of the reader - 
are often global covering the whole interpretation. For example, if a 
reader assumes that environmental conditions have causal effects on 
how people feel, or if he assumes that the author whose text he is 
leading thinks so, then he cannot think, in order to be coherent in his 
interpretation, that Lflnnrot felt very happy as he got off the train and 

started walking along the countryside. In terms of possible worlds, this 
would mean that since LSnnrot did not feel very happy in the world i 
in which the air of the turbid, puddled plain was damp and cold and 
which was chosen by the reader to interpret the sentence 4 then for 
the sentences q and t he has to choose worlds in which LSnnrot was 

not very happy, either. The same conclusion follows, of course, if the 
reader does not assume any general causal connection between 
environment and mood but only that eg. in 'Death and the Compass' 
there is a similar connection between environment and Lonnrot's mood.
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From these examples we can see, furthermore, that pragmatic 
constraints can be influential backwards as well as forwards, in like 
manner as textual constraints.

When a reader is picking new events while reading, he has to do it 
so that it is in conformity with the pragmatic constraints in the first 
place. In many cases it may not even be possible for him to choose 
otherwise; for instance, he cannot read the text so that it is beyond his 
abilities or knowledge, even though the general linguistic meaning of 
the text left room for such readings. Pragmatic and textual constraints 
are, of course, interwoven in actual interpretations, but in a pragmatic 
sense the former precede the latter, though logically and linguistically 
the latter are primary. Roughly speaking, the reader has to proceed so 
that relevant pragmatic constraints will be satisfied, but he attempts to 
do it so that it corresponds to the text. Pragmatic constraints indicate 
how he is permitted to go on when picking new worlds for consecutive 
sentences of the text. As we saw above, what he is permitted to do at 
each step may depend on his earlier choices, and sometimes on his 
choices to come. This feature in fact suggests that my urn model 
semantics is applicable, in some form or another, to the semantics of 
narratives. On the other hand, it also suggests that urn model 
semantics could be applied by using the notions of semantical game, \xi 
Hintikka's sense, and interpretative strategy!

In a sense, then, pragmatic constraints indicate the worlds which are 
accessible, independently of any specific text, at each stage of any 
interpretation which assumes these constraints. Il follows that they 
may also have a predictive function in the sense which 1 shall discuss 
now. Consider again the text pqrst. Having reached a world x for the 
sentence j such that in x Ldnnrot is at the loading station in the 
middle of the damp and cold air of the turbid, puddled plain, a reader 
may have expectations concerning the next step of the story These 
expectations are dependent on his interpretative assumptions and on 
the worlds he'chose before x. Thus, for instance, on the assumption 
concerning the relation of environmental conditions and Lonnrot's mood 
the reader certainly expects that Ldnnrot will not feel very happy at 
the next stage of the story, if he is still around. In terms of possible 
worlds, this amounts to the fact that all the worlds which are accessible 
from x are such that in them Ldnnrot does not feel very happy, if he
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still is somewhere in the neighborhood of the loading station. On the 
other hand, it may not be expected by the reader that Lonnrot began 
walking along the countryside.

Let us assume now, that later in the text the author indicates - this 
he does not actually do, however - that Ldnnrot felt happy, after all, as 
he started walking along the countryside. Then the reader's expectation 
will be falsified.8 Then, on our assumptions concerning x, the reader 

cannot proceed from x consistently with the text, whence - if we 
assume ideal reading - he has to return to some earlier world ir for the 
sentence r in order to reach another world 7'for j which is accessible 
from w and such that there exists a world for / which is accessible 
from x' and in which LSnnrot felt happy.9 If such an x' cannot be 
found - such would be the case, for instance, if the reader's assumption 

concerning the relation of environmental conditions and mood is global 
and thus intended to cover the whole of the interpretation - pragmatic 
constraints are incompatible with the general linguistic meaning of the 
text, that is, with textual constraints, and must be changed.

Another modality which is suggested by the notion of pragmatic 
constraint is, of course, possibility. As we have seen, expectations 
amount to a kind of necessities for readers which may emerge at some 
stages of reading. Hence, possibility and expectation, related to the 
same pragmatic constraints, are dual notions. Reading a text in the 
framework which is provided by an appropriate system of pragmatic 

constraints may give rise to expectations concerning forthcoming events 
and, on the other hand, indicate possibilities the reader can speculate 
about. Both notions have cognitive, aesthetic, and conceptual 

connotations, since the notion of pragmatic constraint does, but, as it 
seems to me, it is the relation between what is predictable and what is 
possible in the story which is of greater cognitive and aesthetic 
significance than these modalities considered separately. If too much 
can be successfully predicted about the story, the text is conceptually 
narrow in the sense that it does not leave very much room for the 
reader to approach it creatively. If, on the other hand, the text admits 
too many possibilities, it is conceptually loose, lacking cognitive and 
emotive intensity. Only if these dual features are in harmony - 
whatever that means, exactly - the story can exhibit cognitive and 
aesthetic tension.
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2. FORMAL SEMANTICS
In this section. I shall formally d^.ne what it means to say that a 

narrative text is considered true on a given interpretation and that an 
expectation prompted by a text is satisfied. As I have suggested above, 
at least the following notions are needed in such a semantics: (i) a space 
of events - i.e. a set of 'small' worlds or situations; (ii) courses of events 
- sequences of events from the space of events; (iii) pragmatic 
constraints - indicating which courses of events are considered 
'admissible' for a reader; (iv) textual constraints - indicating the 
general or conventional linguistic meanings of sentences and their 

concatenations.
Let us consider (i)-(iv) formally. This will be done only very briefly. 

The definitions to follow are motivated by our considerations in the 

previous section. Let a nonempty set and let
(1) ^6^ (ji = 1,2,...);

C =
The set U represents a space of events and the infinite (countable) 
sequence C the pragmatic constraints effective on a given literary 
occasion. C represents the possible ways in which a reader who is 
committed to the constraints in questions can choose consecutive small 

worlds. If U and C are as indicate iir

(2) F”<#C>
will be called a frame, and it represents the literary occasion in 
question; it is a framework relative to which texts can be interpreted.

Any finite sequence u = <i\.... u^ from If*, for any k, is called a 
course of event.^and it is called admissible relative to F il it belongs 

lo C*. In what follows, we shall more briefly write

(3) u-Ui-.u^
Since a narrative text is composed of sequences of sentences, 

describing courses of events, we need in our formal language L a 
concatenation operator in addition to ordinary operators As noted 
before. I restrict discussion to propositional logic. Textual constraints 
will be represented by a valuation function on the concatenations ot 
atomic formulas and by reducing the truth conditions for arbitrary 

concatenations to this function.
The language L contains propositional variables and a propositional 

constant T - which together are the atomic formulas - connectives a.^.o. 
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and a modal operator E. The ordinary notion of formula is extended by 
adding formulas of the forms o(0]...0(for all n = 1,2,...) and E0. The 
formula o(0j) can be identified with 0j. It is assumed here, for 
simplicity, that each 0y and 0 are formulas not containing the operator 
o and that only the last formula 0n can be of the form E0. These 
assumptions are only made for expositional simplicity and can be 
dispensed with. The former formula is called a concatenation, and it will 
be written more briefly as '0p..0Its length is n and the Oy (/-I...n] 
are Us components. The notion of length is generalized for an arbitrary 

formula inductively in the obvious way.
The latter formula represents expectation; and a concatenation 

Op.O^EO can be read as 'it is expected after Op..©o that 0'. The notion 

of possibility is defined as usual:
P0 - def -E-0

and read: 'it is possible after Op.S^ that 0'.
Given a frame F, as in (2), a valuation / on F is a function 

assigning a subset of U° to each concatenation p\ —pa of atomic 

formulas:
(4) V^-p^U0 (n-l.2,J;

and
(5) M • <F, K>

is a model for L. If u, as in (3), is a course of events, then

(6) 1 • <M,u>
is an interpretation for L. If u is admissible relative to F, then I is an 

admissible interpretation for L.
The valuation V represents the textual constraints for the language, 

and the condition (4) reflects the fact, discussed in the previous section, 
that they have to do with the general linguistic meanings of texts.

As observed above, it is natural to assume that sentences occurring 
in a text constrain the meaning of another sentence of the text by 
restricting the possibilities the latter would individually admit of. 
Propositional constant T, which we only introduced for certain technical 
purposes, plays a role of logical truth, whence we assume that its 
presence in a concatenation (text) is not restrictive in this way and, on 
the other hand, that its meaning is not restricted by others. To express 
these requirements formally, we need some notation. Consider a 
concatenation o ■ P\Pn where ... Pn are atomic formulas. Define.
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(7)...........r/o) = {u. 3i\..3ui^ui^..3un(i\...ui^ uuj^u^ Ho))), 
(/*!... n, where it is, of course, assumed that u^.u^ is empty when 
7=1 and that uity..uo is empty when i=n\ and similarly below);

(8) f\ -Pi.\Pj^..po.
Consider now any component p, of o (/). The valuation F is 
assumed to satisfy the following conditions; they are our formal 
representations of the informal conditions just mentioned:

(9) F/o)c ripy).
P/o) - U if p-- T.

(10) If/y*T, then
^(o( -/)) ■ V^oX when /-I.../-I, 

^.(oC -j)] = F^fa), when k*i„,n-\.

As we observed in Section 1, textual constraints must be relativized 
to pragmatic ones: when a reader is interpreting a text, he commits 
himself to pragmatic constraints. This is why I is called an admissible 
interpretation only if the course of events u is admissible. However, 
general truth conditions will be stated relative to any course of events. 
Given any interpretation (6) for Z, we shall denote '1 )- <p‘ or u 1- 9', if 
9 is true at u in M. There hardly exists any unique intuition 
concerning truth conditions for interpretation - different kinds of text 
may require different conditions - but the definition (11) below is a 
straightforward generalization of the usual (classical) ones.

The following conventions will be used. If u and v - q .. im. 
then uv - q..... va, if u is the empty sequence, then uv - v. 
Furthermore, u|/z- i\-Ua if l<z?<X; u|0 is empty; and u|/z- u if nik. 
If 0 = 0[ Qa and 0 is a formula not containing the concatenation 
operator, then we write 'o0' for ’0j 0^0’. Furthermore, a given' 
occurrence of a formula 0 as a component of a concatenation 0 will be 
displayed by simply writing ‘o(0)‘ if no confusion will arise. If this 
occurrence is replaced by a similar formula 8, we shall denote ’0(8)'

In what follows, it is assumed that ....pn are atomic formulas. 0.8 
formulas not containing the concatenation operator, 9,9 any formulas. 0 

a concatenation of length n (for any n -1.2....), and o' as 0 or. 
alternatively, nothing at all. in which case n - 0. Let 1 be as in (6), 
above, whence u is of length k. The truth conditions are the following:

(11) (1) u k P\- Pa iff ul/7 e F(p[ ..p„X



(ii) u k -9 iff u 9,
(iii) u I- 9 a 9 iff u h 9 and u )- 9;
(iv) u(-o(-0) iff u^o(0) and u )»o(T);
(v) u I-o(0 A 5) iff uh 0(0) and u h 0(8);

(vi) uho'EO iff for all ve 141
such that (ul/7)v et^.p (uWvM.

The semantic properties of T which were indicated in (10), above, 
explain the intuitive meaning of the condition (iv). It seems appropriate 
to define validity (relative to appropriate conditions for C and fz) as 
follows. A formula of L is logically valid if it is true at every course of 
events which is of the same length as the formula, and pragmatically 
valid if it is true at every such admissible course of events, in every 
model for L. Valid formulas or axiomatizations will not be studied here, 
however, but it is clear that if relevant, additional conditions are stated 
for C and V, different sets of conditions may yield different valid 
formulas (both concatenations and formulas containing E) in both 
senses of validity.10

When interpreting a text, the reader is not only constructing a single 
course of events, or a single world, for the text. In fact, if interpreting, 
in a proper sense of the word, is to determine the meaning of the text, 
then to call a structure of the form (6) - which only corresponds to a 
single act of reading - 'interpretation' is to speak about interpretation in 

some narrow sense. If we apply and modify the well-known heuristic 
idea of current philosophy according to which (part of) the meaning of a 

sentence can be characterized as the proposition it determines, i.e„ as 
the collection of possible worlds at which it is true, we may tentatively 
say that (part of) the interpretation (in a given model M) of a 'text' 0 
of length n consists of the set of all admissible courses of events of this 
length at which a is true, that is, V{v}c\Ca> where Ho) • ( ug Ua'. 

u o| In heuristic terms, it consists of the proposition which is 
determined by the text in the framework which the adopted textual 
and pragmatic constraints provide.

NOTES
* See. eg, Eco (21, Lewis (51. Maltre (6|, Pavel (7). Petdfi (81.
1 See. e g„ Eco (2|. Petflfi (81. Ryan (91.
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3 A very preliminary and tentative sketch is contained in my [121. A 
similar approach can, of course, be applied to the semantics of musical 
texts, as well; see Kurkela [4], Rantala 111],

4 In Borges [1], pp. 76-87.
5 This is also implied by the text preceding p, but we ignore it here.
6 Hence an ideal reader could be considered as a 'hermeneutic limit' 

of an ordinary reader.
7 See [10] for urn models; an? :kka [31 and Saarinen [131 for

game- theoretical semantics ano L. on of strategy. Since it is not 
quite clear to me at the moment what advantages game-theoretical 
semantics would yield in this connection and how it would exactly look 
here, I shall just give a simple set-theoretical construal of this feature. 
But the general pattern of urn models will be used.

8 There are of course many other ways to falsify expectations, but 
their consequences are similar.

9 So, here we have another example of the back-and-forth character 
of reading.

10 As I have already remarked, it is not known to me at present 
whether anything interesting in a purely logical sense can arise in this 
framework, but it seems to provide us with some new logical insights 
concerning interpretation.
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PROCEEDINGS OF THE *87 DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

CLAUDIA CASADIO

EXTENDING CATEGORIAL GRAMMAR

(an analysis of word order and cliticization in Italian)

O. Summary
The aim of the present work is to apply an extended ver- 
sion of a oategorial grammar to a set of Italian senten­
tial patterns involving dislocation, subject-inversion 
and a variety of cliticization processes. The basic model 
is the algebraic grammar defined in Lambek ( 1958) and re- 
proposed in Lambek ( 1985) , in which directional category 
symbols and a wide set of categorial rules are employed. 
The characterization, within this framework, of complex 
category symbols is explored and an extension of the set 
of categorial rules is considered, in connection with the 
occurrence of "displaced" constituents.

1. Introduction
Categorial Grammar represents an interesting model for 
the analysis of natural language, both for its elegance 
and simplicity, and for the straightforward relation it 
establishes between a syntactic structure, simply consi­
sting of the morpho-phono1ogica1 representation, and a 
semantics, which may be directly introduced in a composi­
tional format. Classical categorial grammars, in the 
Ajdukiewlcz/Bar-Hi11e1 tradition, are special versions of 
the (CF)PSG model, where the information involved in the 
PS-rules is directly expressed by the relations between 
basic and functorial category-symbo1s listed in the dic­
tionary. Applying to adjacent constituents only, these 
models present the same inadequacies as IC systems in the 
analysis of many relevant linguistic facts such as long 
distance dependencies, generalized conjunction, ellipti­
cal occurrences, etc. (see the equivalence results of CGs 
and PSGs In Bar-Hillel, Gaifman and Shamir 1960 and the 
discussion In Buszkowski 1987).

Iwo kinds of extensions have recently been put for­
ward: (a) the definition of the category symbols as com­
plex entitles consisting, at least, of a set of features 
and of level Indices (the framework of the X-bar theory 

41 oF relevance here; see e.g. Bach 1983); ( b) the imple­
mentation of the set of categorial rules that in the 
standard model consists of the sole rule of functional 
aPplleaf ion of a functor category to Its argument(s)(pos- 
■ibly specified with respect to direction; see Bar-Hillel 
I960) . A set of combination rules has been proposed in 
Ades 0 Steedman(1982), with extensions e.g. in Steedman 
( 1985), allowing the analysis of a wide range of unboun­
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ded dependencies and conjunction constructions. However,a 
flexible model of categorial grammar was already availa­
ble in Bar-Hillel's times, defining a set of categorial 
rules within an elegant algebraic theory. This is the 
Calculus of Syntactic Types proposed by Joachim Lambek.

2. Lambek's categorial grammar
In his 1985 paper, Lambek gives the following definition 
of a categorial grammar:

"A categorial grammar of a language may be viewed as con­
sisting of the syntactic calculus freely generated from 
a finite set <S,N,....} of basic types together with a 
dictionary which assigns to each word of the language a 
finite set of types composed from the basic types and I 
by the three binary operations." ( 1985, p. 10)

The syntactic calculus is a deductive system L defining 
a set of types (or categories) closed under the three bi­
nary operations occurring in (1)(to be read as:A times B, 
C over B, A under C, where M is the associated multipli­
cative system) and including identity’:

( 1)a. A.B - {x.y e M I x 6 A A y e 8} (for every A , 8 , C c M)
b. C/B = {xeMIVyeB, x.yeC) 
c. A\C - (yeMIVxEA, x.yeC)

In L theorems such as those occurring in (4) are deriva­
ble on the basis of the axioms in (3) and of the inferen­
ce rules in (2) (for every A,0,CCM):

(2)a. A.B -> C iff A -> C/B
b. A.B -> C iff B ->
c. if A->B and B->C tn^ 'C

( 3) a. X -> X
b. (A.B).C - A.(B.C)

(4)a. (A/B).8 -> A
b. A.(A\B) -> 8
C. 8 -> (A/B)\A or A/(8\A)
d. (A\B)/C <-> A\(B/C)
e. ( A/B)/C <-> A/( C.B)
f. (A/B).(B/C) -> (A/C)
g. A/B -> (A/C)/(B/C) 

where (3a) is an axiom scheme, for X of any category, and 
(3b) is the associative law, which plays a crucial role 
with respect to the generative caoaclty of the system. In 
fact, the multiplicative lyitun M corresponding to the 
syntactic calculus is not necessarily associative (i.e. a 
semigroup); If the associative law is assumed, a more 
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powerful system results, allowing unbracketed strings and 
characterizing a strong notion of constituency (this sys­
tem is analyzed in Lambek 1958);if associativity is drop­
ped then only bracketed strings are allowed corresponding 
to standard grammatical constituents, but the types must 
increase in number and complexity. For the purpose of the 
present analysis the associative law will be assumed to 
hold since, on this basis, the combination rules given 
by theorems (4d)-(4g) are admitted. The resulting system 
allows the generation of several constituents which may 
look strange or unnatural.at a first glance, but of which 
the semantic status is fully Justified, if we consider 
them as the result of processes of lambda abstractionB.

The theorems (4a)-(4b) correspond to the well-known 
cancellation rules of the AJduk1ewicz/Bar-Hi11e1 grammar, 
but further operations are possible such as that in ( 4f ) 
which allows two adjacent functorial categories to combi­
ne. The content of this rule, known as f unc t lonal compo­
sition on the analogy of the mathematical operation, is 
that a function from A to B combines with a function from 
B to C, to give a function from A to C. The theorems (4c) 
and (4g) represent rules to expand types into more com­
plex ones, and the intecchante rule ( 4e) is derivable on 
the basis of (4d), which states that, according to asso­
ciativity, parentheses may be omitted (the same holds for 
(4f) and (4g))».

We may 
system of

think of the syntactic calculus as a universal

i s embedded.
rules in which a language-specific dictionary

For instance, taking the set B of basic ca—

on

ot its given in (5a), the derivations of complex types 
the English expressions in ( Sb)-(Sd) are obtainable 

the basis of the inference rules given in (2):

(S)a. B - (N, NP, S)

b. if Macy Nr and Macy socks -> S, 
then works -> NP\S (2b);

c. if apple -> N and an apple -> NP, 
then an -> NP/N (Det) (2a);

b. if Macy ate an apple -> S, Macy -> NP, 
ate an apple -> NP\S, where NP\S - VP, 
and an apple -> NP, then ate -> VP/NP (2a)

H syntactic calculus will assign the type S (sentence) 
° a given string of words if and only if the dictionary 

assigns a type B« to each word and the derivation 
................. ... “* S is a theorem of the syntactic calculus 

combination of the assigned n types ends up in 
he single type S, on the basis of the axioms and the ru- 

lax of the system).
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structure. However, 
analysis have shown

3. Categories as complex symbols
The first generalization we are going to consider con­
cerns the definition of the category symbols. In a Lambek 
grammar, such as in an AJduk1ewicz/Bar-Hi11e 1 grammar 
categories (or types) are simple unities without internal 

the developments of the generative 
the advantages of defining complex 

cateeary symbols specified with respect to both sets of 
features and levels of expansions. This is pointed out by 
Emmon Bach’ when he says that the internal structure of 
categories must pay attention not only to the relative 
ordering of their arguments, but also to such matters as 
case, number, person, i.e. to that set of features which 
are relevant to determine lexical, phonological, semanti

cal, etc. properties.
In this perspective, we will assume catejory symbols 

specified with respect to: ( i) a lexical head, (11) ap­
propriate sets of features, (iii) the levels in which the 
category expands (here, two levels will be sufficient for 
the relatively simple contexts considered). Compare the 

-which refer to the formalrepresentations given in ( 6) .noci
theory of features introduced in Gazdar et al.(1985):

(6) X = [head:W, bar:i] W - (+V, + N]
Np = [head:-V,+N, bar:2, gen:ms, num:sg, case:ACCj
VP - [head: + V,-N, bar:2, per:3, VForm:fin,...]

The generalized category symbol X is specified with r 
spect to a head, consisting of a set of features W, in 
eluding at least the standard X-bar specifications, and a 
level index(bar) whose range is:0<i<2. Allowing more fea­
ture specifications, we obtain complex category symbols 
such as NP, masculine, singular, accusative, or VP, 3rd 
person, finite form”. The use of variable symbols X al­
lows the statement of interesting generalizations among 
categories or rules, such as the familiar representation 
In Figure 1, under the convention on indices in ( ?) :

(7) X^-’/X1 X1 -> X1*’ ( 1-0 , X1* 1 ”X ' ; i»1,X*”“XP)

2nd level 
modifle r

- Figure
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The sole innovation here is the functorial notation of 
the category symbols which Induces a direct mapping of 
the head on its first and second level modifiers. These 
modifiers take two basic general forms: X'/X, XP/X', to 
which a variety of right-oriented endocentric modifiers 
may be assigned (e.g. A'/A, NP/N', N'/N, etc., cf. Sach 
1983). Parallel generalized symbols may be introduced for 
left-oriented modifiers. Moreover, the head itself may be 
specified with respect to a set of subcategorized items, 
its complement. This directly follows from the functorial 
notation, depending on the dictionary-assignments0. For 
example, under the feature specifications of the head 
given in Figure 1, the structure automatically produces 
the analysis of the strings in (8) (for simplicity, fur­
ther feature specifications of the modifier system are 
omitted):

(8)a. molto p10 belle 
much more beautiful 

b. assai pib di prlma 
much more than before 

c. tante belle ragazze 
many beautiful tirls

4. The set of categorial rules
The second generalization that will be explored concerns 
the set of categorial rules. An illustration of the way 
the L system works, with respect to a set of Italian sim 
pie clauses, is given in the examples below.

4.1 Rules of functional application
The basic theorems (4a) and (4b), directly derived by the 
axiom (3a) and the inference rules (2a) and (2b), are ap­
plied in (9) and (10) producing the constituent analyses 
in (9b), (10b). The derivation is presented in the format 
of Ades and Steedmant1982), where a shortened name of the 
rule which is employed is written on the right side o 
each horizontal line:

(9)a. Marla mette una tovaglia nuova sul tavolo.
Hary is puttinl a new table-cloth on the tab e.

b. ___ yD*_toyaglia_nuoya •yi_taypi9
VP/PP7NP ” NP pp
______________ A( r)

VP/PP
__________ _ _____________ -_______ rJ

VP
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( lO)a. Gianni corre velocemente sotto la pioggia.
Gianni is running quickly under the rain.

b. cgrre yelgcemerv . tg_la_pigggia
VP VP\VP VPWP
__________________ AC 1) 

VP 
______________________ AC 1)

VP

In both oases, a rule of functional application is emplo­
yed, combining a functor with an argument on the right 
(9b) or on the left (10b). Since left and right sides are 
relevant within Italian word order, the two rules will be 
defined as Application rules specified with respect to 
the direction of application, i.e. right ( r) or left (1); 
see (11) below:

(11)a. X/Y Y -> X right application: A( r)

b. X X\Y -> Y left application: A(l)

4.2 Rules of type expansion
An Important set of rules is represented by theorems (4c) 
and (4g), which are rules to expand types into more com­
plex ones and are known as raising or lifting rules. The 
effect of their application is that an argument-type be­
comes a funotoi—type able to apply to what previously was 
the functor. See the examples in (12)-(14):

(12)a. Maria telefona domani. 
tlary (will) telephone tomorrow.

b■ Maria___ telefona
NP L ~ NP\S~ VP - NP\S

S/(NP\S) 
_____________________A( r) 

S

Within the word order that we assume as basic, the sub­
ject NP is the left-argument of the predicate VP which, 
through the directional assignment NP\S, Is allowed to 
combine with it by functional application, via A( 1) . On 
the other hand, the quantificat1ona1 reading of the sub­
ject NP may be obtained by raising the subject type by 
means of the rule corresponding to theorem (4c):this pro­
duces the analysis in (12b), where the predicate is the 
argument of the lifted subject’.

The example in (14) concerns the derivation of expan­
ded types for categories with indices X/X. Here the cate­
gory of those adverbials is considered which, in Italian, 
may occur both at the leftmost side of the sentence and 
within the VP. We may assume to assign the basic type of 
sentential modifiers to such words, as shown In (13)!
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(13)a. Certamente Maria telefonera.
Certainly Mary will telephone.

b. Certamente Maria telefonerA
S/S NP NP\S~

_________________A( 1) 
S

______________________ A( r)
S

To combine with a VP, as it happens in ( 14b) , the adverb­
ial type has to be expanded by the rule given in theorem 
(4g), corresponding to (14c):

(14)a. Maria certamente telefonerA.
Mary certainly will telephone.

b ■ Mari a certamente telefonerA 
NP S/S ~ D NP\S~

( NP\S)/( NP\S)
_________________________A(r)

NP\S
______________________ A( 1) 

6

C. S/S -> ( NP\S)/( NP\S) - VP/VP

The definition of the two expansion rule schemas occurs 
in ( 1S) again with the associated shorthands referring to 
the more standard usages of these rules:

(1S)a. X -> (X/Y)\X or X/( Y\X) type lifting! L

b. X/Y -> (X/Z)/(Y/Z) division! D 
(ibid. with \)

*•3 Rules of functional composit ion .
A set of rules of particular Interest, which has been 
deeply Investigated in Ades and 6teedman(1982) and subse­
quent literature, is that of composition rules. Compare 
(16a):

(16)a. gorrg yslecemegts sottg_la.ploggia
VP VP\VP VP\VP

__________________ c
VP\VP

where a new constituent is made up of two constituents 
both assigned to a functorial category. In this case, we 
have an alternative analysis of (10b) in which a complex 
modifier VPWP is created to combine with the head VP in 
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one step*. This kind of rule may be employed in several 
different situations; see e.g. (1?):

( 17) su___ 11_____ tayolo su + il = sul (on the)
PP/NP Np7n~ N' 
_____________c

PP/N'

All the compounds preposition-plus-article (articulate 
prepositions), which are typical components of the Ita­
lian determiner system, may be easily analysed in this 
way, as the result of the composition of the respective 
functions. The rule schema of composition is given in 
C 1S) :

(18) X/Y Y/Z -> X/Z functional composition: C 
(ibid, with \)

4.4 A readjustment rule
As we have seen, the Lambek grammar defines a relatively 
powerful system of rules, but several questions are still 
open with particular reference to the treatment of long 
distance dependencies and constituent conjunctions consi­
dered e.g. in Ades and Steedman(1982) and Steedman! 198S) . 
These phenomena, in fact, involve an inversion or permu­
tation (in the sense of van Benthem 1986, 1987) of the 
functoi—argument order, a fact that does not follow di­
rectly from the L system and has to be postulated as an 
additional axiom or rule. As an example relative to a 
simple clause, consider (19) where the locative PP occurs 
between the subject and the predicate:

(19)a. Maria sul tavolo mette una tovaglia nuova.
Nary on the table is puttint a new table-cloth

b- syi_taygig mette  yn«_teyagli#_Dy&Ya 
PP VP/PP/NP_ NP

_________________________A! r)
VP/PP 

__________________________ ? 
VP

At the stage of the derivation in which the argument PP 
must combine with its functor, we are faced with two op­
tions, both Implying an extension of the Lambek system’:

option (i): if pp VP/PP -> VP, 
then PP -> VP/(VP/PP) (by (2a));

option (ill: PP VP/PP -> VP ([4a] under permutation)

In the first case, a complex type may be derived for the 
basic type of PPs which, inverting the functor-argument 
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order, allows the combination with the predicate. Anyway, 
this strategy is costly since it has as a consequence the 
indefinite increasing of the raised types associated to 
the initial categories. Moreover,an Important relation is 
lost, that holding, within the set of basic categories, 
between a functorial head(e.g. (VP/PP)/NP) and its subca­
tegorized arguments. A second solution consists in al­
lowing some kind of permutation rules within an L gram­
mar. Since this move increases the generative power of 
the grammar (see van Benthem 198?, Steedman 198S), such 
rules need to be restricted, e.g. to specific structural 
positions. However, for the analysis of c1iticization 
below, this second option is preferable, with the permu­
tation rule schema presented in (20),o:

(20) Y X/Y -> Y backward combination! B

We may think of the rule above as a kind of readjustment 
operation putting distant or "dislocated" things in the 
right place with respect to the functor-argument order 
(reflecting the basic word order).

4.5 Unbounded dependencies and subject inversion 
Unbounded dependencies will not be considered in detail 
here, but a brief mention is useful to better understand 
the role assigned to the rule above, within the present 
framework . Consider the examples in (21) the analyses of 
which are given in Figure 2 and Figure 3:

(21)a. Gianni ha detto che Maria ha perso 11 treno 
Gianni said that Mary had missed the train

b. Che cosa hai detto che Maria ha perso? 
Uhat did you say that Mary had missed?

The direct object of the embedded clause in (21a) occurs 
in first position in (21b) as an effect of WH-movement in 
standard transformatIona 1 grammar terms. From the point 
of view of a categorial grammar, the straightforward com­
bination displayed in Figure 2, by means of the sole rule 
of (left and right) appIicat ion, is no more possible, 
since the last functor of the sequence has missed its ar­
gument. As Figure 3 shows,the repeated use of composition 
generates the complex constituent (with a lacking NP- 
ergument) adequate to combine with the leftmost NP. (This 
has to be distinguished from the possibly null pronoun 
which is the main subject.) Such a combination is per­
formed, here, by the B rule, but it could be performed by 
•ome kind of type expansion rules as well1’.
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- Figure 2 -

Gianni ha detto che Maria ha perso il treno
NP VP/S S/S NP VP/NP NP r)

__________ NP\S=VP A( 1) 
______________ S A( r) 

_________S AC r) 
_______________ NP\S=VP AC 1)

S

- Figure 3 -

Che cosa Ctu) hai detto che Maria ha perso?
NP NP VP/S S/S NP C NP\S)/NP AC 1) ,[Ad]

__________ S/NP C
____  S/NP C 

_____________NP\S/NP AC 1) , [ 4d]
_____ ________________S/NP B

S

Finally, the B rule may be employed to "close" the deri­
vation of sentences such as that in (22):

(22) domani_telefona Maria
~NP\S~ ” ~NP L

S/( NP\S) 
___________________ B

S 

where a case of subject inversion is given, with respect 
to the example in (12):the subje t. occurs on the right of 
the predicate, contrasting the basic order predicted by , 
the category assignment.This word order Is very common In 
Italian and almost every simple sentence has an "inver­
ted" counterpart (for comments and exceptions see Burzio 
1986). Since the functor cannot correctly apply to its 
argument, a solution consists In raising the subject-type 
by means of the rule L and in "reconstructing" the appro­
priate functor-argument order by means of the rule B.

S. The analysis of cl1ticizatlon
The readjustment rule B appears particularly useful in 
the analysis of c 1111c1zatIon contexts. Three main groups 
will be distinguished here with respect to their occur­
rence within the context: (1) object clitics NP, PP; (11) 
object clitics N',N; (ill) subject clitics. The last two 
both concern ne o11t1c1zation, but exhibit relevant dif­
ferences, as the categorial analysis will show.



5.1 Object clitics: NP, PP
The first c1iticization pattern is presented in (23)- 
(24). It Involves c11ticization from a direct or indirect 
object position:

(23)a. Gianni ha dato un libro a Maria. 
Gianni has given a book to Nary.

b. Io ha dato a Maria 
(he) it has given to Maty 

o. Ie ha dato un libro 
(he) to her has given a book 

d. £ 1lelo ha dato 
(he) to-her-it has given

(24)a. lo ha dato a Maria 
NP VP/PP/NP PP~ 
___ B 

VP/PP 
_______________ A( r)

VP

b. 1e ha dato un_librg
PP VP7PP/NP NP 

__________ A(r)
VP/PP

_________________B
VP

c. te lo do of. *lo te do
PP NP VP/PP/NP

_______________ B
VP/PP 

_______________ B 
VP

d. te lo do
PP NP (VP/PP)/NP (by [4e]) 
(NP.PP) VPZ(NP.PP) 
_______________________ B

VP

e. glielo ha dato
(NP.PP) VP/(NP.PP) 
_______________________ B

VP

The correct derivation follows quite easily by means of 
rule B, where, in each case, the category of the clitic 
is predicted by the functorlal index of the verbal head: 
°g- it la a NP in (24a) and a PP in (24b); in (24c) both 
the NP-object and the PP-object are cliticized, so that 
rule B applies twice. However,in this last case, we would 
like also to obtain a different derivation in which the 
constituent represented by the verb combines directly 
with a constituent made up of the set of clitics. In Ita­
lian, in fact, clitic items frequently form clusters such 
•• glielo of (24a). The alternative derivation la given 
tn (24d), where the two clitics are assumed to form a 
unique constituent’* and the VP receives a category as­
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signment which is derived by the rule given in theorem 
(4e). A parallel assignment occurs in (24e).

5.2 Object clitics: N',N
The second pattern concerns cliticizatlon -from a NP in 
object position; compare (25):

(25)a. Ho visto due ragazze.
(I) have seen two girls.

b. Ne ho viste due.
(I) of them have seen two.

c. Ho letto un libro interessante.
j have read an Interesting book.

d. Ne ho letto uno interessante.
/ have read one interesting.

In both cases the clitic ne makes reference to the head 
of the NP which is the direct object of the verb. We 
will, therefore, assume that it is assigned to the cate­
gory N1 (0<_i<_1) , i.e. the category of the nominal head or 
of its immediate projection.The clitic being sited in the 
pre-verbal position, an effect of determiner stranding is 
produced, since the determiner occurs in isolation at the 
end of the sentence. In (26b), the application of 
functional compos i t ion allows the generation of a VP-Oet 
constituent which is combined by rule B to the clitic ne:

(26)a. Ho_yisto due_ ragazze 
VP/NP NP/N' N' 

______________ A( r)
NP

____________________ _A( r) 
VP

b. ne ho yiste dug 
N' VP/NP NP/N' 

_______C
VP/N'

________________ _B 
VP

In (27) we have a complex NP object so that, under cllti- 
cization, we have a string of three functor categories. 
VP/NP, NP/N', N\N'.Composition should apply twice to pro­
duce the expected complex tuent, but at the first 
step functors contrasting in ux. tonality are met:
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(27)a. Hg_Xetto yn__ iibrg interessante
VP/NP NP/N' N N\N'

_________________A( 1)
N ' 

_A( r) 
NP 

__________________ _A( r) 
VP 

b. ne hg_lettg ung_ interessante 
N VP/NP NP/N' N\N' 

_____________ _c- 
NP/N 

__________ _c 
VP/N 

____________B 
VP

To obtain the correct result we have to allow an 
extension of the composition rule to the effect that two 
functor categories contrasting in directionality may 
combine, under the assumption that directionality is 
imposed by one of the two (generally the main functor) ,3. 
The rule is instantiated in (28), where the definition C 
(stront composition) is due to Moortgat( 1986) :

(28) C«: N->N' . N'->NP “ N->NP
(directionality! main functor]

5.3 Subject clitics
The last pattern involves ne 
time the NP-domain which the 
tentlal subject. Compare the

c11t1cization again,but this 
clitic refers to is the sen- 
examples in (29):

(29)a.

b .

Sono ritornate due ragazze.
Two lifts came back. 
Ne sono ritornate due. 
(of J them came back two.

Here we have again a case of determiner stranding, but 
with different consequences with respect to the preceding 
examples:

(30) a. Sogg_cltgrnatg 
NP\S-VP NP L
____________________ S/( NP\6) B

S

b. ttn »Bno_rlSHcr)«t» dw« 
N' NP\S NP/N'C* 
__________ N'\S A( 1)

S
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(31) C*: N'->NP . NP->S - N'->B
[directionality: main functor J

As before, the predicate combines with the determiner by 
strong composition (see (31)) but, assuming that direc­
tionality is given by the main functor, the resulting ca 
tegory is N'XS which directly applies to the clitic cate­
gory. In this case, therefore, the readjustment rule B is 
not needed at all. Subject clitics, in fact, exhibit par­
ticular properties with respect to object clitics, which 
have been discussed in Belletti and Rizzi(1981) and, more 
recently, in Burziot1986). These works show that a spe­
cial set of predicates, which have been called ergative, 
allows ne cliticization with reference to a subject. This 
is excluded with non-ergat ive verbs such as te lefonare 
(cf. *ne teIefoneranno molte) and in cases such as (32), 
where an intervening object occurs between the predicate 
and the inverted subject1'*:

(32) a. sne hanno mangiato una mela due 
(of)them have eaten an apple two

b. N' VP/NP NP NP/N'

The line of a simple explanation (only mentioned here) is 
suggested by the categorial analysis:a NP category occurs 
between the two functors blocking the application of the 
compos i t ion rule. Assembling the verb with the object NP, 
we obtain a complex predicate which is different in depth 
with respect to the ( lexical) predicate associated to an 
emotive verb (of.(30b)). As a further argument, consider 
the pattern in (33) again from Belletti and Rizzi (1981):

(33)a. Quante ne sono rlentrate?
How many came back.

b. Oue, ne sono rlentrate.
O. ’Due ne sono rlentrate

While (33a) and (33b) are considered grammatical and ac­
cepted by the speakers, (33c), without any Intonation 
pause, is rejected: as pointed out in Belletti and Rizzi 
(1981), (33b) is a case of topica11zation of a postverbal 
determiner which, on the contrary, is adjacent to the 
clitic In (33c). We may so represent the situation:

(34) * ( Det . cl)

where the creation of a constituent made up of a determi­
ner and a clitic is not permitted. Now, how may we deal 
with the question within a categorial framework? Consi­
der the example in (35):

(3S) Quante ne sono rlentru>~
NP/N' * N' NP\S 

___ ?
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Assuming the restriction in (34), we are not allowed to 
combine the determiner with the clitic. Anyway,since (35) 
is a grammatical string, at least one possible derivation 
has to be found. An immediate solution is given by theo­
rem (4e), re-proposed in (36) and exemplified in (37b) 
with respect to the derivation in (37a):

(36) (X/Y)/Z <-> X/( Z . Y) Interchange: I [ 4e]

(37)a. NP-> (Det . N')

b. (Det . N')\S <-> N'\(Det\S)

On this basis, the derivation in (38) follows, where a 
complex constituent lacking a Det-argument is made up of 
the clitic and the predicate (this also represents a 
different solution to the analysis of subject-c1itic 
constructions given in (30)):

( 38) Oyante ne sgng_rientrate
Det ~ N' NP\S I Det - NP/N'

N '\( Oet\S)
___________________ A( 1)

Det\S 
_______________________ A( 1)

S

Concluding remarks
The above analysis has shown that a categorial framework 
can be successfully applied to a wide fragment of a natu­
ral language including several word order phenomena. Spe­
cifically, the bidirectional symbolism defined within the 
Lambek model allows a characterization of clitic cons­
tructions distinguishing object clitics (within the VP- 
domaln) from subject clitics (within the S-domain). The 
relation between the predicate and the determiner appears 
to be of relevance here, with particular reference to the 
determiner stranding effect obtained by means of the rule 
of functional composition

However, we have to face several open questions.In the 
first place, the status of the categorial rules has to be 
considered in more detail, in connection with the new ex­
tensions Introduced to handle with discontinuous consti­
tuency. The unconstrained application of the rule B, for 
example, produces the undesirable strings in (40b), (40c) 
together with the well formed sentences in (39):

(39)a. Ho vleto due ragazze.
(I) have seen two title.

b. Ne ho vleto due.
(I) of them have seen two.

(40)a. *ho vlsto due na
b. *ragazze ho vleto due
c. “libro ho lotto uno Interessante 
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and we also need to exclude (43d) which, as a matter of 
fact, is admitted by the analysis of (26b). Moreover the 
domain of application of rules such as strent cbmpos t on 
must be strictly determined, to avoid virtually annulling 
the flexibility of the bidirectional system

These observations suggest that a restriction of cate 
gorial rules is needed with particular reference to those 
rules, such as rule B, which significantly increase the 
generative power of the system. In fact, restrictions o 
the application of backwards rules are stated in Ades a 
Steedman(1982) and in Steedman(1985). We think th** 
formal theory of features sketched above may be of valua 
ble help in this respect: constraints on rule applioatzon
may be stated as feature co-occurrence restr . cr . ons : » 
Gazdar et.al. 1985) to the effect that e.g. a functorial 

signed to a determiner does not apply 
- - ■ ■ items; this wouldcategory which is as _ 

to unstressed arguments like the clitic 
capture the "filter" given in (34), not 
percolation of the relevant features) 
structures such as: (Det cl] or [ ( VP

permitting (under 
the derivation of 
Det] cl] (which

to be mentioned,yield to (33c) and (40a)) .
In conclusion, a strategy deserves 

which is alternative to the present approach based the 
aoolication of rule B and which proposes a different cha 
rasterization of clitics. The main point is 
clitic items as functors which apply to the verbal head, 
where the appropriate functorial categories are er v.d 
by means of type raisini rules (see option (i aboveH 
Requiring that clitics apply to lexical verbs only- o*er 
generation results, such as those In (40), are 
means of the different conditions holding for clitic 
items (functors) and nouns (arguments). This strategy, 
which has been suggested in Zwa r t s( 1 985) i s
with the researches in propres ■ *n the field o 

(see iU e dman 1987, Szabolcs!Irammar
1985, 1986).
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1 Identity is not a necessary feature of the system: if it is in­
cluded among the basic operations, the semigroup M become a monoid 
and allows the generation of the empty string. This may be of inte­
rest for further examination, but will not be considered here.
“ For this point see Van Benthem(1986), (1987).
3 Different denominations may be found in the literature for these 

rules, e.g. the term forward partial combination employed in Ades 
and Steedman (1982) for the rule in <4f); the term type raising or 
type lifting is frequently used for the rule in (4c), while the rule 
in (4g) is known as division or Geach's rule, due to the fact that 
Geach independently justified and introduced similar rule schemas 
(see Geach 1972).
* Bach (1983, p.103).
“ See Gazdar et al.(1985, pp.17-41).
° For an analysis of head categories as functor categories, with 

respect to the projection pr inciple, see Szabolcsi(1985).
7 See Steedman (1985, pp.533 ff.), for the application of type- 

raising rules to subject-NFs and leftward-extracted items (topi- 
calized NPs, wh-phrases, etc.); see also Dowty(1987), Zwarts(1985).

* The possibility of different, but equivalent, analyses of the 
same string is a main property of the Lambek model which is structu­
ral conplete in this respect, i.e. associates a family of related 
types to an expression; see Moorgat(1986) for a discussion.

® In fact inverted structures of the kind Y X/Y don’t follow di­
rectly from the axioms and the inference rules which allow the deri­
vation of (left and right) oriented structures,i.e. X/Y Y and X X\Y; 
to obtain the required inversion it is necessary to assume some kind 
of pernutat ion in the input condition of the inference rules (option 
(i)> or to postulate a rule the effect of which is to perform the 
functo:—argument application in the correct way (option (ii)).
,o The rule name derives from Ades and Steedman(1982) where a simi­
lar rule is defined, although within a different approach employing 
right oriented symbols.
” This is the strategy followed e.g. in Steedman(1985) to account 
for several kinds of unbounded dependencies in Dutch and English.

This assignment follows from the assumption that the clitic­
cluster is similar to a conjunction whose members reflect the order 
of occurrence of the predicate arguments (e.g., the 1st member is 
the object NP, etc.). A more natural assignment, corresponding to 
the order of the clitic-sequence, would require a rule such as: 
<X/Y)/Z -> (X/ZJ/Y (which is stronger than (4e)) the effect of which 
is to change the argument order of the predicate.
’3 Instances of mixed composition are employed in Szabolcsi (1985) 
and the rule is discussed, with reference to the Lambek grammar, in 
Moortgat(1986).As pointed out in this latter work, the rule, defined 
as strong composition, is not derivable within the L system and its 
inclusion, as a new axiom, has the effect of collapsing L into its 
permutation closed version L**; however, we may assume a restricted 
version holding within local domains only (such as the N’ domain in 
<25d),(26b)), e.g. stating appropriate lexical constraints for the 
words which may have access to the rule (see Moorgat 1986, p.8).
’• We will not discuss the ergative hypothesis here, but an intere­
sting solution (suggested by Anna Szabolcsi, pers. comm.) consists 
in assigning the category S/NP to ergative verbs like arrivare with 
respect to the basic assignment NP\S to non-ergat ive verbs,

149



REFERENCES

Ades,A.E. and N.J.Steedman:1982, 'On the Order of Words', Lin­
guistics and Philosophy, 4, pp. 517-558.

Bach,E.:1983, 'Generalized Categorial Grammars and the English
Auxiliary', in F.Heny and B.Richardsteds.), Linguistic Catego­
ries: Auxiliaries and Related Puzzles, Reidel, Dordrecht, 1983 
vol.II, pp.101-120.

Bar-Hillel,Y.:1960, 'Some Linguistic Obstacle to Machine Transla­
tion', Advances in Computers, 1, rep. in Bar-Hi1lei(ed.)(1964), 
Language and Information, pp. 75-86.

Bar-Hillel ,Y., C.Gaitman, and E.Shamir:1960, 'On Categorial and 
Fhrase Structure Grammars', The Bull, of the Research Council of 
Israel, pp.1-16, rep. in Bar-Hi11 el(ed.)(1964), Language and In­
formation, pp. 99-115.

Belletti,A. and G.Rizzi:1981, 'The Syntax of ne: some Theoretical 
Implications', The Linguistic Review, 1, pp. 117-154.

Benthem,J.van:1986, 'Categorial Grammar and Lambda Calculus', in D. 
Skordev(ed.), Druzhba Summer Schoo’ in Applied Logic, Plenum 
Press, New York.

Benthem,J.van:1987,'The Lambek Calculus'in Oehrle et al.(eds.)(1987)
Burzio,L.:1986, Italian Syntax. A Government-Bindino Approach, 

Reidel, Dordrecht.
Buszkowski,W.:1987, 'Power of Categorial Grammars', in Oehrle et al 

(eds.)(1987).
Dowty,D.:1987, 'Type Raising, Functional Composition, and Non­

Constituent Conjunction',in Oehrle et al.(eds.)(1987).
Gazdar,G., E.Klein, G.K.Pullum and I.A.Sag:1985, Generalized Phrase 

Structure Grammar, Ox-ford, Blackwell.
Lambek,J.:1958, 'The Mathematics of Sentence Structure', American 

Math. Monthly, 65, pp. 154-170.
Lambek,J.:1985, 'Categorial and Categorical Grammars'.in Oehrle et 

al.(eds.)(1987).
Moortgat,M.:1986,'Lambek Categorial Grammar and the Autonomy Thesis' 

presented at ZWO Symposium "Morphology and Modularity",Utrecht.
Oehrle,R.T., E.Bach and D.Wheeler(eds):1987, Categorial Grammars and 

Natural Language Structures, Reidel, Dordrecht (forthcoming).
Steedman,M.J.:1985, 'Dependency and Coordination in the Grammar of 

Dutch and English', Language, 61, pp.523-568.
Steedman,M.J.:1987, 'Combinators and Grammars', in Oehrle et al 

(eds.)(1987).
Szabolcsi,A.:1985, 'Combinators and the Projection Principle', paper 

presented at the conference: Categorial Grammars and Natural Lan­
guage Structures(Tucson 1985).

Sz«bolcsi,A.:1986, Filters versus Combinators', in Bodnir et al. 
(eds.), Intensional Logic, Semantics and Philosophy of Science, 
Festschrift for I.Ruzsa, (forthcoming).

Zwarts, F.:1985, 'Composition Rules in Categorial Grammar', paper 
presented at the conference: Categorial Grammars and Natural 
Language Structures(Tucson 1985).

INSTITUTE OF PHILOSOPHY

UNIVERSITY OF CHIETI, ITALY

150



PROCEEDINGS OF THE ‘87 DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

ANNA SZABOLCS I

ON COMBINATORY CATEGORIAL GRAMMAR

O. Objective

paper

the “a*" abfracfi°n of categorial grammar, treatment t AJduklewic2 <1935), lies in tne parcel 
recent v ° synbactic and semantic compositionality. In 
categoriI?“IS ,there has been a revival of interest in 
extensions °" ltS °Wn ri8ht' resulting in various
such line of linguistic and/or logical motivation. One 
interpretatLn tO the P™P°s*i that the
go beyond funot?* t?® c°ncatenation of expressions should 
operation/^ J?"?1 aPPl Nation to include a number of 
and Feys (1OSR?**flable ”lth certain combinators in Curry 

will hH ii*6 °f thiS Program, the present 
iefly address the following three issues?1

General linguistic motivation in terms of the 
Projection Principle
pacific linguistic motivation for certain combin­

ators
<3> Questions for further research

The Projection Principle

that nIVrte°I<eS grammar share the natural assumption 
the r-oil “x C representations must be compatible with 
tain Properties of the lexical items they con-

homsky (1981, 29) this is expressed as follows:

<4> Projection Principle
Representations at each syntactic level [...I are 
projected from the lexicon, in that they observe 
he subcategorization properties of lexical items.

necesn»L tochnically speaking (4) is but one specific 
tions condition on well-formed syntactic representa- 

Projection from the lexicon" has a conceptually 
posedT ! “ 6tatus' ls agreed that any other pro-
h Principle (condition) may be called Into 

not (4). Moreover, 
(condition) tends to have 

1 it can be derived from

question,
any other proposed principle 

the best chance to be accepted 
(4) In some sense.
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If this distinction is justified, it is important to 
observe that not all principles that have been found 
necessary to characterize the crucial aspects of syntac­
tic wellformedness appear to be derivable from <4> , or 
from lexical properties in general. Even the syntactic 
"tools” that are assumed to enable lexical items to 
satisfy their needs have to be constrained in a way that 
does not follow from lexical properties. We may now ask 
whether these constraints reveal something deep about 
language. If they do, then the "laws of syntax” are to a 
significant extent independent of the properties of its 
"lexical substance”. Alternatively, those constraints may 
simply indicate that we"are not using the right "tools". 
It may be the case that making more explicit assumptions 
about the nature of lexical items we can design "tools" 
that capture the effect of those constraints in a 
constructive way. In other words, those constraints may 
reveal something deep but not qua constraints; rather, as 
observations helping to identify the "real tools". If so, 
the Projection Principle might be a sufficient condition, 
i.e., the constitutive principle of grammar.

The program that emerges from 
Involves the following tasks:

these considerations

(5) a. Model lexical items in a way that determines 
what kind of "tools" may be operative in grammar.
b. Find a specific set of such tools that produce 
all and only grammatical results.
c. Ideally, show that this set is coherent in some 
relevant sense; i.e., that it has some property 
that makes its appearance in grammar more likely 
than that of any arbitrary set in the domain 
implied by <a>.

The proposal to be made is based on a minimal but 
essential departure from commonplace assumptions. It is 
agreed that to say that a verb subcategorizes for two 
complements Is basically the sair as to say that it is a 
function/functor with two argument(placeJs. Does it make 
a difference, then, whether we talk about lexical items 
with subcategorization properties or about lexical items 
as functions? It does because we have independent know­
ledge of the behavior of functions but not of the behav­
ior of items with subcategorization properties. Whatever 
comes as a theorem on the former view will appear as a 
contingent empirical matter on the latter: it needs to be 
discovered with hard work, and even if it is successfully 
discovered, it can only be built into the theory In the 
form of a new axiom.

It seems useful, then, to take lexical items to be 
functions/functors. This leads to the same view that 
categorial grammars have always adopted, although not 
necessarily exploiting all its consequences.
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The minimal implication this way of looking at lexi­
cal items has for syntax is that the concatenation of ex­
pressions may be interpreted as functional application. 
Now, if the categories of expressions are kept constant, 
and if application is the only interpretation for concat­
enation, 2 then we predict that lexical functors must be 
adjacent to their arguments. One set of data that may 
constitute a glaring counterexample to this includes sen­
tences informally describable as containing a "gap" left 
by a leftward or rightward "extracted" constituent:

16) a. I think that Mary saw Bill,
b. VHO do you think that Mary saw —?
a. I put the cup on the table.
b. I put — on the table A CUP OF TEA AND A JAR OF 

MILK.

It may be claimed that the counterexamples are only ap­
parent and the difficulty can be avoided, for instance, 
as follows. The gap is immediately filled by some design­
ated item interpreted as a variable; the extracted con­
stituent is prefixed or suffixed to the sentence much in 
the same way as abstraction operators are introduced in 
the lambda calculus; and the properly bound variable 
item is deleted or Ignored at the end of the derivation. 
This Is essentially the solution followed by various 
works in both the Chomskyan and the Montagovian schools.

This solution makes one expect that the possibiliti­
es for gaps and extracted constituents to occur in natur­
al language are essentially the same as those for operat­
ors and variables in lambda calculus syntax. This expect­
ation is not borne out. A few paradigmatic points of 
divergence are as follows:

<8> a, Free variables: fx
* — saw Bill.

b. Vacuous operators: Axial
* Vhat did Mary see Bill?

C. Crossed binding: AxXytfx(gy))
* Vhatl do you wonder who2 to talk about 1 

to —2?
d. Binding over arbitrary domains: Axl. . . x. . . 1

* Vhol did you go home before —1 fell asleep?

This leaves us with the need for constraints that was 
claimed to be problematic above. 3

The advantage of the present approach is that we 
need not (Implicitly or explicitly) model our syntax 
after the lambda calculus. There are a variety of opera­
tions that can be performed on typed functions, and 
therefore the way we modelled lexical items implies that 
in principle any of these can serve as the interpretation 

concatenation, cf. C5a>. The question Is whether we 
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can indeed find a specific set of such operations that 
yield all and only the correct results, cf. (5b).

2. Specific comblnators

There have in fact been various proposals to extend the 
apparatus of categorial grammar with operations on func­
tions. • The prime example is the use of functional compos­
ition by Ades and Steedman, Lambek, Moortgat, and oth­
ers. (9) and (10) are based on Steedman (1987). (The 
formulation of concatenation as application is quoted in 
order to make clear the use of directional categories.)

(9) Concatenation interpreted as application:
a. oc of X/Y, ft of Y -> ocft of X, oc' <^' )
b. ft of Y, o6 of X\Y -> ft^ of X,

(10) Concatenation interpreted as composition:
a, ot of X/Y, ft of Y/Z -> oC/3 of X/Z, Ax!*’ <fl'x)l
b. ft of Y\Z, of X\Y -> ft^ of X\Z, Axtoc’ </l’x)l
c. ft of Y/Z, oc of X\Y -> ft* of X\Z, Axtoc’ <|Vx>] .

Given this extension, and some auxiliary assumptions 
to be made explicit below, the whole string DO YOU THINK 
THAT MARY SAW in <6> can be composed into one big func­
tor with the same right-NP domain as SAW. Given <9), it 
cannot apply to the intended argument WHAT; if however we 
assume that the ability of ' o appear on the left is 
grounded in its lexical categoi,, 'mely, S/CS/NP), then 
it may apply to DO YOU THINK THAT MARY SAW, yielding the 
correct interpretation.

It is even more interesting to observe that the use 
of composition does not only enable us to handle senten­
ces containing "extracted constituents" and "gaps" with­
out using placeholder variables; at least a significant 
portion of the sentences that need to be filtered out in 
grammars without composition are also straightforwardly 
accounted for. SAW BILL is not a sentence with an Illicit 
free variable: it is simply a functor S\NP. WHAT DID MARY 
SEE BILL cannot arise because DID MARY SEE BILL is not a 
functor with domain NP. The string WHAT DO YOU WONDER WHO 
TO TALK ABOUT TO can only be assembled to carry the un­
real but nested reading that you want to talk to a thing 
about a person. As the categories below indicate, TO has 
no hope to combine prior to WHO getting combined and 
interpreted as- the object of ABOUT:

<11> ... who to talk about to 
(S/PP>/PP PP/NP PP/NP

(S/PPi/NP
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The string WHO DID YOU GO HOME BEFORE FELL ASLEEP cannot 
be assembled at all: concatenation as composition is not 
defined for BEFORE of S/S and FELL ASLEEP of S\NP. If 
this sample of examples is representative, we can say 
that composition actually explains why "extraction” is 
possible at all, and under what circumstances it is 
possible.

Promising as this line of research seems to be, it 
is Immediately clear that there are sentences whose 
existence is easily understood under the variable intro­
duction approach but cannot be handled by the grammar 
extended with just composition:

(12) One operator binding two variables: AxI.,j<....X..J 
Vhatl did you refuse —1 without looking at —1?

Generative grammarians call the second "gap" a parasitic 
one to express the fact that it is Illicit unless there 
is another "gap" corresponding to the same "extracted” 
constituent. The relative positions of the two gaps also 
matter, so constraints need to be invoked again, cf.s 4

<135* Vhol do you think --1 refused the offer without 
John threatening —1?

These constraints are suggestive of a further specific 
operation on functions being at work here, however. In 
Szabolcsl (1983) it was introduced under the name connec­
tion (Steedman 1987 renamed it as substitution); I pres­
ent only one directional version below:5

(14) Concatenation Interpreted as connection: 
a of (X\Y)/Z, A of Y/Z -> /S* of X/Z, 
with the Interpretation AxIU'xfjJ'x)).

Connection straightforwardly handles (12) but not (13):

(12) .,, refuse without looking at
VP/NP (VP\VP)/NP

VP/NP

(13)* ,,, refused the offer without John threatening 
VP (=S\NP) <VP\VP)/NP

Finally, let us spell out the auxiliary assumption 
made In the composition examples. One rather Innocent 
change in categories can be effected by directionality 
preserving type-raising in syntax. Apart from other uses 
discussed in Dowty (1985), this option is necessary for 
the subjects in (6) to acquire the category S/(S\NP):

(15) Type-raising:
oc of X -> oC of Y/(Y\X), Y\<Y/X>. Af(f«'>).
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<6) Who do you think that Mary saw
................................................. NP <S\NP)/NP

S/<S\NP)

S/NP

Steedman <1985) raises the question of what inven­
tory of operations composition, connection and type­
raising are drawn from, and observes that they are iden­
tical to the combinators B, S and C*<=CJ,> of Curry and 
Feys <1958). To quote their definitions:

<16) g. = Afgx.f<gx)
S = Afgx.fx<gx)
C -• Afxy. fyx 
I = Ax. x

As Steedman points out, this correspondence is interest­
ing for the following reasons. First, one of the funda­
mental results of combinatory logic is that the express­
ive power of the lambda calculus can be obtained without 
using abstraction and bound variables. Second, while the 
use of variables Is a major source of computational 
overheads in practical programming languages, the use of 
the particular combinators in <16) has been shown to be 
very efficient. Therefore, the linguistically motivated 
suggestion that the operations Introduced above are 
(among) the "right tools" for grammar seems to receive 
coherent mathematical and pr -^ical support.

3. Questions for further research

The above argument for the combinatory nature of grammar 
was based on a specific kind of examples. Let us assume 
that their proposed treatment is in fact empirically 
adequate and explanatory. We may ask now whether combin­
atory logic can serve as a guideline for further re­
search, i.e., whether it is suggestive of how other phe­
nomena should be treated, and whether it can possibly 
help us to detect some coherence in the set of actual 
grammatical operations <cf. 5c). In what follows I will 
make some suggestions and also mention some apparent 
problems.

Let us start with that property of combinatory logic 
that was found relevant in the previous section, namely, 
that it has no bound variables, and note that the sen­
tences discussed there actually did not contain any overt 
lexical item that could be interpreted as a bound vari­
able <the alleged, variables were "gaps"). Nevertheless, 
there are lexical items that can be suepeoted to have 
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exactly this interpretation. Consider the personal and 
reflexive pronouns below:

(17) a. Everyone thinks that Mary loves him.
VxC x thinks that Mary loves xl

b. Everyone loves himself.
Vxlx loves xl

Although the existence of such items may seem like a 
problem, I wish to argue that the combinatory approach is 
actually also revealing here.

The fact that reflexives must be bound and personal 
pronouns may be bound is usually taken to be a primitive 
property of these items; furthermore, constraints are 
used to make sure that they are bound correctly, i.e., by 
a more prominent argument inside/outside some specified 
domain. 6 However, there is a natural alternative to this 
treatment; namely, to assume that the definitive prope­
rties of these items are Inherent in their lexical mean­
ing, which can be made explicit in combinatory terms.

Consider the following derivation for <17b); further 
details are discussed at length in Szabolcsl (1987>:

<18) Everyone 
S/(S\NP> 
AfVxt fxl

loves himself
<S\NP>/NP <S\NP>\<<S\NP)/NP)
AzXylLOVEzyl AgAuIguuJ

S\NP
AulLOVEuuI

S
¥xlLOVExxI

The starting point in devising this proposal is that the 
lexical Interpretation of HIMSELF is that of the dupli­
cator. In order for HIMSELF to have such an interpret­
ation, It must have a matching category. Such a matching 
category can be obtained by type-raising, cf. <15>, with 
Y = ZINP. If we assume that the comblnator C in Itself is 
not operative in our grammar, i.e., that the argument 
order of functions is fixed In the lexicon, then the du­
plicator Interpretation will automatically capture the 
most salient constraint on the binder as well, namely, 
that It must be a more prominent argument.

The duplicator Is known as comblnator V In Curry and 
Feys Reference to It offers an occasion to con­
template about what/how many operations may be expected 
to be at work in grammar. If we identify the set of poss­
ible grammatical operations with the set of possible com- 
blnators, we are faced with an undesirable embarras de 
richesse. By using composite corobinators we can perform 
indefinitely complex operations in one swoop. It Is obvl- 

157



ous that at most a very small sunset of such operations 
are plausible in the grammar of natural languages. Now, 
one possibility is to wait and see what we will need in 
practice. (In fact, this kind of wait-and-see strategy is 
followed by all current theories of grammar, whatever 
tools they use.) Another possibility is to try to make 
predictions on the basis of distinctions that can be 
meaningfully made among combinators. One such distinction 
can be1made in terms of interdefinability. It is inter 
esting to observe that the combinators in (16), i.e., _B, 
S, C, and _I constitute a primitive set; if we maintain 
that we actually need _B, S and Ct, that is another set of 
primitives, with less expressive power. We may take this 
to indicate that natural languages restrict the set of 
operations freely available in syntax to such primitive 
sets. A number of combinators definable in terms of those 
primitives may still be available, but only if they are 
embodied in the categories or interpretations of specific 
lexical items, whose properties need to be learned separ­
ately in any case. Now, how should the status of W, be 
judged? In typefree terms it is definable as follows:

(19) a. W = Afx.fxx
b. S(C*)= Aghx.gx(hx)(Xyf.fy) = Afx.fxx

If we have a reason to assume that our combinators are 
essentially typefree, only their "implementation" is 
typed, then the fact the apparently lexical duplicator is 
definable in terms of combinators that we claim to be 
free in syntax can be taken to support this reasoning.

It is time now to turn to problems. I will restrict 
my attention to two issues that are easy to expose In the 
present context.

First, notice that reflexives and bound pronouns 
differ with respect to the locality of their possible 
binders:

(20) a.* Everyonel thinks that Mary loves himself 1. 
b.* Everyonel loves hlml.

In the paper referred to above I suggested that these 
properties can in fact be captured in English (1) by 
requiring that reflexives only apply to lexical verbs, 
and (11) by assigning a £(M>£ kind of interpretation to 
bound pronouns in the lexicon (which is otherwise 
motivated by • cases known as pied piping). Nevertheless, 
locality problems can be replicated with "gaps" as well. 
While none of the sentences in (21) are very good, their 
grammaticality surely decreases as the two gaps get 
"closer" to each other:

(21) a.? Whol did you warn —1 that they were going to 
arrest --1?
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b.?? Whol did you give a picture of —1 to —1? 
c.* Whol did you introduce —1 to —1?

□ur syntax is insensitive to such distinctions, however, 
and there being no lexical item in the place of gaps, the 
kind of lexically grounded solution for (20) does not 
carry over to (21), either.

Secondly, consider the fact that it is sometimes 
possible to replace illicit gaps by so-called resumptive 
pronouns. (22b> is marginal in English but its Swedish 
equivalent (23b) is standard:

(22) a.* Which wordl did no one know how —1 is 
spelled?

b.? Which wordl did no one know how itl is 
spelled?

(23) a.* Vilket ordl vlsste ingen hur —1 stavas?
b. Vilket ordl visste ingen hur detl stavas?

Operatoi—bound resumptive pronouns obviously fall outside 
the scope of combinatory grammar, Their existence is es­
pecially disturbing given the possibility of the follow­
ing conjunction (all these examples are taken from 
Engdahl);

(24) Det flnns viss ordl (som) jag ofta traffar pa 1 
men aldrlg mlnns hur del stavas.
'There are certain words (that) I often come 
across but never remember how they are spelled'

It was observed at the outset that a syntax "model­
led after" the lambda calculus will necessarily invoke 
axiomatic kind of constraints. The question was raised 
whether such constraints reveal something deep about the 
nature of grammar, or they reveal the Inadequacy of the 
tools that need to be constrained. It appeared that the 
latter can be argued to be the case: an interesting con­
structive treatment of many crucial cases could be deve­
loped by exploiting the possibility of introducing spe 
cific comblnators into the grammar. The examples just 
mentioned indicate, however, that a pure combinatory 
grammar is guilty of both overgeneration and undergener­
ation. Even more importantly, it turned out that natural 
language makes use of variable binding strategies that 
are inevitably suggestive of the syncategorematic nature 
of the binder. These facts indicate that no homogeneous 
combinatory account can be given for the range o 
phenomena considered.

There seem to be two ways to interpret this situa 
tlon. One is to say that these phenomena cone under the 
same heading and therefore they must be handled w 
homogeneous tools. In this case the problematic cases are 
to be the paradigmatic ones. This means that the grammars 
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criticized at the cutset are in fact on the right track: 
the constraints they use do indeed reflect the (funny) 
nature of grammar. The considerations put forth in con 
nection with combinators may then have a metatheoretlea 1 
kind of status in that they explain something about the 
nature of those constraints.

It may be the case, of course, that the homogeneity 
requirement can be eliminated in the light of some inde­
pendently Justifiable division of labor between combin­
atory and non-comblnatory tools in grammar. For that 
reason it is not clear yet whether we have a draw, a 
stalemate, or a winner. In any case, it seems to (have) 
be(en) an instructive game.

NOTES

* This paper is a revised version of Szabolcsl (1985, 
1906). I am particularly grateful to J. Higginbotham 
and L. K^lmdn for recent discussions.

l. .-For historical surveys, see Casadio (1986, 1987).
2. See Engdahl (1986), Hausser (1984), Montague (1974) 

and Partee (1979).
3. See Gazdar et al. (1985) and van Riemsdljk and 

Williams (1985).
4. See Chomsky (1982), Engdahl (1983) and Kayne (1983).
5. This operation does not cover, parasitic gap sentences 

with subjacency violations, e.g., HE IS A MAN WHO1 
EVERYONE WHO KNOWS —1 ADMIRES —1. The essence of my 
proposal for these lies in assigning category 
((S/NP)/((S\NP)/NP))/(R/NP) to EVERYONE.

6. See Chierchia (1985), Chomsky (1981), Cooper (1983).
7. This account, like that of Reinhart (1983), assimil­

ates bound pronouns to reflexives and free pronouns to 
names.
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PROCEEDINGS OF THE ‘87 DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

ANATOLI STRIGIN

LOGIC FOR SYNTAX

Transformational grammar can be viewed as a theory of 

internal syntactic representations that are computed, for 

instance during parsing. The minimal hypothesis for a theory 

of this structural level (computational level theory) is 

that it gives only a limited characterization of 

computational processes constructing the representations. A 

fuller characterization is the proper subject of a theory of 

processes (algorithmic level theory of Marr (1982)). This 

seems appropriate for two reasons. A grammar as a formal 

system is neither bound to any particular process philosophy 

like distributed or centralized processing, nor does it make 

any claims about particular algorithms computing the 

representations. Both aspects belong to the algorithmic 

level. Introducing the two theoretical levels raises the 

question of correspondences between them, though. Such 

correspondences are not obvious. The situation gets all the 

oore complicated if one relies on some particular 

Programming language or on some particular algebraic model 

like a pushdown automaton. It would be more profitable to 

have some noncommittal way of discussing algorithms, if only 

for the sake of establishing which of the syntactic 

relations described by the grammar are more important 

conceptually, or to have some leeway with respeot to 

theories of implementation level, e.g. connectionist models, 
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etc. Here I want to discuss a rather speculative line of 

thought bearing on the issue, in the hope that it is of 

interest both to logicians and to linguists.

These speculations were suggested to the author by the 

work of Szabolcsi (forthcoming) in combinatory categorial 

grammar (CCG), and by the work of Martin-L«f in the 

intuitionist theory of types (Martin-LOf (1975),(1982)), 

neither of whom could be held responsible for possible 

misinterpretations of their ideas. The aim of CCG grammar is 

to replace the static description of the syntactic 

structures in the "government and binding" type of theory 

(Chomsky (1981), GB for shor4- ’ some sort of functional 

description. In CCG syntactic categories are interpreted as 

function types. The basic operation is application. It is 

hoped that such a description provides a more adequate 

explanation of constraints on such operations as wh-movement 

in GB.

The syntactic structure arises in observance 

of the fact that the functions are typed: every lexical 

item is assigned an allowed type (or more), there are 

typed combinators (interpreted as rules), and typed 

application. Hence, theoretical analysis of a sentence looks 

like an attempt to assign it a designated type S, all types 

for elementary■units (e.g. words) being assumed as given. 

The functions of the types given by syntactic categories are 

semantic representations, i.e. they are semantic by nature. 

However, a functional description does not impose this 
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interpretation, and it is legitimate to view these repre­
sentations as some kind of 'syntactic' functions. Although 
the interpretation of those functions as semantic represen­
tations is natural, it skips the level I am interested in.

To produce a syntactic analysis of a sentence we have 
to proceed according to certain rules by which types may be 
assigned to an untyped expression. These rules (called type 
assignment schemes or TAS, for short) look like this in the 
case of pure combinatory logic:

(1) Assume we have expressions built up from the 
two combinators £ and K and some ground stock of type 
constants and type variables. A type assignment formula is 
XGcx, where X is untyped, and K is a type scheme defined by

(i) each type-constant or type-variable is a 
type scheme;
(ii) where a, R are type schemes, (a->R) is 
a type scheme;

(2) a TAS for combinatory logic is a deductive 
system consisting of the two axiom schemes

(->K) K € (cx->(R->a))
(->£) £G ((a->(f3->Y))->((a->n)->(«->V))) 

assigning type schemes to K and S, which are defined by

Kxy=x 
and

£fgx=(fx)(gx) 

and a rule of inference describing the behaviour of the 
types under application

<->e) LX-LgrlBl_______
(XY) e R

This definition is an abbreviation of the one given in 
Hindley (1985).

If we try now to assign a type scheme to, say,SKK> we 

obtain the following: 

__________
(SK) 6 (c->R)->Q<->g

SKK e a->a
where R is (a->a), and a->P->Y is («->(0->Y)), etc.
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Consider now the two parts of this derivation separately. If 

the type schemes are suppressed, we have the construction of 

SKK. On the other side, the axiom schemes (->K) and (->£) 

and the rule (->e) constitute an axiomatization of the 

intuitionisticimplication calculus, if the names of the 

combinators are dropped, and -> is interpreted as 

implication, with (->e) being the rule of modus ponens. This 

calculus is intuitionistic, because although the two axiom 

schemes occur in classical calculus as well, the positive 

implicational formula (((□<->□)->a)->a) is a theorem in the 

classical system, but not in the system without negation.

This correspondence between the types, and the 

intuitionist implicational logic was described in Curry & 

Feys (1958). As Martin-LOf argues, it is basic to the whole 

intuitionistic philosophy. Essentially, the following 

principles seem to be responsible (this is not a rendering 

of Martin-Ldf’s ideas, fo. h his work should be

consulted):

-every constructive object comes equipped with a 
type;

-every type is defined by constructions, 
producing objects of this type ;

-propositions are types, namely the types of the 
proofs of the propositions in questions. Hence, 
a oombinator expression is a proof of the 
corresponding theorem.

Propositions must be distinguished from judgements that 

propositions hold.

Now what is interesting about this philosophy from the 

point of view of syntax is the way it regards the types: 

types are deriviitive of the notion of construction.
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Given that syntactic categories are typed functions, there 

is an evident analogy: a category can be considered a notion 

derivative from the notion of a construction for this 

category. Type assigning in CCG is a stipulation of which 

kinds of programs must be run to produce an element of a 

category. That is essentially the procedural interpretation 

of types given in Martin-Ldf (1982). In other words, 

possible success of a description of natural language 

grammar in the framework of CCG paired with the intuitionistic 

(or should it better be called eonstruativistic ?) philosophy 

suggests regarding the syntactic categories as being defined 

by the programs computing objects of these categories, i.e.

by the programs for parsing, and for generation. Ihe syntactic 

structure of a sentence in CCG amounts then to a hypothesis 

about the kinds of programs used. The details of the 

programs should be supplied by the algorithmic level theory.

The description obtained in this way may be crude, but 

it seems to be useful. Consider an example taken from 

Szabolcsi (forthcoming). A reflexive pronoun like ’himself 

must be manifestly nominal, and at the same time perform an 

operation of identifying two arguments of a transitive verb 

(this is only an example, mind you). In terms of combinators 

it should be a type-raised noun, and the duplicator at once. 

The type-raising combinator C* is Xxy.yx in X-calculus 

notation. To determine its type scheme two rules for type 

assignment in the natural deduction style will be used 

(Hindley (1985)):
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(~>e) M 6 (ot->f3) N € a L* e °-l
(MN)6 (3

(->i) M e-Q---------
(Ax.M) e (a->n)

Rule (->1) means that if we already have a deduction of a 

formula Men from x 6 a, and, perhaps some set of 

assumptions B, then we can deduce, from B alone the formula 

(Ax.M) e (a->(3).

The computation goes like this: 

fyf(q->n)l______ Lx e_°l (->e) 
Lzxl €J3______________ (->1)

Av.vxe ((«->□)->□) (->i)
Axy.yx e (a->((«->□)->B))

The assumptions are cancelled here. Now the type of the 

duplicator H, i.e. of Afx.fxx, is ((a->(a->B))->(“->n)). 

Given the application of G* to an argument a of category a, 

i.e. G*a, the types of this phrase and of the duplicator 

coincide if R of the raised phrase is actually («->□). If, 

for instance, a is an NP, then it should be raised over a 

type like that of a transitive verb to produce the type­

scheme of the duplicator W,Given that G* is used in its 

general form in the grammar, it makes sense to divorce H 

from it. The type raising combinator is like a program 

module which can get additional specifications from lexical 

items. The duplicator is the semantic operation associated 

with reflexive pronouns, and its type is plugged into the 

raising module to produce the necessary syntactic category. 

Of course, this is only an example.
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Given this analogy between type assignment, programs 

and intuitionistic logic, we can move on to the full 

intuitionistic type theory. Then types like disjoint union 

A+B, cartesian product AXB, recursion operator, etc. can be 

introduced. Some of these types seem plausible, some not. It 

might just turn out that the brain does not use all kinds of 

functions. Two reasons may immediately come to mind:

(a) This is due to the neuronal structures. In this 

case there is a special ’subintuitionistic’ logic of 

the brain’s syntax module, and studying this logic 

could shed some light on the mechanism*

(b) The brain does have access to the whole range of 

function types, the only limitation being some kind of 

’memory overload’. This might be the case if, say, some 

combinators are not 'directly implemented , but are 

simulated by others.

The two alternatives merit some discussion, but the 

decision criteria are not very clear. Thus, it can be argued 

that the oombinator K. defined by Xxy.x is not used by the 

brain because it destroys structure (this argument is 

attributed to Mark Steedman in Szabolcsi (forthcoming)). 

What is actually involved is whether a function should 

strictly depend on all its arguments. This is not so for K- 

Consider the way its type scheme is deduced.

Lx_e_°l______ (->1)
Xytx_€_m^al (->1)
Xxy.x G (a-XH-X*))

At the first deduction step the assumption yen is 

vacuously cancelled, since it has not been used. This is 
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permitted in the typed X-K calculus, and has as a consequence 
that a function does not necessarily depend on all its argu­
ments. So saying that it destroys structure is not quite ac­
curate, in fact, the application of Xxy.x to some argument a 
produces Xy.a, which is a nice description of 'lexical access 
function': if some 'activation' 2 is supplied, the result is 

a. So, in a way, K seems to be useful.
This was a suggestion that c^g or something similar can 

be used in the algorithmic level theories. Does it solve the 
correspondence problem? Yes, to a degree. If both the GB 
kind and the CCG kind of descriptions are more or less accu­
rate, the information contained in some X-bar category of GB 
must be consistently reflected in some syntactic category of 
CCG. The converse is even more interesting, since it allows 
to put forward hypotheses of how much structure is due to 

the procedural aspects of syntactic knowledge.
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PROCEEDINGS OF THE ‘87 DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

AARNE RANTA

PROSPECTS FOR TYPE-THEORETICAL SEMANTICS OF NATURAL LANGUAGE

1. Sentences, propositions, types

What is to be demanded of an "intelligent" computer is that it 
recognize and produce formal linguistic acts. To demand that it 
recognize linguistic acts proper would be to assume that a 
linguistic act can be identified by formal means; and to demand 
that it actually perform them would be to assume that a computer 

can be held responsible tor its outputs.
My criterion of correctness for a theory of language is that 

the theory may be used in programming a computer in the way 
presented above. I think only one point is controversial here, 
namely the reference to computers. A theory of language is, quite 
uncontroversially, a system of rules - phonetic, syntactic, 
semantic, etc - ultimately purported to provide a systematic 
representation of the linguistic means by which certain acts can 
be performed. What the reference to computers amounts to is the 

demand that all these rules be executable.
I am indeed glad if someone realizes that this demand begs 

the question of choice between classical and constructive 
mathematical frameworks: the will to make linguistics suitable 
computer implementations is indeed one of the strongest eclecti 
arguments in favor of a constructive system (cf. Beeson 1986, 
Martln-Lflf 1982, Nordstrflm 1986). Independent philosophical 
motivations, which I believe there are, fall outside the scope o. 

this essay.
The concept form of a linguistic act 1® presumably an 

Innovation of Martin-Lflf's type theory. Assumptions and theorems 
in the theory are expressions which have one of the four lams 

judgement (see Kartln-Lflf 1982,p.161, 1984, p.5):
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£ set
A=B
a :A_
a=b:A

A judgement, then, is an act - an utterance or writing down, or 
whatever (when it is performed in order to communicate something 
to others it is called an as?prtlea> of an expression of one of 
these forms; it is not a mere form but has as its essential 
components a person, a time, felicity conditions (conditions for 
the utterance to really count as a serious judgement). Once an 
act has been identified as a real act of one of the forms, we can 
check whether it is correct and what are the conventional 
consequences of performing it to the speaker and to the audience.

Judgements are typically explained by laying down their 
conditions of correctness. Conventional consequences are, ideally, 
determined by these conditions: what falls upon you when making a 
judgement does not exceed what you can support, warranted as you 

are to make it.
To make a warranted judgement 'A, set’ you must know what it 

is to be an element of the Kti. and "hat it is for two presented 
elements of the set A to be equal. That is, you must know what set 
A is - sometimes by knowing a definition of it but not, of course, 

generally.
In most approaches to semantics, e.g. in Montague grammar, a 

proposition is explained by telling what its trMtl)~C9n<UtiQH is. 
This is, in fact, at the same time an explanation of the form of 
its most direct proofs. If proofs are considered not as processes 
but objects, i.e. constructions, a truth-condition can be 
considered as an explanation determining a set. Consequently, 
a proposition may be considered as a set, and Its elements are its 

proofs. '
What the truth-condition prescribes is the form of panonlCfll 

proofs of the propositions. A construction of another form counts 
as a proof of that very proposition only if its existence 
guarantees the existence of a canonical proof. Then it can be 
treated as a non-canonical proof of that proposition. In a 
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constructive approach like ours, that guarantee can only be that 
the suggested non-canonical proof is effectively calculable to 
canonical form.

The same distinction concerns all sets. A canonical element 
of the set of cats, or a canonical cat, is presumably just such an 
animal that we are accustomed to recognize immediately, and we are 
warranted in taking something else, say the name 'Garfield', as a 

non-canonical cat if and only if we are able to present a 
canonical cat corresponding to it.

(Digression:) Cat might be a good example of an 
undefinable set: we are warranted to take certain objects as 
canonical cats without reason. Thomas Aquinas pointed out that 
substantival terms are not definable as conjunctions of adjectival 
terms only, hence there must be irreducible substantival terms; and 
we, in order to observe anything at all, must observe some 
substances and not only qualities (see Geach & Anscombe, 1961, pp. 
86-87). What we can teach a computer to do is thus always limited. 
Its "recognition" of substances consists in its having basic data 
types programmed in its memory - and this should be considered a^ 
good as possible a simulation of human capacities. What a theory 
of semantics can accomplish is hardly more than this: there will 
always be expressions whose meanings are left unexplained.

If you know that a is a canonical object of the set A or 
possess a method of computing it into one, you are warranted to 
make the judgement 'a:A'. If you consider A as a proposition, you 

might merely want to say

A true,

without mentioning what you know makes A, true. This is, Indeed, 

the type-theoretical explanation of assertive SentenCSA or 
declarative or indicative (which word would be better not used, as 
it may cause confusion to a morphologically defined verb form).

An assertive sentence is thus explained as consisting of 
proposition and a form of linguistic act. That form makes it an 
assertive sentence, and the proposition makes It that assertive 
sentence which it Is. Another form would make it an interrogative 
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sentence with different conditionsof correct uttering, etc. But 
the conditions corresponding to each form can be treated as 
functions which operate on propositions, i.e. known truth 
conditions. This "double articul' "kes the theory simpler, 
in addition to being philosophically wen-motivated. find in 
practice, to communicate with a machine, you must indicate what it 
should do with the content you express to it - do you expect it to 
adopt a new piece of data, to answer a question, or to cause a new 
state of affairs to obtain.

There being, presumably, a strongly limited amount of forms 
of linguistic act, the most extensive part of type theoretical 
semantics consists of explanations of propositions, whose 
number is unlimited. For a theory to be possible at all, it must 
explain propositions in terms of a finite class of primitive 
expressions, which it must, in the end, assume to be understood. 
The theory of propositions tells what expressions may combine to 
form other ones, and how the truth-conditions of propositions 
depend on expressions out of which they are formed.

Primitive and complex expressions, which are either 
propositions or can be used as parts of propositions, are each of 
some type or category. The category of an element of a set is just 
that set. We might say that the meaning of a proper name consists 
in its evaluating to a definite canonical element of a 
definite set, but this notion of meaning is not in any use in 
our theory: we do not have to make explicit appeal to it in 
explaining propositions.

The category of sets, or propositions, will be denoted by the 
letter p. It cannot be explained once and for all and is thus not 
a set, but each semantic theory In fact fixes a domain of 
propositions, which from the outside can be considered as a set. 
(This is not so deep as it may seem: a well-defined theory of 
course only concerns a well-defined domain, and what will ever be 
expressible In a natural language is not in this sense well-defined 
- it should not be assumed to be, anyway.) By analogy, we may 
thus replace the form of judgement set' by
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A;p

where A, as a set-according-to-the-theory, is indeed, when 
considered from outside the theory, an element of the set_p.

If an expression e can be combined with any expression x of 
the type t to yield an expression e_x_ of type ^(x.), we take £ to 
be of the type (x:t)s. This explains the substitution schema.

a:t e_x:(x:t)s(x) 
e a:s(a)

We take _ to mean syntactic combination, which is most typically 
concatenation, but general account of which is a non-trivial 
matter. Its theoretical counterpart is functional application, 
simple like in 'f(x)' or by a special ap-operation, see Martin-Ldf 
1984, p.29. What is the main point here is that the categorial 
grammar is not based on a small finite amount of basic categories, 
like e.g. in David Lewis 1972. Where he has the category of truth­
values containing just two objects we must have the infinitely 
large p, as we have no warrant that each proposition can be 
effectively evaluated to yield one of the two truth-values. And 
where he takes all functions to be defined for all objects, for us 
"the category of all objects" makes no sense at all. That is why, 
to give an example, the universal quantifier is not of some type 
o-»£ but of the type (x:p)((^:(z:x)g)p).

In addition to substitution, we shall only need two ways of 

construing complex propositions here:
(1) The Cartesian product of a family o£ typex B(x) indexed 

on a type A, symbolised (nx:A)B(x). Its canonical objects are 
functions (xx)b(x) where b(a):B(a) for each a:A. (To be exact, 
these are not functions proper but value-ranges of functions, the 
variable x In them is bound, and they can therefore be applied 

only by means of the application operator.)
(11) The disjoint union of a family of types Sixl 

indexed on a type £, symbolized (££:&)£()(>• ^ts canonical objects 
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are pairs (a,b) where a:A and b:B(a). We shall also employ the 
projection operations here: p((a,b))=a and ^((a,b))=b.

We shall not need the equality definitions in this essay. For 
the case (ii), to give an example, it would run as follows: 
(b,c)=(d,e):(Ex:A)BJx) if and only if b=d:A and c=e:B(b).

Constructions of these forms are transparent in the sense that 
logical inferences can be explained =nd performed by straight­
forward appeal to their forms. To , tputs in plain English 
possible, a generative syntax operating on these constructions is 
needed. One possibility is to build a generalized phrase structure 
grammar resembling that of Gazdar & al. 1985. One feature in each 
category would then indicate the semantic type of expressions in 
that category. (This might be of some help in treating agreement 
in Gazdar & al.'s way, as they take what agrees to what to be 
determined by semantic interpretations of expressions: for 
example, if something is interpreted as a functor, its agreement 
features are determined by those of the expression that is 
interpreted as its argument; see op. cit. p.84.)

That syntax is not independent of semantics, because it can 
by definition only generate meaningful sentences. The system of 
categories, which determines which combinations are grammatical, 
is motivated (although not, in the final theory, fully 
determined) semantically. There will hardly be any room for such 
sentences as 'Colorless green ideas sleep furiously'. This is due 
to what Chomsky 1965 would call subcategorization - the difference 
to Chomsky being that "subcategories" are given prior to larger 
categories.

Another sense in which syntax and semantics, or form and 
content, are here kept together is that "semantic Interpretations” 
do not form a realm distinct from expressions: some expressions, 
namely primitive canonical ones, are assigned themselves as 
interpretations, whereas meanings of non-canonlcal and definable 
expressions are given in terms of Irreducible expressions.

In the following section I shall illustrate how syntax and 
semantics are indeed Intertwined In a way which seems to be 
totally absent In Chomsky but not foreign in Frege, and clearly 
present In Hintikka's game theoretical semantics.
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2. Anaphora and Quantifiers

I shall in this section concentrate on interpretive semantics, 
that is, on how a computer can read plain English sentences and 
extract transparent propositions from them. The other part of 
interpretation would consist in extracting forms of linguistic act 
from English sentences - let us now assume it can be done in some 
“ay or another.

The set p of propositions and the set of interpretable 
English sentences share a common corpus of basic non-complex 
expressions. English is thus interpreted into English-with- 
transparent-modes-of-combination. I shall assume the following 
non-complex canonical expressions:

man:p 
donkey:p 

Bill:man 
(x)(y)(x_owns_y) : (x:man)((y:donkey)p) 
<x)(y)(x_beats_y) : (x:man)((y:donkey)p)

Following Hintlkka & Kulas 1985 I use the device of contexts
In dealing with anaphora. For certain kinds of steps in the analysis 
°f a sentence - eventually a group of sentences combined to make 
one formal linguistic act - it is specified what individuals, 
together with their types, of course, are to be considered as given, 
or belonging to the context. If b:B is given, so are the 
following (given with b:g):

(1) Objects b':C which can be obtained from b:B, eventually in 
combination with other given judgements, by an effective operation 

For instance, if jp (1^ :A)fc( j) is given, so are the projections
und a(u)

(ii) All objects c:C whose name c is used in B_. For instance, 
if b:Blll owns a donkey? Is given, so is'Bill.’man.’

The first of our rules, and the only example concerning 
anaphora, is the rule (T.lt) which is used in assigning Uath 
conditions to sentences where the pronoun it occurs:
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(T.it) X_lt_Y

is to be analyzed as

X_b_Y

where X_c_Y is a proposition provided that c:A, and the 
context contains an up to equality-in-A unique object b:A_.

Notice that the anaphoric relation is not treated as a syntactic 
one between words in the sentence, as is quite usual. It would be 
impossible to do so in the general case, as there need not be any 
noun for a pronoun to substitute. Another reason is illustrated by 
the example pair of sentences:

Take a gun and a knife but don't use it.
Take a gun or a knife but don't use it.

Only the latter one is grammatical, as only in it the context 
unambiguously fixes the reference of 'it'. The difference between 
'and'and'or'which causes this can hardly be uncircularly stated in 
purely syntactic terms. Consequently, there can be no correct 
semantics-Independent syntax.

The treatment of quantifiers in Martin-Lflf's Type Theory, and 
to some extent in most constructivist accounts, comes very close 
to their treatment in game-theoretical semantics. In particular, 
the conception of propositions as sets and the possibility to 
form the type of functions from any given type to another make it 
possible to interpret branching quantifier sentences (see Hintikka 
1979, p.92, Ranta 1987).

(T.every) To analyze either of 
(T.a)

(1) X_every A_Y
(il) X_a A_Y
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where we must have

A:p

and a uniform operation 1 on A such that

X_b'_Y:j provided that b:A

first analyze A, i.e. check what it is to be an object b:A in 
terms of basic expressions. Second, given b:A, check what it 
is to be a proof c(b):X_b*_Y (where b’ is, by definition, 
given with b:A). Canonical objects of

(i) are functions (kj) c(x) such that c(b):X_b'_Y provided 
that b:A;

(ii) are pairs (b,c) where b:A and c:X_b'_Y.

Hintikka deals with restricting relative clauses as parts of 
quantifier phrases, but I have chosen to take them separately, as 
constructive subsets (cf. Martin-Ldf 1984,p.53):

(T.who) If

A:p

and

b’_B:p provided that b:A

then

A_who_B:p

and the objects of*£ who 5 are Pairs where and 
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This rule has to be given priority over other ones in the order of 
application: the rightmost‘who’of the input sentence must first be 
completed in an interpretable way and then interpreted. No other 
ordering principles are needed here. Note that this rule is a 
source of multiple readings.

And then, at last, a traditional touchstone example:

(1) Every man who owns a donkey beats it.

The treatment of this example in Martin-Ldf's type theory was 
originally suggested by Gdran Sundholm in Sundholm 1936, p.502. 
What is new here is the introduction of explicit rules to yield 
the analysis. I hope it will be immediately seen how a whole lump 
of problems can be solved by the same theory.

By the priority of (T.who) we first pick up

(2) man who owns a donkey.

Following (T.every), we must then check what it is to be an object 
of (2). By (T.who) and (T.a) it is to be a pair (b,(d,c)) where 
b:man, d:donkey and £:b_owns_d. In other words, (2) is to be 

analyzed as

(3) (ex:man) ((sy:donkey)x_owns_y)

which is assumed to be understood, the basic vocabulary being what 

it is.
Given b:(3), £(b):man and g(g/b)):donkey are given as well. 

The only possible way to complete b*_beats_it into a proposition, 
given b:(3), is to take it to be

(9) p(b)_beats_it.

By (T.lt), (4) is the proposition

(5) p<b)_baats_p(q(b)),
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Now we have analyzed (1) as the type of functions which to each 
_b: (3) assign a proof of (5); i.e. the type

(6) (Hz:(Ex:man)((Ey:donkey)x_owns_y))p(z)_beats_p(q(z)).

3. Force

In a T-rule analysis no force component will be found. But given 
the notion of formal force (in the beginning of this essay) we may 
want the computer to take it into account. It might be marked 
simple-mindedly by a specific symbol like . or ? or !, or by the 
mood of the verb. What is essential is its being on a level other 
than propositions: force is not the outermost propositional 
form. (If it were so, we could form the implication of a command 
and a question, and so on, iterating as long as we please.)

In Martin-Lflf's type theory there are forms of judgement 
only, and I have only considered two of them. In the first 
section I stated the correctness conditions governing these formal 
forces. The pre-theoretical intuition behind the rule for a:A' or
A true, can be stated as follows: 

(F.ass) P utters A true correctly 

Let us now consider the following

? A

Wh(x:A)B(j)

A question is naturally explained 
answer. That is, the governing ru 
the audience:

(F.sentence-quest) Reply to ?A by 
true.

only if P knows a proof of A.

forms of question:

by telling what counts as an
Les concern not the utterer but

uttering either A true or not*A
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(F.wh-quest) Reply to Wh(x:A)B(x) by uttering B(a) true for some 

a:A.

We must require a harmony between conditions of correct utterance 
and consequences of utterance (cf. Prawitz 1977, p.9). At least we 
must have some conception of harmony in order to make the machine 
work and spare it from infinite searching. The following 
conditions of correct utterance seem to be reasonable fair play 

rules:

(F'.sentence-quest) Utter ?A only if you may utter 'A-or-not-A 

true1.

(F’.wh-quest) Utter Wh(x:A)E(x) only if you may utter '(Ex:A)B(x) 

true'.

In our constructive system these formulations are strikingly 
simple. If we had a classical framework, the condition in 
(F-.sentence-quest) that A be decidable could not be expressed in 
the "object language". As for the sec- d case, a constructive 
proof of (Ex:A)B(x) guarantees that only finite search for a right 
instance is needed (cf. Beeson 1986, Nordstrom 1986).

As for assertions, there is the consequence that anyone may 
believe^ true, once someone has correctly asserted it. A computer 
uses its database, which contains expressions of the form a:A, as 
premisses in inferences and eventually as "given", or "frame of 
reference", in case there is no context in the sense of sec. 2 

available.
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PROCEEDINGS OF THE 18? DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

JAROSLAV PEREGRIN

INTERSUBSTITUTIVITY SCALES AND INTENSION

1. Semantics in Logic and Semantics in Linguistics

Semantics is a branch o-f science which has obtained a 
rather peculiar position within the system o-f human 
science. Many people claim that they are doing semantics, 
but, curious enough, they are often people working in very 
different fields of theory and they also often do very 
different things under the heading of semantic theory. 
Even if we leave aside such branches of science as 
psychology and cognitive theory, which also more and more 
inquire into purely semantic problems, we have left two of 
the most important, namely logic and linguistics. Both of 
them study the semantic aspect of language; while 
linguistic semantics consists usually in comparison of 
expressions with respect to their meanings, logic focusses 
on the theory of truth and entailment.

However, we do not believe that what logic deals with is 
a part of semantics different from that which is 
investigated in frames of linguistic semantics. As we 
shall argue below , meaning and truth are two inseparably 
interlocked concepts ana a theory of one of them is eg 
igsg a theory of the other. The difference between 
semantics as a part of linguistics and that which stems 
from logic is thus rather a matter of approach.
Metaphorically, if we compare the objective of the 

semantic theory with the enterprise of making a map of an 
unknown landscape, we can picture both these branches of 
science in their basic intentions as follows. The approach 
of a linguist resembles that of a man who walks across the 
land and pictures carefully various interesting details of 
the surrounding land onto a writing pad. He thus 
recognizes details of the character of the inquired land, 
can partially generalize them, but to assemble his pieces 
of knowledge into a real map might cause him problems. 
The logician,on the other side,resembles a man who has 
gone to inspect the land in an airplane. He is able to draw 
a generally appropriate, but maybe a rather rough an 
simplified map.
Hardly anyone doubts that a cooperation of the two 

mappers, i.e. a joining of the forces of logic and 
linguistics in the field of semantics, is desirable. What 
Present an obstacle for such a cooperation are usually the 
different conceptual frameworks both branches of science 
have built. The aim of this paper is to contribute to the 
mutual understanding by a clarification of the concept 
which is crucial with respect to the connection of the 
theory of meaning with the theory of truth, namely the
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concept of synonymy.

2. Is the Concept of Synonymy Explicable?

The concept of synonymy plays undoubtedly a central role 
in the realm of semantics. On the other hand, it is far
from 
One
1anguage 
example, 
essential

being clear and it_ is under extensive discussion, 
of the most outstanding figures of the philosophy of 

of the twentieth century, W.V.□.Gui ne, for 
strictly rejects the concept for
unclarity and consequent uselessness

sake of foundation of semantic theory. However,
i s 
and

in one or another way deeply rooted in our

cl aimed 
for the 
synonymy 

intuition
as the task of

analytic 
inquire

What i s 
sameness 
way we 
concept

concepts, 
into it.

synonymy? 
of meaning, 
would have 
of meaning

theory is to 
it seems to

Intuitively,

synonymy), and this,

to 
(of
as

explicate such basic pre- 
be worthwhile to try to

we think of it as of the
But to egeliGate the concept in this 

clear explication of thehave a 
course 
far as

not based on the concept o-f
I can see, we 
of meaning viahave to explicate the concept 

of synonymy, and hence 
synonymy without the help of the concept of

have not. We 
the concept

to expli cate the concept 
meani ng.

of 
Is

this possible? explication of the 
al 1

intersubstitutivity salva verita^e; this means that two 
expressions are understood as synonymous just in case they 

■■ - any sentence without
truth value.1 We agree 
possibility than to

acceptedA traditional1y widely 
concept is the identification of synonymy with the over 

S31Y9 verita^e;

are mutually interchangeable 
causing the sentence to cha
with Quine that there is no otht=.
explicate synonymy this wayj however, we do not agree that
even this explication is untenable.
Generally, there are two possible objections this

explication. The first of them, Quines own, 
notion of interchangeability saj.y§ yeritate is

is that the 
dependent

on the concept of analycity, which is not clear, and
therefore the whole exellGatum lacks the necessary degree 
of clarity. The second objection is that although such , 
explication is possible, it leads to 
synonymy which is in fact vacuous 
expressions there exists a sentence 
interchangeabi1ity salv§ yerltatg is at least dubious. Let

such a notion of 
for any two 
which their

as 
i n

us consider the two objections.
According to Quine(1960> the identification of synonymy 

with intersubstitutivity may be meaningful only thanks to 
the existence of intensional contexts in language. This is 
to say that the fact that, for example, baghglgr and 
ugmarr^gd man are mutually interchangeable in extensional 
contexts, i.e. that (1) holds, does not assure the 
synonymy of the two terms (for if it did, also, for 
example, Amgrlcag etSSidSOt would be synonymous with yhilt 
marj). To guarantee the synonymy the interchangeability in
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intensional contexts, i.e. validity of (2), is needed.

EVgry bachelor 1§ 90 unmarried man and every 
unmarried man is a bachelor (1)

Every bachelor is necessarily an unmarried man and 
every unmartigd man is necessarily a bachelor (2)

However, Quine states, to be able to decide whether such a 
sentence as (2) is true, we would have to be able to 
decide whether (1) is analytic. And, as Quine shows 
persuasively, the concept of analyticity is not clear; he 
states that it is surely at least problematic to decide 
whether sentences of the kind of (3) are analytic.

•
Everything green is extended (3)

My opinion is that while the whole enterprise of 
semantic theory consists in fact in an explication of some 
basic intuitive notions, we must not ask for more than 
such an intuition can give us. This is to say if it is not 
clear if such a sentence as (4> is true, i.e. if such a 
decision lies outside of our intuition, then it is not 
reasonable to treat this as a failure of intuition, as a 
tic sunt leones on a map of language, but we have rather 
to take it as a primary fact which takes part in the 
semantic specification of language.

Ev?CYtbing green is necessarily extended <4>

As the concept of synonymy exists (and seems to be basic) 
within our intuition, it should be explicable by means of 
what the intuition alone offers. To declare this intuition 
as imperfect means not to try to explicate it, but to try 
to squeeze it into an unwarrantedly preconceived mould. 
That is to say if it is not possible to decide if (4) is 
true, it is necessary to exclude the sentence from our 
considerations of synonymy; indeed, if the sentence lacks 
• truth value then it surely also cannot change a truth 
value and hence is trivially consistent with any notion of 
synonymy of our kind.

The other objection, namely that under the identification 
of synonymy and intersubstitutivity salya yegit§te no two 
expressions will be synonymous, seems to be irrefutable. 
No two different expressions are generally interchangeable 
in quotational contexts; for example ugm§r'lgd mgn is 
surely not interchangeable with baghelgr in (5).

Htchalgc h*» light littscs <5>

This fact has to bo investigated in detail.
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3. The idea o-f semantic space

Consider the word dog and the words animal and mammal. 
Which of the latter is semantically closer to the former? 
Intuitively, such question is meaningful and we can 
answer that it is mammal which is closer to gog. Moreover, 
we are able to makesense of such an answer even in frames 
of the accepted explication of synonymy: mammal is 
semantically closer to dog than animal as in any sentence 
in which we can substitute animal for dog we can also 
substitute mammal for it salya veritate (but not vice 
versa).3
This suggests the idea of a "semantic space", i.e.of a 

certain relation of semantic closeness between individual 
language expressions of the same syntactic cabegory. The 
"distance" between two expre^ seems to be in some way 
proportional to the number u. "exts in which the two 
expressions are not interchangeable salya veritate. (It is 
not difficult to see that the "distance" conceived in such 
a way is really a distance, i.e. that it fulfils the 
characteristics of metrics as usually defined in 
mathematics.") If this idea is right, then the semantics 
of natural language can be viewed upon as certain 
spatialization of expressions.

But even if we are able to speak about semantic closeness 
(or distance) in a clear sense, does it eliminate the 
objection that there is in fact no synonymy? Let us 
introduce the answer to this question by an illustrative 
example from everyday life. We often talk about sameness 
of height of two persons, but does such a sameness in fact 
exist? Surely the sameness is at most the indiseernibi 1ity 
regarding available measuring techniques. The sameness is 
in this case (and in any other case of this kind) a 
closeness to certair) celeyagt degree. It seems not to be 
different with our concept of synonymy) it may be viewed 
as semantic closeness relative to some degree of 
"di scerni bi 1i ty".

What we have said means that two expressions are 
considered as synonymous just in case their distance in 
the semantic space does not exceed a relevant limit of 
discernibility. But this immediately seems problematic, as 
under such definition synonymy is not necessarily 
transitive, i.e. if eaBtegsign i is synonymous with 
eiSeces§ign2 and exBrgsgj.gr) 2 with , then
SiiGreggignj need not be synonymous with gMBCSS§190 !■ This 
is the problem of all cases of sameness based on 
indiscernibi 1ity (as the sameness of height mentioned 
above is) and it shows that such a notion has only a 
limited field of application. Especially in our case of 
synonymy, as we would want to base the concept or meaning 
on it, we clearly need an equivalence, i.e. a relation 
which is transitive.
Let us thus return to the statement that under our 

definition tho resulting synonymy relation need not be 
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transitive. It need not, but is it really not? More 
properly -formulated, does it hold -for any given limit of 
discernibility that the resulting relation is not 
transitive? There, of course, exist two trivial cases, in 
which we gain a relation which is transitive, namely the 
limit being less than the minimal distance of any two 
expressions and it being greater than the distance of any 
two expressions. However, the trivial cases are not 
interesting; the former results in treating no two 
expressions as synonymous, the latter in treating any two 
expressions as synonymous. What interests us is whether 
there exist other, nontrivial cases.

What does it mean for such a nontrivial case to exist? 
Formally its existence means that there exists a limit d 
such that expressions can be divided into pairwise 
disjoint classes such that the distance of any two 
expressions of the same class is less than d, while the 
distance of any two expressions which are not of the same 
class is greater than d. Moreover, in order for the 
classification to be nontrivial, the resulting classeshave 
to be at least two and at least one of them has to contain 
more than one member. This again in fact means the 
existence of "clusters" in the semantic space, i.e. it 
means that the space looks more like Figure 2 than like 
Figure 1. Now the question iss do such "clusters" really 
ex ist?

xxx x
xx xx xxx

XXX XX
X XX 
XX xxx

XX X

Eigyre i Elgyce 2

4. The Idea of an Intor-.iihstitutivity Scale

Let us imagine that we manage to classify sentences o 
natural language into N pairwise disjoint groups with the 
property that, for f-I,. . . ,«-! , i* two expressions are 
interchangeable within all sentences of the ith group, 
then they are also interchangeable within the (i + Dth 
group. Then we can for any two expressions find the 
smallest i such that the two expressions are
interchangeable within the <l+l>th group (if they are not 
interchangeable within any of the groups we can take 1-N). 
We can then take such a value as the semantic distance of
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the two expressions in the sense o-f the previous 
paragraph. The relation between expressions "to be not 
farther from onp another < semantic space than i" 
is then for any i=l,...,N . tive and thus it is 
clearly an equivalence.

What I want to suggest is that an intersubstitutivity 
scale exists for natural language, that it gives rise to 
several levels of relative synonymy and that just this 
fact gives the concept of synonymy a real sense. The scale 
I am going to present consists of four levels and it is 
in fact the same scale which has been in a slightly 
different context recognized by Sgall et al.(1986, 
Chap.1.5). The first level of the scale gives rise to the 
absolute (and thus trivial) equivalence while the others 
lead to equivalences correspond! g to a declining limit 
of discernibi 1ity. In the present contribution we do not 
enter a discussion of the problem whether this scale could 
be refined in a way.

We have claimed to base our concept of meaning on the 
concept of synonymy; hence by the acceptance of the 
various levels of synonymy we also necessarily accept 
various levels of meaning. A notion of synonymy simply 
implies a notion of meaning as synonymy—equivalence 
classes of expressions (if we are nominalists), or as some 
abstract objects each being common to one of the 
equivalence classes (if we are realists or in one or 
another way accept abstract objects of such kind). What is 
important to realize is that in the latter case there may 
exist quite different notions of meaning, which, however, 
correspond to the same equivalence classes of expressions 
and thus to the same notion of synonymy. A difference 
between such equivalent concepts of meaning is not the 
objective of the present paper; we shall simply mention 
the most common and the most traditionally accepted of 
them.

Now we shall present the scale we have mentioned; 
however, we of course cannot present a definite and 
exhaustive list of sentences (contexts) which constitute 
the individual classes of the scale. Fortunately, 
prototypical contexts of each of the classes can be picked 
up the intersubstitutivity in which indicates the overall 
intersubstitutivity in contexts of the whole class. We 
shall therefore specify the classes by means of such 
prototypical contexts.

We shall also restrict ourselves to the meaning and 
synonymy of sentences.

J. Coextens!onality and Cointensionality

The weakest level of equivalence we introduce can 
called cogxtgnsigoaUty. it can be cons!dered as 
interchangeability YlCitite in the prototypi
context

be 
the 
cal
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It Is true that (8)

which is clearly the same
i nterchangeabi1i ty 
i nterchangeabi1i ty 
are schematici zed 
order logic.
Coextensi onali ty

in the empty context. The
in the context (8) guarantees 

in contexts of the kind of those which
by the logical operators of the

sentences, 
true. This

namely
yields only 

true sentences
two categories 

and those which are
of 

not
also indicates that this relation can change 

very rapidly with time (e.g., such two sentences as Now it 
- Prague and Prague is the capital of 

Chechoslovakia are coextensional in every morning and are 
not in any other time of the day). The meaning of a 
sentence based on the syngnymy=cpextensignality assumption 
can be identified with its truth value, and 
consequence of the variability of coextensionality is, 
course, the corresponding variability of meaning.
At this point someone can wonder why we think o-f 

explication of synonymy as coextensionality at all, 
would be - ‘ ' •

mgrning

the 
of

the 
as i t

prepared 
properties

probably hard to find anyone who would be

as
variability). 
identification 
is inherent

accept that synonymy could 
coextensionality has (namely
The reason 

of meaning of
is hi stori cal
sentence with its

truthfully 
so that I 
however,

to the logical system of G.Frege,
be considered as

his ideas have surely be

have 
the 
one.

truth

such 
rapid 

The

the founder of modern
who can 

logic,
influential. Let us,

note that Frege was aware of the absurd
consequences of identification of meaning of sentence with 
its truth value; it is more appropriate to see in this 
feature of his framework (as well as of the frameworks of 
he later extensionalists, such as Church or Quine) rather

a conscious deviation of his system-internal concept of 
meaning from the intuitive one than a naive attempt to 
wholly explicate the intuitive concept in this way.5

The second level of equivalence, called cgintensionality 
consists in the interchangeabi1ity in the contexts of the 
kind

Uodgr sycb and §ygh GlC£y®stances it 
ttUS that ass

would be
(9)

This 
only

means that two sentences are cointensional
if one of them is true under some circumstances

and

the other is 
by means of

mentioned in this regard, 
ambiguous and thus we

the adverb
Trad!tional1y the

oeGessecilx
context 

being
but the concept of necessity is

anycircumstances for 
it is clear that such

have substituted the validity-in-

above, namely 

coi ntensional.

Ngw i J,

it to achieve 
two sentences 
16 Opening 10

Qi CifGhg'ilgytUa,

an .unambiguous sense, 
as the two mentioned
EC«Qy« *nd Ecegge ie 

not

The assumption syosoygyscpioiSDElfiOSlIty leads to the
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notion oF meaning that can be modelled as a -Function 
From some possible states-oF-aFFai rs, or possible worlds, 
to truth values. This approach introduced by R.Carnap 
underlies the Formal semantic systems oF Montague(1974), 
Cresswell(1973), Tichy(1978) and others. It has not such 
strikingly absurd consequences as the extensionalists' 
approach and it thus serves as a good basis For an 
analysis oF various kinds oF problems oF natural language 
semantics. However, there are again examples oF sentences 
which are cointensional, but not interchangeable in all 
possible contexts. Namely, For example, all truths oF 
mathematics are cointensional (as they are true regarding 
any possible state—oF—aFFairs), but they are surely not 
universally interchangeable and hence not absolutely 
synonymous.

b. Intentional Attitudes

The third level oF our scale can be characterized by the 
interchangeabi1ity in contexts oF the kind

Someone believes that m (10)

There is a lot oF discussion about these so-called belieF- 
contexts in contemporary semantic literature. One oF the 
central problems concerning this kind oF sentences is 
whether a sentence as X believes that S is to be 
understood as X believes that the sentence is true. IF 
the answer were positive, then belieF-contexts would be a 
sort oF quotational contexts and ‘his level oF equivalence 
would coincide with the Fourth level, which means 
interchangeability in quotational contexts and hence 
universal interchangeabi1ity and absolute synonymy. But, 
together with Bigelow(1978a), we are convinced that the 
answer is not positive. For IF it were, it would not be 
possible to speak in English about the beliets oF someone 
who does not know English, which surely is not the case. 
On the other side such sentences as mathematical laws are 
surely not equivalent on this level.6

In contrast to the previous levels, there is no common 
Formulation oF the notion oF 'g which arises From the 
uniFication oF synonymy with cu.. nd oF equivalence. The 
entire problem was recognized already by Carnap; he 
proposed that two sentences are interchangeable in belieF- 
contexts just in case they have the same lOtgoglCQil. 
s^rgg^urg, i.e. IF they are constituted by the same number 
oF elementary' expressions and iF their corresponding 
constituents are cointensional. This approach has been 
embodied in the logical theory oF Lewis(1972> and later 
Further elaborated by Bi gelow(1978a;b). The resulting 
notion oF meaning can be identiFied with a (Finite) 
sequence oF intensions. But is this notion oF meaning 
really appropriate to this level oF synonymy? It might 
seem that It has to be because in Frames nF intensional 
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logic there seems to be no alternative. But this is, of. 
course, a form of dogmatism and not an argument.
Let us consider (11) and (12).

Jt IS difficult to elease John 
John is difficult to please

(11)
(12)

It seems more than clear that they are interchangeable in 
belief—contexts; nevertheless their intensional structures 
differ. It thus seems that the concept of intensional 
isomorphism relies too heavily on the surface structure 
of the sentence.

In the beginning of this paper we have mentioned the 
different ways logicians and linguists approach semantics 
of natural language. Then we have, in fact, followed the 
way of logicians; we have started from the truth value of 
the sentence and proceeded in the direction to its surface 
shape. The way of linguists have been left aside so far; 
and, fortunately, at this point, when the logicians 
approach starts to be unsatisfactory, we can make use of 
the achievements of linguists, who make their way from the 

ititute substantial 
e.
can be assigned a 

as a “canonical 
However, not any

opposite side to meet us.
The problem linguistic semantics is usually interested in 

is just the fact that sentences of different surface 
shapes are semantically very close. Sgal1 et al. (1986), 
reassuming considerations of de Saussure and Hjelmslev, 
assign to any sentence a tectggrammatical representation 
which can be viewed upon as a representation of the 
essential semantico-pragmatic structure of the sentence. 
It differs from the above mentioned intensional structure 
in that it does not take the surface shape of sentence at 
face value and tries to handle such aspects of the 
surface structure which do not con 
semantic characteristics of the senten

Any tectogrammatical representation 
sentence which may be viewed upon 
expression" of the representation, 
sentence is such a canonical expression of ics 
tectogrammatical representation; in the above example, 
(11) can be considered as the canonical expression o c 
tectogrammatical structure which belongs to both (11) an 
(12). The construction of tectogrammatical represen a ion 
thus can be considered as a transfer of sentence 
certain standard or normal form (i.e.as Quine s, »
regimentation); the standard forms may be identifie wi 
certain sentences of natural language. Thus we coul , 
the sake of mutual understanding between logicians ano 
lingul.te, see the difference ^ween^Le^^ 
meanings and Sgal1 s et al. (19w&> 
representations not in their cornpletely,differen na l . , 
but in the fact that, while the former rest on the 
intensional structure of the sentence in question, the 
latter turns rather to the intensional ’‘ructure 
standard form of th. sentence, i.e. to th. nten.lon
structure which does not necessarily belong directly tn 
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the sentence in question, but to a sentence the synonymy 
o-f which with the sentence in question is established on 
empirical linguistic grounds. (11) and (12) thus are 
assigned the same intensional structure, namely that of 
(11) .
Let us call the relation o-f sameness o-f tectogrammatical 

representation cgstructurality.
The remaining, fourth level of equivalence is the 

absolute synonymy implied by interchangeabi1ity within 
quotational contexts. There is no more to be-said of this 
level besides that this kind of equivalence implies 
identity of the surface structure and is thus trivial.

7■ Discussion

We have proposed four levels of equivalence of 
expressions each of which can be viewed upon as a kind of 
synonymy relative to certain level of "semantic 
discernibi1ity". It might be still objected that such a 
relative synonymy is in fact no synonymy and any synonymy 
worth its name is the absolute one and that hence the 
objection that the concept of synonymy is empty is thus 
still in force. However, returning to our illustrative 
example of the notion of sameness of height of two persons 
we have to accept that if two persons differ as for their 
height only to the degree which is not detectable without 
some measuring apparatus, we consider them of the same 
height in the full-fledged sense of the word same. It thus 
seems that to be able to consider relative synonymy as a 
synonymy in the full-fledged sense of the term we have to 
show that the corresponding level of discernibi1ity of 
meanings is in some sense di shed. That is to say to 
show that to consider, for exam,. , cgstructurality as 
synonymy we have to show that the distinction between 
interchangeability in quotational contexts and 
interchangeability in other contexts is in some sense 
substantial and that it is sometimes only the latter which 
is relevant for our semantic considerations.
However, such a distinction is recognized as substantial 

by nearly all logicians as well as linguists! the 
recognition has caused even the terminological 
differentiation of ugj.ng a word ( i . e. di spl ayi ng it in non- 
quotational context) and menjigning that word 
<i.e.displaying it in quotational context). Quotational 
contexts are needed only when we have to speak about 
language and thus in the majority of fields of human 
linguistic activity we do well without them and thus are 
very often interested only in non-quotational contexts.

The situation is similar with respect to the distinction 
between the contexts of intentin, al attitudes and other 
contexts which is relevant for the significance of 
cointensional1ty. The contexts of Intentional attitudes 
are needed in psychology and in some other fields, but 
there are surely numerous ranges of problems which we may 
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well treat without any need of them. To consider only 
contexts which are at most intensional is thus often 
sufficient; hence the level of discernibi1ity 
corresponding to cointensionality is not insignificant.
With respect to the distinction between intensional and 

extensional contexts the situation is not so clear, 
althought many philosophers from Wittgenstein to Quine do 
consider this distinction as important.

The notion of synonymy as presented above thus seems to 
be plausible; indeed, many logical systems based on 
coextensionality (first-order logic), cointensionality 
(modal and intensional logics) and certain kinds of 
costructurality (various "hyperintensional" logics as 
those of Bigelow , 1978a,b) have proven themselves as of 
great practical value. Moreover, and this I consider as 
the decisive reason for the acceptance of the above 
explication of the concept of synonymy, this notion ot 
sameness of meaning is in accordance with our intuitive 
usage of the concept. For if there were no synonymy except 
for the absolute and thus vacuous one, how it would be 
possible for the concept to get at the central place of 
our semantic conceptual framework?

3. Conclusions 

We have tried to explicate the concept of synonymy, but

from 
some

what has been said in the course of the explication 
the import of which widely exceed 
It was the relation of logic to

ideas can be drawn
the problem of synonymy. -- ------ -----
linguistics that we questioned in the beginning of this 
paper and this is what we would now like to address.

of formal logic depends on the capability of 
naturalThe sense । 

corresponding schemat i z e

1anguage. 
such a

However
formal language to

it seems that it is possible to divide
schematization into two steps the

"regimentation" of the sentence in question, i.e. in 
of its "normal form" in the sense of Section 6, an . 1 h 

logical analysis of the "normalized" sentence w 1c 
be, of course, presented by means of a pre ogica 

schemat1zation, such as tectogrammaticalrepresentation .
corroborated by various facts, 

principle of 
cornerstone of

the 
can

The 
Let

suggested division is
example the

compos1tionality, 
logic and formal 
claims that the

which appears to be the
semantics since Frege.
principle can hardly be

Hausser(1984) 
conceived as

than gyrfacgsomething other
S.uren(1935), on the other side, tries 
plausible to relate it to the level of

compositional ity; 
to show that it is

deep structures, e 11 tO tilt-- iorvw —■
Now hi are convinced that although Hausser is un ° 
right, also Seuren's arguments are acceptab ’ t
...ms to b. more pl.usibe to restrict the direct
application of the principle of composltionali‘Y ""ly 
th. "normal" sentences, which is fully «« ."c. wi 
th. claim that only these sentences constitute the direct
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subject of logical theory.
if this whole idea is right, then the division o-f 

semantic labour between logic and linguistics may be 
considered as coinciding with the division o-f semantic 
analysis into the above mentioned two step-si (i) linguists 
are to study the "normal" -form o-f expressions (to avoid an 
oversimplified understanding o-f the task let us add that 
the frequent ambiguity of natural language expressions 
causes that an expression often corresponds to several 
distinct normal forms); and (ii) logicians are to analyze 
the normalized sentences.9

NOTES

1.

2.
3.

4.

5.

6.
7.

S.
9.

This is what makes truth and meaning two sides of the 
same coin.
Cf. also Quine(1963) and Gibson(1982).
With some trivial exceptions such as pgg begins with D 
or with A.
To see this, it is necessary and sufficient to realize 
that (i) the distance of an expression from itself is 
zero; (ii) the distance of an expression El from an 
expression E2 equals the distance of E2 from El; and
(iii) the distance of an expression El from an
expression E2 plus the distance of E2 from an
expression E3 is not smaller than the distance of
El from E3.
What Frege was interested in above all are 
mathematical judgements, and these are standing 
sentences (in Quine’s terms), i.e. they have a 
definite truth value once for all. Moreover, the 
recognition of the fact that some coextensional 
sentences are clearly not intuitively synonymous 
had led him to the introduction of another level 
of meaning called Sigg, in contrast to Bgdeutyng, 
which, regarding sentences, coincides with their truth 
value.
Cf. also Peregrin(1987).
The authors are, of course, not the only linguists who 
try to formalize ideas of this kind. Various kinds of 
"deep structures" of Chomskyan linguistics clearly aim 
at a more or less similar goal.
See Sgall et al.(1986, Chap.1.1).
An attempt at an explicit although fragmentary linkage 
between tectogrammatical representations and formulas 
of intensional logic has ' presented by Peregrin 
and Sgall(1987). For logical analyses of
linguistic problems connecteq with tectogrammatical 
representation see Materna and Sgall(1980, 1984),
Materna et al.(1987) and Peregrin(prep.).
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PROCEEDINGS OF THE ’8? DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

ANNA MADARASZ

SEMANTIC GAMES AND SEMANTIC VALUE GAPS

It is an inveterated idea of mine that the semantical framework Of 
classical logic, the so-called Frege-Tarski-Montague line of 
condition semantics should be combined with new theories which use a broad­
er concept of meaning and at the same time can provide logically correct 
methods to handle some interesting features of natural language which are 
inaccessible to a classical analysis. I sketched such an approach in wo 
different ways:

(1) For the treatment of pragmatical problems I compared the stand­
ard Montagovian methods with those of Game Theoretical Semantics GTS lor 
short) in order to provide a more suitable semantical framework. ( ee e.g. 
[9].)

(2) My latest paper compares GTS with a semantics with semantic val­
ue gaps ('VG semantics' for short) and outlines a way to combine these two 
approaches. (See [10].)

Throughout these efforts I'was led by the conviction that the st“^rd 
logical semantics based on Fregean principles is on the one an an 
pensable basis for any analysis of a logical sort though on e o i 
in itself it is insufficient for a proper analysis of the logical orm 
natural language. This is why we need the new approaches, the rival weoi- 
ies, which, however, cannot be absolutely independent from classical, .. 
truth-conditional, semantics. My conviction, it other words, is a 
is (or at least there can be) a coherent account of all tie ogica 
x*oq.c b 6 s

In this paper I would like to illustrate some of my ideas how J*® 
basic principles of GTS and VG semantics can be brought into acc° . 
and I might show some of the advantages such a combined system may 
modelling natural language. I will argue that in.the rules o , 
games there should be a third possibility, when instead of win g 
losing, a semantic value gap occurs, because dialogue games prov 
source for value gaps.

1

One of the motivations for the introduction of semantic: value gaps^ 
the fact that there are some unsolvuble problems in the p » frCTn
antics of modal logic. The variability of the domain 
world to world has a very shocking effect in a KrJP e-^J 'v-r^Fa" will 
converse of the Barcan formula, the classic tautology ‘ system,
be refutable and descriptions will have to be expelled from the 
These problems Just simply disappear when we intro uce i 
gaps, when a term t denotes an object u which is no a “e"‘ denotation 
ain of quantification of the world W, then we say that t 
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in w. This case is what we call a semantic value gap. This value gap may go 
over from the term to the formula containing this term, and a formula also 
may have no extension (i.e. it may be without a proper truth value).To gen­
eralize: we speak about a value gap when a well-formed extensional phrase 
which may belong to any syntactical category whatsoever, does not have an 
extension in a certain possible world.

There is no semantic value gap in the case of intensions. In possible 
world semantics, the intension of a phrase of type a is a function mapping 
possible worlds into the domain of extensions of type a. This function may 
be undefined for some worlds as we introduced semantic value gaps, and the 
function, giving the intension may be a partial one on the set V of possible 
worlds. All this means that value gap is not conserved in the case of modal 
formulas: even if A is without truth va1 -i in some worlds, "OA" is always 
true or false.

As in GTS, Hintikka's games are played mostly in a first-order context, 
it is feasible to show a first-order variant of#VG semantics — as elaborat­
ed in our Department in Budapest, b- ’ ?->zsa.

First-order logic with VG semantics. . ‘t us assume a usual first-order 
language extended by two new logical symbols: 'I' (the descriptor) and 'NON' 
(a monadic sentence operator). The grammatical rules associated to the new 
symbols are as follows:

If x is a variable and A is a formula, "Ix.A" is a term.
If A is a formula, so is "NON(A)". >
By an interpretation of the extended language let us mean a pair<t/,p> 

where U is a nonvoid set of individuals and p is a function giving the 
factual value (extension) of the nonlogical constants of the language. In 
what follows, |A [ denotes the factual value of a phrase A, according to 
the assignment v W of the variables. I shall use "v{a:u]" for denoting the 
assignment which is the same as vexcept (at most) that V[x;u](x) = u, where 
x is a variable, and u E U.

If t is a term, the identity "|t|y “ 0" will mean that t is without 
any denotation, and if A is a formula, the Identity "l^ly “ 2" will mean 
that A is without any truth value (according to the assignment u). Now the 
rules for calculating |A| are as follows: •

(i) If x is a variable, |x|y = p(x). ,
(ii) If a is a constant term, |o|y = p(o).
(iii) If p is a sentence parameter, |p|y  p(p) 0 (0,1,2) where 0 and 

1 stand for the usual truth values and 2 represents the truth value gap.
*

(iv) If P is an n-place predicate, tj, .... are terms (n £ 1), 
then

* This semantics is similar to that of Smiley. Soo |13),

2 if for some i, a 0 (1 i i £ n),
|p(t;)...(tn)|u i if epW.

0 otherwise.
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If tv t2 are 
' 2

= ’ 1= *2^1^1
0

terms, then
if one of |v, ] is 9»

if Nv ’ * 0>
otherwise.

(vi)
such that

(vii)

If A is a

If A is a

formula, x is a variable, and there is a unique u
= 1, then IIx.AI = u 

V f ' 
formula, |~A Iy = J

i„, in other cases I Im. A IO’ 1 'v
2. if =?.

0. •

(viii) If A, B are formulas, | (AdB) |y

otherwise.
if]A|y=2 or |B|v = 
ifHlv =1 l®lv 
otherwise.

2,
= 0,

(ix) If A

lVx-4lu

If A

is
2
0
1

is

a formula and x is a variable, 
if for all u € U, |A|v[jc;1<] 
if for some u 6 U, l4lv(x.u]

then

= 2,
= 0,

Inonia)Iy
Garments.

otherwise.
i formula, then
l if |A|V = 1,

otherwise (i.e., if |A|y is 0 or 2).
sees, rules (iv) to (ix) guarantee that value gaps 
i.e., if a component of a phrase does not have a sem­

antic value then the complex will not have one either. The only exception 
is our new operator 'NON'* We need this new logical constant in order to be 
able to express statements of form "it is not the case that p". The symbol

As one
occur conservatively.

' —' is not suitable here, for, if p contains a non-referring term, ~p 
will be without a truth value either, whereas "NON(p)" will be true. An 
example: Suppose Peter has not a wife. Then the sentence 'Peter's wife is
blond' has no truth value, and hence.

2
0
1

a
0
1

On the

and
We can

|~ (Peter's wife is blond)| = 2.
other hand,

|N0N(Peter's wife is tlon3)! “
|NON(Peter's wife is not blond)| = !•

Introduce the constant 'VER' Ly fhe contextual definition

VER(P) "df ~NON(p)-
That is, "VER(p)" represents the statement "it is true that p". Further, 

NON(P) 4 NON(~p)
means that p lacks a truth value, i.e., |p| “ 2.

Let us note that in our first-order semantics we use two different val­
ue gaps - One for sentences and the other one for terms. We ge a 
source of value gaps by admitting partial functions as semantic values o 
predicates, that is, functions such that for some objects they ye 

201



value 'true', for other ones the value 'false' but for some they may 
have no value at all. E.g., the sentences

Budapest plays the piano,
Budapest does not play the piano 

are without any truth value, as the predicate 'plays the piano' is not def­
ined for (inapplicable to) Budapest. As soon as we apply the functor NUN 
for these' sentences, we shall get true sentences.

Concerning the central notions of logical semantics, let us note that 
in VG semantics, irrefutability and validity is to be distinguished. Here a 
sentence is said to be irrefutable if it is false in no interpretations and 
a sentence is valid if it is true in all interpretations. In classical case 
where there are no truth value gaps, these two notions coincide. In a simil­
ar way, weak and stror^consequence is distiguishable.

The VG semantics is applied to systems of modal logic, resulting the 
Prior-style modal semantics (as I. Ruzsa calls it). Here I only note that 
A. N. Prior’s strong necessity operator 'L' is definable as follows;

L4 =df -ONON(A).

It is intensional logic where the advantages of a VG approach are most 
pregnant. Let us see a number of applications which might be mentioned only 
here. It is well known that one of the most vulnerable points of a possible 
world semantics is the fact that sentences which are logically equivalent 
have the very same intension. Here, however, not all irrefutable sentences 
will be synonymous. If there is a nonlogical constituent of B whjch does 
not occur in A, then there is an interpretation in which |B| = 2 whereas 
|4| / 2, and so in this case "A & (o v -A) ' is not synonymous with A.

In a semantics where no value gaps occur, the intensions of the follow­
ing two formulas are indistinguishable:

(a) Fab v -Fab, (b) Fba v -Fba.
In VG semantics, however, if the factual value of F is a partial function, 
then there can be an interpretation where |F| is defined for the pair <|a|, 
|B|> whereas it is undefined for the pair <|B|,|a|>, and in this case the 
second formula lacks a truth value, and so the intension of the two fonnulas 
will be different. A trivial example for such a difference is:

(a) Peter either likes or does not like Mozart's music.
(b) Mozart's music either likes or does not like Peter.

Another application: As a consequence of our truth definition for
Vx[Fx □ Gx],

this formula means nothing more than there is no object for which F is true 
and G is false. This is clearly different from subordination which may hold 
among F and G if the truth domain of the former is a part of the truth dom­
ain of the latter. Let us express this relation by "F SUB G". It can be def­
ined as follows:

F SUB G • Vx[Fx 3 VER(Gx)] & VxlFx • Fx). ar
Note that F and G cannot be contraposited here, for the falsity domain of 
G is not necessarily a part of the falsity domain of F. Tills can yield 
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an elegant solution to the well-known paradox of confirmation: let us form­
alize the sentence ’Every raven is black' by ’Raven SUB Black', then the 
contraposition, '~Black SUB ~Raven' will not follow.

2
Let us extend our investigations with the considerations of Game Theor­

etical Semantics.1 assume that the basic principles and objectives of GTS 
are known and merely let me mention some of its basic ideas. These ideas 
are explained most easily when they are used to provide a semantic for int­
erpreted first-order languages. We assume that L is an interpreted language 
where a truth value is assigned to each atomic sentence of L in the usual 
way. The notions of truth and falsity are extended to complex sentences S 
of L by associating with each of them a two-person zero-sum game G(S). The 
players are called by Hintikka 'Myself and 'Nature'. The aim of the seman­
tical games is to verify or falsify S depending on the role of the players. 
The definition of G(S), e.g., for the universal quantification is as foll­
ows :

(G.v) The game G(Yx.S(x)) begins with a choice of a member from the 
set D of individuals by Nature. Let the name of the chosen individual be b, 
the rest of the game is G(S(b)). [Here b can be either in L or a new name 
given by the players.]

The games serve their truth-defining purpose:
(T) S is true iff there exists a winning strategy for Myself (the in­

itial verifier) in G(S). S is false iff there exists a winning 
strategy in G(S) for Nature.

By a strategy (in the sense of general game theory) we mean a rule or 
function which tells the player which move to make in each possible situat­
ion that may come up in the course of the game. Once the strategies of both 
players have been determined, the entire course of the game, and hence also 
its outcome, is uniquely determined. A winning strategy for a given, player 
is one which leads to a win no matter what strategy one's opponent is purs­
uing.

There is a close relationship between game-theoretical truth-definit­
ion and Tarski-type one. The main difference is in tactics; the game-theor­
etical truth-definition operates from outside in, whereas the Tarski - type 
truth-definition operates from inside out.

The GTS can be extended to the situations dealt with possible - «°rld 
semantics. In this case a semantical game is played not on a bingle mo e » 
but on a space of models on which suitable alternativeness relations are 
defined. The game G(Sn) connected with a sentence starts from the woria 
v0 In which Sn is being evaluated. At each move, thfi players are given 
only a sentence S, but a world W. (See e.g. [61 and [8J.)

Now we can ask the following: how is a game-theoretical semantics 
supposed to work in the case of sentences which are neither true nor fa 
What should the game of seeking and finding mean in the case of such quan - 
ified sentences?

If we modify the semantical rules of our gume to cover such ^"P1® 
uentencoo too which contain atomic uentenceo producing a va ue 1 
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have to reinterpret winning and losing in such a game. What should it mean 
after all?

If we allow sentences with truth-value gap, my proposal is as follows: 
Let us change the notion of interpreted language used in GTS so that the 
evaluation of nonlogical constants should follow the methods introduced in 
Prior-type VG semantics.

Let us introduce the concept of a strong and a weak winning strategy. 
The concept of strong winning strategy remains the former, original winning 
strategy. The weakening of winning strategy should mean that whatever Nat­
ure's moves are, Myself can produce by the end of the game a sentence which 
is not false, i.e., its value is either 1 or 2. This concept of a weak winn­
ing strategy permits the treatment of all those problems which had to be ex­
cluded by the true or false dichotomy

Let us apply this, e.g., to the *f (G.V): Nature chooses an obj­
ect , say b, and the game continues in the usual way. If it becomes evident 
that Nature cannot produce a false atomic sentence, Myself will win no matt­
er whether the value of the final sentence is 2 or 1. Basically, it is the 
interpreted language which should be changed, and perhaps some rules should 
be modified too. To put it more precisely: provided Nature does not have a 
winning strategy. Myself will have one, but it no longer means that the 
game should end up in a true sentence. Consequently, Myself can win if no 
object can be chosen the name of which substituted in the sentence makes 
it false - it is enough that the sentence is true in some cases and without 
a truth value in the other cases.

3
As a final topic of this paper, I would like to speak about the advant­

ages of a fusion of GTS and VG semantics in the treatment of dialogues and 
discourses.

If we consider which are the most important sources of a value gap in 
dialogue games it is obvious to suppose that they appear mostly (though not 
exclusively) in interrogative dialogue games.

When a participant of the dialogue does not know the true und informat­
ive answer in all worlds - in this case it is a gross overstatement to say 
that that particular participant says a false proposition. •

To avoid such consequences we will have to apply VG-techniques. 
will have to introduce the notion of an interrogative model In order ■ to 
treat dialogues in a formally correct way, as it is defined in Hintikka s 
papers. (See [3), [M, (5), and (71.)

Let us admit, on Hintlkka's argumentation, that Interrogative models 
are needed, e.g.

(a) to distinguish between active and tacit knowledge,
(b) to avoid the paradox of logical omniscience,
(c) to shed light on the problematic of reflexive knowledge, of know­

ing that one knows.
By combining the interrogative model with a VG semantics we may reach 

the following results: Our framework will retain the advantages ol possible 
world semantics, whereas its former inadequacy to the problems above will 
vanish. Let us call this new framework VG interrogative model, let it ln-
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corporate the treatment of questions, and so that of dialogues into the 
framework of a VG possible world semantics. This new framework is able to 
treat tacit knowledge and its activization. Finally, it is not of minor im­
portance that we make explicit the partial feature of GTS.

How can such a combination of the two theories be developed? The major 
principles are as follows. (Here I follow Hintikka's method described in 
his paper [M •)

(1) The interrogative process is conducted in a fixed first-order mod­
al language L.

(2) The interrogative process is relative to a model M of L.
(3) There are two players, the Inquirer (also called 'the Knower')and 

the 'Oracle'.
There are two kinds of moves, deductive and interrogative moves. 

At each stage of the game, the Inquirer has a choice between these two types 
Each move is relative to a subtableau.of moves.

(5) 
uction is

(6)

The usual tableau concept is used. (The Gentzen tableau constr- 
the best one.)
In a deductive move, the Inquirer carries out a step of tableau 

construction. The set of tableau rules is to be modified by the rule:
A subtableau is closed if S and "NON(S)" ( or S and "|S| = 2") 
occur in the same column in it.

(7) In the interrogative move, the Inquirer addresses a question to 
the Oracle, the Oracle's answer is to be added to the left column o e 
subtableau in question.

(8) There are two kinds of questions, propositional questions and wh- 
questions. In the case of either question, its presuppos ion mu 
in the left column before the question is asked.

(a) The presupposition of a propositional question is 
S", and its possible answers areform "S, v S„ v ... i 

(i » 1/2, .?., n). .

of the 
the S.'s l

(b) The presupposition of a wh-question is of the form 
and its several answers are of the form S(b) , w

"3x.S(X)” 
is a name

of an object in the domain of M.

out truth

(9) 
ue in M, 
in M.

(10)

The substantial modification is that the presuppositions may
value in some uorlds.
If the presupposition of a

be with-

question is true or without truth val- 
the answer must also be true or without truth value respectively

In the beginning of the process, there ^^X^cal^X- 
two sets of formulas, T and RA. Here T consists o (
ises T,, T ..... T , and the members of M are of the form being
(Note {hat^the latter formulas are only Irrefutable, ns a
valid ones.)

_ _ ue v Dremises in a deductive arg-The role of formulas of form S. v S. P introduce neu auxil- 
ument or in an interrogative argument is the sam 
iary individuals.
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Irrefutable premises open up the possibility for the Inquirer to ask 
new questions, by serving as presuppositions of yes-no questions which the 
Inquirer could not otherwise have asked.

As far as the presuppositions of yes-no questions are concerned a , VG 
frame eliminates only the most drastic consequences, those which might force 
the player into self-contradiction (or lying).

The presupposition of a yes-no question "T A" is "A v ~A . The resp­
onse 'No answer' will mean that the presupposition (and its negation) are 
without a truth value: v -A | = 2, and & -4 | -2. I think, these
considerations are valid for the epistemically explicit formulations of A 
too.

A sketch of the principles certainly can be no substitute for the del- 
inition of the new rules of the game, which have to accept semantic value 
gaps for the demonstration that the players can find an optimal strategy. 
This detailed analysis have to be conducted elsewhere, where we show how a 
VG interrogative model works. Here I mention only that provided the defin­
ition of an interrogative model is extended into that of a VG interrogative 
model, the rules of evaluation can be stated in a 'world-line' terminology; 
as 'world-lines' are functions pick out individuals from the relevant poss­
ible worlds. Let us assume that these functions are partial ones, and apply 
VG-techniques to them.

From my previous investigate ■ , he. -'er, I draw the conclusion that 
the combination of these two approaches yijds a new framework, a new Parad­
igm which can eliminate the unresolved problems of both approaches. I think 
that a VG interrogative model is feasible to investigate some actual probl­
ems of the knowledge representations and so gives help both to cognitive 
sciences, and to epistemology, and most of all to epistemic logic.
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PROCEEDINGS OF THE ‘87 DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

KLAUS WUTTICH

AN EPISTEMIC LOGIC WITHOUT NORMALITY PRESUPPOSITIONS

1. Prelimi nar i es

A justified criticism of many systems of epistemic logic (e.g. 
of Jaakko Hintikka's pioneering system KB in C3J and of 
Wolfgang Lenzen's system in £43) refers to the fact that in 
their epistemic propositions the speakers are assumed (tac­
itly) to be logically omniscient or logically infallible 
persons. They belive and know all true sentences, and they have 
to know all consequences of their knowledge. It is clear that 
such demands are not compatible with realistic notions of 
knowledge and belief. Therefore many ways have been proposed in 
order to avoid e.g. logical omniscience. Suffice it to mention 
the papers of V. Rantala and I.A. Gerasimova in £53. But their 
solutions lead, among other things, to the elimination of the 
epistemic subjects in the formulas of epistemic logic.

To many authors it appears to be quite natural that in 
epistemic logic the speakers are consistently believing 
subjects, i.e. they accept without any hesitation formulas like

(a) B(a,p)o ~B(a, ~p).

(If person a belives that p then he does not believe that 
non-p.>

I do not, however, think of such expressions to be laws of 
epistemic logic. In my opinion they are non-logical demands of 
normality and we have to distinguish them clearly from logical 
laws (see C8□).

In this paper I want to present a system of epistemic logic 
without any normality presuppositions. What we have to assume 
is (and this is asking for a lot) that the epistemic subjects 
are physically normal individuals capable of possessing, 
understanding, believing, accepting, rejecting, knowing etc. 
Propositions. This system belongs to non-modal epistemic logic 
for its structure shows no analogy to that of alethic modal 
logic. (About the distinction between modal and non-modal 
•Pistemic logic see £113 and £123).

?• The system SEb - an epistemic logic for any speakers

2-1 Th# logical basis of SEb 

. b b
The system SEb is built up by adding the schemes A 1-A 7, the
d*+lnitions D1-D9, and the rule RK (all listed in 2.2 below) to 
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the systems of strong logical entailment (S > , o-f degenerate 
entailment <Sd) and o-f non-traditional predication theory <S 
(see C73, C103). The reason why I use the mentioned systems of 
logical entailment instead of classical logic is that I want 
to avoid the well-known paradoxes of material implication in 
SEb. Non-traditional predication theory allows for distinction 
between internal and external negation and gives the logical 
foundation to the employment of a second negation sign. The 
inner negation is not an independent logical operator but a 
part of the operator of denial.

2.2 Additional axiomatic schemes, definitions and rules 
of SE

The system SEb is built up by the following additions to the 
logical systems mentioned above. The symbols A, v, T> ~ are, 
respectively, the operators of conjunction, disjunction, 
•■internal negation, external negation and the predicate of 
strong logical entailment. The expression X—|—Y will be used as 
an abbreviation for X I— Y and Y 1 b

Before coming to the prope> ‘tic schemes of SE we
have to give the following additions to the above mentioned 
logical theories:
Addition to the alphabet:

1. a list of variables for terms, denoting speakers, 
epistemic subjects!

2. P, U, B, C, Aw-epistemic predicates of possession, 
understanding, belief, conviction, awareness.

Addition to the definition of a predicate formula:

1. If a is a variable for names of speakers and X is a 
propositional formula, then P(a,X>, U(a,X), B(a,X), 
C(a,X), iPCa.X), —tU(a,X), -iB(a,X) and -iC(a,X)
are predicate formulas.

2. If a and a' are variables for names of the same 
speakers and if Q (a,X) is one of the predicate 
formulas defined in 1, then Q“(a,Q (a*,X)> anp 
-neAa.Q1(a’,X)> are predicate formulas, where GT 
stands for P, U, B, C or Aw.

The definition of the occurrence of a propositional formula in 
a propositional formula should take the following form:

A propositional formula occurs in a propositional formula 
in the following and only in the following cases:

1. X occurs in ~X|

2. (i ■ 1. 2,k.., n) occurs in X1 AX2 A ... A X"
and in X V xZV .. . V x"i
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3. if X occurs in Y, and Y in Z, then X occurs in Z.

At this point I would like draw the reader’s attention to the 
tact that X occurs in epistemic statements not as the statement 
X, but just as a part of a term, because epistemic statements 
have in general the form Q(a,tX), where t is a term-producing 
operator, which forms the term "the statement X" from the 
statement X. For the sake of brevity I shal^ always write 
Q<a,X) instead of Q(a,tX) in the formulas of SE .

Other epistemic predicates and their inner negations will 
be introduced by the following definitions:

Di. K(a,X> = P(a,X)A U < a, X) A C (a, X)A XCa’/a] 
di

D2. -|K(a,X) = df ~(P(a,X)A U(a,X) A C<a,X)1 AXCa’/a3

D3. Bm<a,X) = df B (a, X)A ~ K (a, X)

D4. -iBm(a,X> = df i B (a, X) V K (a, X)

D5. Ax<a,X) =df Aw(a,B(a’,X))

06. R1(a,X) =df Aw(a, iB(a’,X> 1

07. I(a,X) «df ~ A X< a, X) A ~RX ( a, X1

D8. nA^a.X) =df R^a.XlV I(a,X)

D9. -1R1(a,X) =df A’(a,X|V I(a,x).

The expressions K(a,X>, Bm(a,X), A1(a,X)> R (a,X) and I<a,X) 
will be read as "a knows that X", “a merely believes that 
"a accepts inwardly that X", "a rejects inwardly that X" and "a 
is indifferent with respect to X".

The symbol X Ca’/aj denotes the statement, which will be 
obtained from the statement X, which does not con am
iterations of the form Q1 (a’,Q 2(a’,Y11, where Q and 0 are 
epistemic predicates (not necessarily different), by replacing 
in X the variable of speakers’ names a’ wherever it occurs y 
the variable a. If X contains iterations of the above men- 
tinned form, only the outer occurrence of a’ will be replaced 
by a in the iterated expression. For example, if X is e 
statement U<a’,p)A P(a’,X), then Xta’/al is the statement 
U<a,p)A P(a,p). But if X has the form U ( a’, P < a’, p> > or B<a ,p) 
AU(a’,P(a’,X)), then XCa’/al is the expression U<a,P(a’,X , or 
E<a, p)A uia.Pta’,X)1 respectively. In the following axiom 
schemes and theorem schemes I have employed the abbreviation X 
instead of X Ca’/al, i.e. I accept the definition:

X’ XCa’/al.
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Additional axiom schemes of SE :

A^l. U(a,X) l~U(a,Y), where Y occurs in X

Ab2. Q(a,X) v -iQ.(a,X) Hpia.X) , where Q stands for 

L), B, C, A1 or R'

Ab3. ~Q(a,X)1- ~P(a,X)Y -|Qia........ ?re Q stands for 
U, B, C, Bm, A1 or R1

Ab4. C ( a, X) I—B (a, X)

Ab5. ~X’I—~K(a,X)

Ab6. K(a, i, K(b4 , . . . , in K (b , j K < c, X) ) ) . . . ) I- 
K(a, i, Kib*.............inK (b ,X))...), 

where n^O and ii,...,in>j stand for the presence 
or the absence of the internal negation (in arbi­
trary combinations)

Ab7. Aw (a, i Q (a ’ , X > )l— K (a, i Q (a ’ X > ) , where Q stands for 
an arbitrary epistemic predicate, i stands for 
the presence or the absence of the internal 
negation and a* is another (maybe the same) name 
of the speaker a.

Additional rule of inference:
In logical theories with the predicate of strong logical 

entailment the rule of inference, which corresponds to the 
contraposition rule, i.e.

If x l-Y is a theorem of the system, 
- y|— ~X is a theorem of the system too,

is not valid in general, but only if X and Y involve the same 
propositional variables and predicate formulas. In order to 
increase the deductive force of the system SE and to avoid the 
increase of the axiom schemes, I will accept the following rule 
of inference:

RK. If XI—Y is a theorem of SE and it is^not of the 
form pAql-p, ~ Yl—X is a theorem of SE too, pro­
vided that the same variables (propositional
variables and variables for speakers’ namgs) occur 
in X and in Y. If X l-Y is a theorem of SE and it 
is of the form p Aql-p, then “Yl X is a theorem 
of SEb only if the same variables and predicate 
formulas occur in X and in Y.

The conditions of RK are strong enough to exclude the 
provability of formulas similar to the well-known paradoxes of 
material implication. .

In the axiom schemes Ab 2 and Ac3, Q must be replaced always 
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by the same predicate, i.e. either everywhere by (J or 
everywhere by B or everywhere by C etc. It was necessary to 
postulate Ab5 because this significant formula is not provable 
from the remaining postulates, in spite of the “liberale" rule 
RK. The axiom scheme Ab6 allows to infer from iterated 
knowledge statements, saying something about the knowledge or 
ignorance of different speakers, to less iterated or 
non-iterated knowledge statements.
Axioms of this scheme are for example the formulas

K(a,K(b,p))F K(a,p)

K (a, —। K (b, p) ) F K(a,p)

Ab7 connects the predicate Aw with the other epistemic pred­

icates.

2.3 Some theorem schemes of SEb

In the fallowing I give some theorem schemes of SE^. The proof 

will be mostly omitted. With the help of the following valid 
rule from definition theory we can get in SE theorems as con­
sequences from the definitions D1-D9.

If X =df Y, then X HJ- Y (see C13, S. 54).

In square brackets I will refer to the axiom schemes, theorem 
schemes or definitions needed for the proof of the 
corresponding theorem scheme. The symbols S1, S and S in­
dicate that valid formulas, definitions and rules of inference 
of the strong logical entailment, of the degenerated logical 
entailment and of the non-traditional predication theory are 
applied in the proof.

Tl. U(a,X) FP(a,X) CAb2]

T2. ~iU (a, X) F P < a, X) CAV23

T3. B(a,X)F P(a,X) CAb23

T4. C(a,X) F P(a,X) CAb23

T5. -iB(a,X)F P(a,X) CAb23

T6. nC(a,X)F P(a,X) CAb23

T7- A* (a,X)F P(a,X) CAb23

T8. R* < a, XI F P ( a, X) CAb23

T9. iA'(»,X>F P(i,X) CAk23

T»0. TR* <a,X) F P(a,X) CAk23
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Til. K(a,X)F P(a,X> CD1 3

T12. K<a,X) 1- U(a,X) CD13

T13. K(a,X)p C(a,X) CD13

T14. Kla,X)bX' CD13

T15. nKla.XJb X' CD23

T16. Bm(a,X) hPla.XI CD3, T3, S*3

T17. -,Bm(a,X)F P(a,X) CD4, T5, TH, S*

T18. K(a,X)FB(a,X) CT13, A 4, SS3

T19.

T20.

-^K(a,X)^F~P(a,X)V HU(a,X) V 
wC(a,X) V «X’

K (a, X) b*r»K (a, «X)

CD1, S*3 

[T14, Ab5, S*3

T21. K<a,X)F ~K(b, MX) CT14, Ab5, SJ3

T22. K (a, K < b, X) ) h K < a, X) CAb63

T23. K<a, iK(b,XI )b K(a,X) [Ab63

T24. K(a,K(b,K(c,X)))F K(a,X) CAb63

T25. F MK(a,XA~X) CT14, S'h

T26. F rv (K<a,X)A K(a, MX) ) CT14, S3 , SA3

T27. I- M(K<a,X)A -|K<a,X) ) CS*. S*, SA1

T28. F m( —। K (a, X) A —,K (a, MX) ) CS1, D2, S33

T29. Aw(a,K(a’X)) FK(a,K(a’,X)) CAb73

T30. Aw(a,—tK(a’,X))F KCa.-iKia'.X)) CAb73

T31. Aw(a,B(a',X) )F B(a,X) CAb7, T14, SJ3

T32. A1 (a,X) db Aw(a,B(a’ ,X) ) CD53

T33. A1 < a, X).F K <a, B <a' ,X) ) CT32, Ab ’, S*3

T34. A* <a,X)F C<a,B(a’,X)) CT33, T13, S*3

T35. A* < a, X)F B<a,B(a’,X)) CT33, T18, S3J

T36. A*(a,XIF B(a,X) CT33, T14, 8*3
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T37.

T38.

-Ila.XHb A* (a,XIV Rl(a,X)

<vl < a, X > 1- P(a,X)

CD7, S*3

CT37, T7, T8, S'* 3

T39. Bmia.xHb B(a,X)A ^K(a,X) CD33

T40. Bm(a,X) bB(a,X) CT39, SJ3

T41. Bm(a,X) b^Kia.X) CT39, SS3

T42. K(a,X) b wBm(a,X) CT41, RK3

T43. K(a,X)bB(a,X)A MBmia.X) CT17, T42, S* 3

T44. A1 (a, X) bn/Bm (a, B < a’ , X) ) [T33, T42, S®3

1+ we accept the following definition

DIO. K*(a,X) =., Kia, XIV Kia, aX), 
CLt

where K^ia^) will be read as "a knows whether X", we 
that the expression "a knows whether X" is derivable 
knows that X".

can prove 
from "a

T45. K(a,X)b K^ia.Xl

Proof:

1. ~K(a,X) A<vK(a, m X) b <vK < a, X) CS*3

2. Kia,X>bM(/vK(a,X)A'vK(a,MX)) Cl, RK3

3. Kia,X)bX(a,X)VK<a, ~X)
C2, S53

4. Kia,X)bK^ia.X) C3, D103 QED.

Further theorem schemes with K^I

T46. K ( a, ~ X) b K* < a,X) CSS, RK, D103

T47. K^ia.Xlb U(a,X) CT12, Ab1, S43

T48. K^ia.X)b P(a,X) CT47, Ab2, S* 3

The following expression, which is valid in the system of 
tional belief, knowledge and assumption of P. Weingartner 
C 9 3 >

ra-
(see

(b) K^ia.Kib.X))h Kia, X)

ls not provable in SEb. This formula would 
‘T in DIO the interna! negation of K(b,X) 
cording to T22 and T23 the expression Kia, 
X<*,K(b,X)> and K(a, nK<b,XI>. Of course,

be provable in SE , 
occured, for ac-

X) follows both from 
i t does not fol low
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•from Kia, «vK(b,X) ) , for the negation of K(b,X) may be true be­
cause of X is false, and if it is so, then a cannot know that 
X. The acceptance of K^la,K<b,X))h K(a,X) is probably due to 
the mixing up of the two forms of negation. Another reason for 
the rejection of this formula is that there are cases, where 
the premiss is true but the conclusion is false. If e.g. Ma.X)
s false because Kia, -vX) is true, K*(a,K(b,X)) may ne­

vertheless be true.
Also the formula

(c 1 K (a, X1 p K (a, K <b, XI )

is not a theorem of SEb although it appears to be plausible. It 
would beitheorem in an epistemic logic for logically infallible 
speakers. Such a system we could get from SE by addition of 
the rule Ru!

R*. If X FY is a theorem, K < a, X) F K (a, Y) is a theorem 
too. (But it would be enough also to supply SE by 
the scheme

(u) Kia, ~X)F Kia, ~K(b,X) ) ,

following theorem scheme is valid

saying that the speakers of this 
Ab5. )

logic know the axiom scheme

Proof of the formula <c) in the mentioned extension of SE .

1. Kia, ~X)F Kia, ~K(b,X) ) CAb5, Ru or full

2. K<a, wK<b,X))H Kia,wK(b,X))V 
K(a,K(b,X)> CS» RK ]

3. K(a,<vX)FK(a,Kib,X))V ,
Kia, <vKib,X> ) Cl, 2, S 1

4. Kia, ~X)F K^ia.Kib.X) ) C3, 0103 QED.

In SEb,, it follows from Kia, wX) on 1 y vK (a, K(b,X)), f or the

CT21, Ab5, SSI
T49. Kia,X)F~Kia,K(b, <vX) >

Although it is not allowed to apply 
position of T49 is provable!

TSO. K<a,K<b, wX))F ~K(a,X)

Proof!

1. K (a, K < b, ~ X) >F n'X’

2. «X' F<vK (a,X)

3. Kia.Kib, m X) )F~K(a,X)

RK to T49, the contra

CAbe, T14, S* J 

caSi

Cl, 2, S* QED.
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T51. K(a,K(b, ~X) ) h ~K(a,K(b,X) ) CAk6, T49, S*J

3. Consistency of SE

In order to prove the consistency of SE , before applying the 
semantic rules of the general theory of logical entailment and 
of the non-traditional predication theory from C7J we shall ap­
ply the following semantic transformations to the proper axiom 
schemes of SE* in the given succession:

SRI If in a formula of the form a formula U<a,X> 
occurs in <X, the formula U(a,Y) occurs in 3 < 
and if Y occurs in X, then U(a,Y) will be 
replaced by U(a,X).

SR2. After the transformations of the preceding sort
the following substitutionswe shal1 make

1. a formula of 
stituted by X,

the form P(a,X)

2. a formula of the form U(a,X)
stituted by X,

3. a formula of the form -|U(a,X)
stituted by XA^X

4. a formula of the form B(a,X)

will

will

will

will
stituted by X|

be

be

be

be

sub-

sub-

sub-

sub-

5. a formula of the 
stituted by XA«X,

form will be sub-

6. a formula of the 
stituted by X,

form C(a,X> will be sub-

7. a formula of the 
stituted by XAnX,

form -i C(a,X> wi 1 1 be sub-

8. a formula of the
atituted by

f orm be sub-

theory of 
* trad i t iona1 
aPPlled.

logical
SR2 the

entaiIment
pred icat ion theory

semantic rules 
(£73, p. 221) and

(C73, p. 248f.1

of general
of non-

are to be

After the transformations 
take the following form:

above the axiom schemes Akl - Ah5

-iB(a,X)

Aw(a,X >
X

1. XFX
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2. X V (X A <vX) f- X, if Q = U, B, C, A1 , Rl

3. ~Xh«XV (XA^X), i+ Q = U. B, C, A1
«(XA/vX)b ~X V X, if Q = RS Bm

4. XbX

5. ~X 1-ivX.

After the transformations the axiom scheme A^6 can take the 

■form of one of the following formulas depending on the suc­
cession and combination of the inner negation:

6. X >-X

7. XAwXhX

8. XZ~XbXA«X.

After the transformations the axiom scheme A^7 takes the form 

of one the following formulas, depending on the occurrence of 
the inner negation:

9. XA~Xf- XA ~X

10. Xl-X.

According to the semantic rules of general theory of logical 
entailment formulas 1-10 are tautologies. The transformations 
of SRI and SR2 are not relevant for the formulas of general 
theory of logical entailment, thus the rules of inference of 
this theory remain valid.

It remains to be shown that after the above trans­
formations the particular cases of the additional axiom of the 
predication theory with the epistemic predicates U, B, Bm, C, 
A1, R‘, and K become tautologies of the general theory of 
logical entailment. We must look at the following special cases 
of the axiomatic scheme A1* from S*1 (let Q be any epistemic 
predicate):

Ap S. nQ(a,X)bn)Q(a,X).

If Q stands for the predicates U, B, C, A1 or K, we get from 
a"s after the given transformations

xA ~x F<vx.
If Q stands for the predicates Bm or R*, we get from A*S after 

the given transformations

Xp ~(X A ~X) .

Both formulas are tautologies according to the semantical rules 
of the general theory of logical entailment. From thia fact and 
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■from the consistency of this theory and of non-traditipnal 
predication theory follows the consistency of the system SEb in 
the sense of the following metatheorem:

b
MT 1. For the given interpretation all theorems of SE 

are tautologies.

The independence of SE^ can be easily shown, but the proof is 
laborious and therefore we shall omit it in this paper.

Some remarks on the completeness - or rather - non- 
-completeness of SEb. A proof of completeness cannot be given 
without a corresponding semantics for the system. I did not 
provide any semantics for SE“ because in my opinion the right 
way is to analyze the epistemic notions and the relations 
between them before building up the system itself. When this 
has been done, we can construct the calculus as the syntactical 
reconstruction of our informal considerations. If we now 
provide a semantics for the calculus, we can say in the 
semantics only the same as in our pre-logical, informal 
considerations-namely which of the syntactically well-formed 
sentences are valid in this logic and which are not valid.

The construction of a formal semantics moreover contains 
the danger that the author in order to attain its adequacy with 
the intuitively valid principles, "dresses up" the pre-logical, 
informal considerations if they are not in accordance with the 
possibilities of the semantic apparatus.

Because of these reasons I did not build up a semantics for 
the system SE , I could not define a notion of semantical 
completeness in this logic. But similarly as W. Stelzner (in 
tBl, pp, 132ff), J could give the following definition!

DC. A system E of epistemic logic is complete according 
to a system of deduction D, if!

Xf X*........... X" Y, then

CB(a,X4 )A .. .AB(a,x"> B(a, Y)3 V
CCla.x’lA ... AC(a,X’lt-t C(a,Y)3V
CK(a,X4)A ... A K(a,X* I K K(a,Y)3, where nZl

The validity of the following metatheorem is obvious, because 
SE* was built up precisely with the aim to exclude deductive 
infallibility as it is shown in the completeness relating to a 
less trivial system of deduction.

MT2. SEb is not complete according to an arbitrary 
system of deduction D, which allows other in­
ferences than such of the form X I* X.

Tbe formulas B(a,X)b B(a,X), C < a, X > I- C (a, X > and K (a, X) b K (a, X) 
are theorem schemes of SEb. This shows that this system is 
complete according to a (as one may say) degenerated system of 
d®duction, which allows only inferences of the form XrX.
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NOTE

1. Such an analysis was done in CUT.
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PROCEEDINGS OF THE ‘8? DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

ELENA D. SMIRNOVA

AN APPROACH TO NONSTANDARD SEMANTICS

AND THE FOUNDATION OF LOGICAL SYSTEMS

The present approach to the construction of a nonstandard semantics is 
closely connected with the analysis and investigation of the nature of log­
ical knowledge. The appearance of logical systems of most diverse kind in 
modern logic makes the problem of their foundations especially acute. If one 
treats logical laws and forms as the laws and forms of thinking, considered 
as the process of mental activity of human beings — as it was done by the 
representatives of psychologism in logic — then these laws bear an empirical 
character and change, accordingly, together with the nature of our mind; and 
what is more important, the problem of foundation of logical systems disapp­
ears and the question concerning the ontological presuppositions of logical 
laws and forms became meaningless. Accordingly, semantic considerations in 
this case have nothing to do with logical laws and structures.

From our point of view, considering "empiricism" of logical laws, it 
is necessary to differentiate strictly the problem of interpretation of log­
ical laws as the laws of some natural processes of mental activity of human 
beings on the one hand, and the problem of their informativity and their re­
lation to the sphere of objects, on the other hand.

I consider, also, that the appearance of logical systems dealing in 
their semantics with some characteristics of the human agent such as his 
knowledge, attitudes, etc. does not mean a return to some form of empiricisn 
and psychologism in logic.

One of the focal ideas of our approach is the assumption that logical 
systems are controlled by the semantics of the language, and it is the sem­
antic phenomena that makes a stepping stone for profound insights into phil­
osophical issues concerning the nature of logical reasoning.

In contrast to most of generally accepted point of views I don t bel­
ieve that the semantics of logical systems has to be purely formal.They must 
be essentially epistemological in their nature. I think that only such kina 

semantic theories would provide a suitable basis for formal logical sys - 
ems. The main problem is to disclose the inner interaction between language 
semantics, its ontological and epistemic motivations, and logical systems. 
Tbe crucial question here is what kind of such motivations does really p ay 
a role In semantical analysis.

Thus, languages of logical systems together with their semantic^ 
fil a special function: they play the role of analytical methods in logic 
and are languages of a special kind - the languages of logical reasoni g.

I want to propose a nonstandard approach to the construction of sem­
antics, on the basis of some non-formal considerations. Logical laws 
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structures on one and the same level. It seems to me rational to distinguish 
two kinds of such presuppositions. Then, two types, two levels of logical 
laws appear, correspondingly.

Logic, from our point of view, does not directly depend on the empiric­
al data, on the empirical character!-- of the objects of discourse. It is 
a theoretical and not an empirical Sv. But logic depends on the assum­
ed abstractions and idealizations. In other words, it depends on the type of 
ideal entities with which we deal in semantics. That is why we consider it 
reasonable to subdivide the laws of logic into two types. The first type dep­
ends on the particular ontological assumptions, that is, on assumptions ref­
erring to the objects of discourse, on the conditions of their introduction 
and on accepted idealizations.

The laws of the second kind do not depend on the limitations imposed 
on the universe of discourse. They depend only on our notions of truth,fals­
ity, logical entailment, and so on.

It is interesting to note that the division of logical laws into laws 
of logic proper and laws of metalogic was marked in the Russian logic even 
at the beginning of the 20th century and it is connected with the name of 
the Russian logician Vasiliev. The laws of logic proper Vasiliev considered 
to be empirical in the sense that they change with the change of the charac­
ter of the objects of discourse. In contrast to them, the laws of metalogic 
connected with the ideas of truth, falsity, Judgement and so on, were cons­
idered by Vasiliev to be unchangeable, constant.

I assume that even those laws of logic which depend on the concepts of 
truth, falsity, and entailment are also a>-ne to change. Moreover, it is poss­
ible to show that both the laws of tnc first type and the laws of the 
second type may determine the systems of logical reasoning.

It is well known that the construction of a series of semantics is bas­
ed on the conception of nonstandard worlds (impossible possible worlds, imag­
inable worlds, etc.), or, in other terminology, nonstandard state-descript- 
ions (contradictory and incomplete ones). Of course, it is a very interesting 
and fruitful approach on the basis of which very interesting semantics have 
been worked out. However, this kind of construction of semantical theory acc­
epts (to a certain extent) some assumptions of ontological character, referr­
ing to the sphere of the objects of discourse.

In contrast to this approach I am going to show that adequate semant­
ics can be constructed without using impossible possible worlds and without 
the concepts of contradictory and incomplete state descriptions. Tn any 'Case, 
these concepts are not taken as a background and no assumptions arc made with 
respect to the objects of discourse.

Instead of this, partially defined predicates are accepted. We assume 
that the predicates of truth and falsity belong to this kind — they can be 
partially defined. Further, we proceed from the idea of the symmetry of the 
concepts of truth and falsity (and this is very important). Falsity is cons­
idered to be an independent notion and not as absence or negation ol truth. 
Correspondingly, this attitude Is applicable in defining the logical conn­
ectives.
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2

Let us consider the principles of building language semantics. I shall 
construct my semantics using the notion of possible worlds. Let W be a non­
empty set of possible worlds, <p a function ascribing a pair of sets >

to propositional variables where U S W, 
iPT(p) - is the class of worlds
<Pp(p) = is the class of worlds

domain of p).
We shall use a propositional language with the logical connectives 8c, 

V, o, ~. Let us introduce conditions of ascribing truth values to complex 
formulas as follows:

in which p holds (the domain of p). 
in which p does not hold (the anti-

Let us introduce the concepts of truth and falsity in a given world a. 
a J—* A <-> a 6 <pt(A), a *—| A <-> a G ^(A).

<Ap(A & B) = <Pt(A) n <pt(b) <Pp(A 8c B) = <pp(A) U Vp(B)

<PTU V B) = <Pt(A) U <PT(B) <Pp(A V B) = <Pp(A) n <Pp(B)
<PT( A = B) “ <Pp(A) u <pt(b) <Pp(A = B) = <pt(a) n <Pp(B)

<Pt(~A) = <Pp(A) <pp( -A) = <pt(a)

A formula A is tautological iff Vcpfcp-tA) = W).
A formula A is irrefutable (non-falsifiable) iff V<p(<Pp(A) - 0)-
The relation between the classes cp^tp) and <Pp(p) may But need not sat 

isfy the following conditions:

(1) vT(p) n <pF(p) - t>, • (2) <pt(p) u <pf(p> “ u-

Accepting both (1) and (2) we get the standard semantics. Accepting (1) and 
rejecting (2) is the semantics with truth value gaps; accepting (2) and rej­
ecting (1) is the semantics with glut evaluations (which permits of the over­
lap of truth and falsity); rejecting both (1) and (2) we get relevant semant 
ies. - If both conditions (1) and (2) are accepted, the class of tautologic­
al formulas coincides with the class of irrefutable formulas and is ident- 

leal to the class of tautologies of classical logic* __
If (1) is fulfilled and (2) is not (we shall write shortly (1), (2)), 

that is, if ue have truth value gup semantics, and if the connectives are 
defined as above, then the class of tautologies is empty, and the class of 
non-falsifiable formulas coincides with that of classical propositional, logic.
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If (I), (2) take place, then the class of tautological formulas coincides 
with that of classical logic, and the class Of nOn-falsifiable formulas is 
empty. If both (T) and (2)take place, then both the class of tautologies and 
the class of non-falsiftable fprmulas are empty.

Thus we have defined the semantics of the language. But we have not yet 
given the logic proper. Semantics does not determine a logical system as 
long as the notion of logical entailment (or validity) is not defined.

Usually, logics are determined and given by introducing the class of 
tautologies. However, as we have seen, classes of tautological formulas in 
some semantics may be empty. Thus, in the logic of Kleene [1 ] the class of 
tautologies is empty and the class < Isifiable formulas coincides with
that of classical logic. We think that it would be better to consider the 
concept of logical entailment as being the main concept. It is just this
concept and not the concept of tautological formulas that characterizes log­
ical systems.

We shall introduce several entailment relations of different types, 
proceeding only on the basis of the concepts of the domain <Pt(A) and the 
antidomain <p„(A) of a sentence A. r

In our approach, it is possible to introduce not a single, but a whole 
class of different relations of logical entailment. As a whole, it is poss­
ible to introduce sixteen relations of logical entailment. However, due to 
the interrelations between them, it is sufficient to treat only nine of them. 
We define these relations of logical entailment in terms of interrelations 
between domains and antidomains of formulas. We shall denote the complement 
of the class (A) by <wr(A).r r

Now "A entails B" is definable by one of the following nine relations:

RI. <Ptf(A) n <pjt(a) s Vt(B)

R2. iPT(A) n Vp(A) S “’pW
R3. <pt(A) n <kt(a) s r <pt(b) u

rU. <Pt(A) £ fT(B) [a]

R5. <pt( A) £ V?(B) [d]
R6. <pt(A) S ^(B) U V8)
RT- <Pp(A) £ [c)
r3. s^Xa) £ <Pp(B)
R9- <p=;(A) r £ <pt(b) u ?(B)

The omitted relations may be reduced to the conjunctions of some of 
these nine relations.

Different logics are based, according to our approach, on these various 
relations of logical entailment, combined with the acceptance or non-accept­
ance of conditions (1) and (2) (that is, combined with conditions imposed 
on the relations between the domain and the antidomain of a sentence).

If both conditions (1) and (2) are accepted, that is, if ^(p) * ‘Pp’Cp)» 
then all relations of logical entailment coincide and we get only one relat­
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ion of logical entailment which is formalized by the system C (classical pro­
positional calculus).

If condition (1) is accepted and condition (2) is not (that is, if we 
deal with semantics with truth value gaps), then the above mentioned nine 
relations are reduced to the following four ones: Rh, R5, R7, R8. Let us 
mark them correspondingly: [a], [d], [c], [b]. It is easy to see that they 
are connected in the following way:

Under these conditions, Modus Ponens holds for entailment of type [a], 
as q>T(A) n <pt(A -*B) S tp^fB); but Deduction Theorem does not hold.

For the entailment of type [b], under the same conditions, Modus Ponens 
does not hold, but Deduction Theorem is valid. Entailment of type [d] does 
not depend on truth value gaps and behaves as classical if condition (1) 
holds. The relation of type [c] in semantics with partially defined truth is 
empty, that is, no pair of formulas belong to this relation.

If condition (2) is accepted and condition (1) is not, that is (1),(2), 
we have the same four relations of entailment, but they are differently con­
nected:

Logics based on semantics with glut evaluations are dual to logics 
built within the frames of semantics with partially defined predicate of 
truth.

In semantics admitting both truth value gaps and glut evaluations, we 
have the following connections among the types of entailment:

3
Now let us consider the problem of the formalization of logics describ­

ed above. Let us formulate some well known logical systems in sequential 
Form. The following sequent rules are common for these systems.
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r •+ 0,a r -► 0,B r * o,^a,^b A.B.r -* 0 n,A,r * 0 n-E.r -»- 0

r * 0,a & B r + o.^tA & b) a & B,r + 0 -v(A & B),r * 0

r * 0,A,B r * 0,^a r -* o.^b A.r + 0 B,r -► 0 n.A.'UB.r -» 0

r ■+ 0,A V B r + 0,a>(A V B) A V B ,r * 0 Ma v B),r 1► 0

r + 0,^,6 r + 0,a r * 0,^ ^A,r + 0 B,r -> 0 A.-uB.r 0

r ♦ 0,A => B r * Q,^(A o B) AoB, r * 0 Ma = b^f + 0

r * 0,a a,f ->• 0

r * Q.-wA nn-A.r + 0

The structural rules are the usual ones. Cut elimination theorem holds. 
We get different systems by choosing different basic sequents. Let us cons­
ider the following four types!

(Si) A,r + 0,A; (S2) A/VAJ * 0; (S3) F * O.B.^B; (SM A.'UA.T + 0,B,M3 .

If only sequents of type (Si) are assumed as basic ones, we get De 
Morgan's logic (m). (Si) and (S2) together yield the system of Hao Wang (WH) 
in sequential form (axiomatic construction of which is given by Alan Rose 
in [3]). Assuming (Si) and (S3), we get the logical system dual to Hao Wang s 
logic (DWH). (SI) and (Sh) yield a variant of Lukasiewicz' logic. Finally, 
by assuming (Si), (S2), and (S3) we get the classical system C-

The following theorems hold:
THEOREM 1. In the semantics with t th value gaps, the relation R( is 

empty; the relation R1* is formalized by WH the relation R8 by DWH; and the 

relation R5 by C.
THEOREM 2. In the semantics with glut evaluations, the relation R5 is 

empty; the relation Rh is formalized by DWH; the relation R8 by WH; and the 

relation R7 by C-
THEOREM 3. In the semantics free from the conditions (1) and (2), rel­

ations R7 and R5 are empty; relations R^ and R8 are formalized by M; relat­
ions RI and R2 by WH; relations R6 and R9 by DWH; and the relation R3 by C'

The proofs of these theorems can be find in [6].
It is possible to treat the problem of adequate formalization of more 

complex relations of logical entailment, combining some of the the above 
mentioned nine relations of entailment. For instance, let us introduce the 
entailment [e] as a conjunction of the relations of entailments [a] and (bj.

We admit different relations among sentences, depending on their domain 
and antidomain, and we proceed the formalization of these relations by formal 
systems of different kinds, taking into account the relations between 
concepts of truth and falsity (between the sets <?t(a) and <Pr(A)). The result 
of the formalization of the analysed relations is summarized in the follow­
ing chart:
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'^gntailment

condi tions^^_
[a] [b] [d] [c]

(1), (2) C C C C

(1). (2) WH DWH C 0

(1), (2) DWH WH 0 c

(1). (2) M M 0 0

It is interesting to note that one and the same formal system may be 
constructed both on the basis of semantics with value gaps and on the basis 
of semantics with glut evaluations, but in this case the relation of logic- 
ad entailment is not the same in the two systems.

Incomplete and contradictory state descriptions usually correspond^ to 
the semantics with truth value gaps and glut evaluations, respectively. As a 
rule, only a single standard relation of logical entailment, marked by us as 
[a], is accepted. Different logical systems appear as a result of accepting 
or rejecting contradictory and incomplete state descriptions — and this 
corresponds to accepting or rejecting conditions (1) and (2). If contradict­
ory and incomplete state descriptions are accepted, we get De Morgan’s logic. 
If incomplete state descriptions are accepted but contradictory state descr­
iptions are not, we get Hao Wang’s logic. And accepting contradictory but^ 
rejecting incomplete state descriptions we get the logic dual to Hao Wang’s. 
If neither contradictory nor incomplete state descriptions are accepted, we 
get classical logic. (Cf. [2].)

In contrast to the above mentioned attitude, our approach allows us, as 
We have seen, to receive Hao Wang’s logic, its dual, and the classical logic 
either by accepting truth value gaps or by accepting glut evaluations.

In our analysis, instead of introducing additional truth values or con­
tradictory and incomplete possible worlds, it is sufficient to assume that 
the predicates of truth and falsity are partially defined and that these no­
tions have been introduced independently of one another.

4

Let us sum up: The approach suggested by me is based on some principles.
1. The notion of impossible possible worlds and its analogues are not 

admitted in the semantics as Judged to be less clear.
2. Instead of this, the idea of partially defined predicates and func­

tions is employed (in particular, predicates of truth and falsity are ass 
wsd to be partially defined).
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3. The ascribing of the domain and antidomain to a proposition is done 
independently of one another. This, in fact, means the introduction of the 
notions of truth and falsity independently of one another.

1» . Dealing with such objects as the classes <pt(A) and <p (A) it is poss­
ible to establish different relations between them, to accept or not to 
accept conditions (1) and (2). It is possible to accept one of them and re­
ject the other, for they are independent of one another.

5. The function of ascribing values to propositional variables is given 
in a generalized form: not the truth values in a given world, that is, not 
the objects t and f, are ascribed to propositional variables, but special 
"intensional objects" - classes of worlds <p,j,(p) and <pp(p). It is this that 
gives the intensional character to the propositional connectives, cf. [1J•

6. Moreower, when defining logical connectives, no limitations are im­
posed on the relations between the classes <p,p(A) and <p (A). The independence 
in ascribing domains and antidomains to propositions allows us to treat the 
operation of negation in a generalized way. As a result of the above ment­
ioned principles we get semantics with truth value gaps and with glut eval­
uations .

7. The key concept of logic is the concept of logical entailment. On 
the basis of concepts of domain an. ■ ain of a proposition different
relations of entailment may be introduces, independently of the conditions 
(1) and (2). (Correspondingly, independently of state descriptions and lim­
itations imposed on them.)

8. It is these notions of entailment, combined with conditions (1) and 
(2), that determine different logical systems.

9. One and the same formal system can be based on different semantics 
and on different assumptions concerning the relations between the classes 
m (A) and u> (A). However, the relation of entailment which is formalised in Ttp' ' p’ '
this case, may change.

Coming back to the questions which we put at the beginning of this pap­
er we must note that no ontological assumptions concerning the universe of 
discourse have been taken into consideration. Only the notions of truth and 
falsity and their correlates were changing. Correspondingly, the notion of 
logical entailment was changing as well.

It is assumptions of metalogical character which determine, according 
to our approach, laws and rules of logical systems which have been consider­
ed here.

NOTES

1 In particular, in our country, semantics for relevant logic have been 
succesfully worked out on the basis of generalized state descriptions. Cf.(21.

2 Moreover, E. K. Voyshvlllo formulates such limitations for state des­
criptions as a result of which we get a fragment of fcukasiewicz1 logic. In 
this case he accepts in semantics the condition that every contradictory 
state description is to be complete. Cf. [2).
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PROCEEDINGS OF THE ‘87 DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

HORST WESSEL

NON-TRADIT I ONAL PREDICATION THEORY

AND ITS APPLICATIONS

1. THE INTUITIVE BASIS OF NON-TRADITIONAL PREDICATION 

THEORY

We presuppose the classical sentential logic with the clas­
sical or external negation ~. The external negation concerns the 
whole sentence. In natural languages, we do not have a single 
word for external negation. If we want to express the external 
negation in natural languages, we have to use expressions like 
"It is not the case that ...".

In our construction of the non-traditional predication the­
ory, we assume the pre-logical capability of man to distinguish 
between subject terms and predicate terms. We represent element­
ary sentences by schemes of the form

3 ^P> (s , . . . ,s ) + P, s ^P, and 4Pin in
where n a 2. In these schemes, s, s7, ..., s are subject terms 
(names of objects which are spoken about in She sentence), P is 
a (one-place, n-place) predicate, the operators +• and <f are 
used as the English "is" ("has") and "is not" ("has not"). In 
classical and also in intuitionistic logic often s -HP is ident­
ified with ~(s *P). I think that is a logical mistake. At least 
m the following cases the two sentences a + P and s -HP do not 
exhaust all possibilities:

1) If the meaning of the predicate P is undefined for subj- 
ectsof the type s (e.g. "The moon is honest"), then 
(*> ~(s +-P) A ~(s -^P)
will be true.

2) if the meaningful use of s +P or s -HP presupposes the 
°f another sentence A (e.g., "N. has stopped beating his 

wife" or "N. was excluded from the party"), then the case of 
(♦) will be possible, if -A applies.

3) If it is impossible to state whether b ■•■P or s -HP holds 
on it will be also true the sentence (*) (e.g.,"In the decim­

al development of n, zero occurs IO10 times in succession.").
4) If there does not exist an object named b, (») will be 

rue too (e.g., "Round squares are round")..
3) If P is a vague predicate like "bald" or "red , then, in 

addition to 0 and g^P, (*) will be true for some instances.
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In all these cases, in addition to s +P and a -A P, the case 
of uncertainty ~(s + P) A ~(s 4P) is possible. Even if the 
reasons for the occurrence of this uncertainty are different, 
we are always concerned with the same situation regarding the 
logical respect: apart from affirming or denying a predicate to 
a subject, it is still necessary to consider the case that the 
predicate involved is neither affirmed nor denied to the subject. 
Such cases of uncertainty can be found in the practice of lang­
uage and therefore they must be taken into account in a logical 
predication theory.

2. SEMANTICAL RULES AND AX:C«A ' CONSTRUCTION OF THE 

NON-TRADITIONAL PREDICATION THEORY

Instead of s+P we write in the following P(s) (or only p), 
instead of s we write -> P(s) (or only -i p ), and instead 
of ~(s *P) A ~(s 4P) we write ?P(s) (or ?p). The symbol -| 
is called the internal negation. We say that the formulas A and 
-i A are contrary to each other. In accordance with our intuitiw 
considerations about elementary sentences we accept the following 
semantic rules in addition to the semantic rules of classical 
sentential logic.

RI. Predicate formulas of form n(s) may have the values 
"true" (t) and "false" (f).

R2. If Pls) has the value t, -i P(s) must have the value f.
R3. If P(s) has the value f, the value of -| P(s) does not 

depend on the value of P(s), that is, P(s) can have the value 
t or f.

R4. The value of ?P(s) is the same as that of ~P(s) A —jP(s).
The non-traditional theory of predication is decidable.
For the axiomatic construction of the non-traditional the­

ory of predication we are adding the following axiom scheme to 
a consistent and complete axiomatic construction of calssical 
sentential logic:

Al. A —। f(a))
where a is a subject variable or a sequence of 
subject variables and f is accordingly a one- 
place or an n-place predicate variable.

This axiom system of non-traditional predication theory is sem­
antically consistent and complete. (See (10).) Let us now cons­
ider some applications of the non-traditional theory of pred­
ication .
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3. NON-TRADITIONAL PREDICATION THEORY (PT) AND 

INTUITIONISTIC SENTENTIAL LOGIC (iSC)

A' logical analysis of the so-called intuitionistic counter­
examples against some laws of classical logic leads to the con­
clusion that the intuitionists wrongly identify the external and 
the internal negation, i.e. , they do not distinguish between 
the two different forms of negation. Their counterexamples only 
show that the formulas p v nP and —i p z> p are not valid, 
but do not concern the classical logical laws p V ~p and 
~~p op. Because the formula ~p = ---- p is also valid in the 
Intuitionistic logic, the differences between the classical and 
intuitionistic negation are connected with the negations occur­
ring immediately before a sentential variable. This leads to the 
conjecture that the following statement holds:

If,4 is a classically provable formula of sentential logic, 
and 4'is obtained from 4 via substituting all external negat- 
ons - occurring immediately before a variable by internal neg- 

a ions -i , then 4' is provable in the non-traditional theory of 
Predication if and only if the formula 4 is provable in the ISC.

But this conjecture is wrong.
The following comparison of PT with ISC concerning negations 

s cws that intuitionistic negation is a confusion of external and 
nternal negation. We use the following abbreviations:

CSC — classical sentential calculus,
ISC — intuitionistic sentential calculus, 
PT — non-traditional theory of predication.
Let us adopt the following definitions:

The formula obtained from a formula 4 of ISC via substit- 
ing all intuitionistic operators by the corresponding classic- 

PO_ones called the C-representative (C-R) of the formula 4 in

f The formulas obtained from a formula 4 of ISC in the
lowing way are called P-representatives (PR) of 4 in PT:
i) if 4 contains no negation immediately before a variable, 

the P-representative of 4 will be its C-representative;
2) if 4 contains negations immediately before a variable, 

the P-representatlves of 4 in PT will be the formulas ob­
tained from 4 via substituting at least one negation which 
occurs immediately before a variable by the internal neg­
ation -) and by substituting all other intuitionistic op­
erators by the corresponding classical ones.

in With the help of the proposed terminology we get the follow- 
g classification of all formulas of ISC:
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ISCTHE FORMULAS OF

F r o v a b 1 e in ISC

All PR's are 
provable

~P = (p => q)
P o —p

Some PR's are provable, 
some are not

p a ~p o ~p
-----p o ~p

No PR's are 
provable 

(p=q) = (~p = ~q) 

~~(p V ~p)

~(p A ~p)

n o t p r o v a b 1 e in I s C

CR

No PR's 
are 

provable

~P V P

is provable ii

Some PR's are 
provable, 

some are not 
~p ~q o (q =>

i

p)

:sc

All PR's 
provable

p ~q

are

P^P

CR is not 
provable 
in CSC

p A -p

—p o p ~p 3 ~q o ( ~q s p) P V <P = -q)

This classification shows that the intuitionistic negation is 
a confusion of external and internal negation. In the framework 
of the non--traditional predication theory, a more detailed anal 
ysis of the intuitionistic problems is possible without any re­
striction of classical logic. (See I 9 J.)

4, DIALETHEISM AND NON-TRADITIONAL PREDICATION THEORY

Dialetheism is the mystical belief that there are true log­
ical contradictions. I will show that dialetheism is founded °n 
logical mistakes. Dialetheism emerged in the framework of the so 
called paraconsistent systems of logic.

The dialetheists state that the logical law of the ^luded 
is not valid. There are different formulations of 
excluded contradiction, for example the followcontradiction : 

the law of the 
ing ones:

-U A -A)
~( (s *P) A
~( (a *P) A

(a ^P)) 
(s *P))

~(E(l(s +P)Y A E(i(s -MP)))
[where E is the predicate of existence, + is the operator "the 
fact that and P represents the complementer of I I

-(Ellis *P)) A E(Hb *P)))
All these formulations are true 
reasons. Therefore, it makes no

by logical and not by empirical 
sense to search for empirical 
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facts by which the principle of contradiction would be rejected. 
The validity of the principle of contradiction is a necessary 
presupposition for any reasonable human communication. Neverthe­
less some dialetheists, for instance G. Priest, believe that they 
have found true logical contradictions by the descriptions of 
empirical changes.

Priest [5] distinguishes the following three types of chang­
es: Let us suppose that before a time t a system S is in a sta­
te s and after t , S is in a state S. Accordingly, at t. it 
changed from S- to S. . What state was it in at t ? There are 
three possibilities: u

a) S is in exactly one of SQ , Sj .
B) S is neither in SQ nor in S] .

• y) S is both in SQ and in St .
Priest calls these three kinds of changes a type-a, a type-0,and 
a type-y change, respectively.

Pries starts from the right presupposition that not all chang- 
are type-a changes. Under this presupposition, he wants to 

show that there are at least some type-y changes. Suppose, a chan­
ge from p to ~p is not a type-a change. Now Priest wants to show: 
If this change is a type-0 change, it will be a type-y change 
too. He argues in the following way: If a change from p to ~p is 
a type-0 change, then at the instant of change the statements p 
and ~p are both false. Since p is false, ~p is true, and since 
~P is false, —p is true. Hence, both ~p and —p (and therefore 

are true and we have a type-y change. And Priest believes 
hat he has found a true logical contradiction.

If we use the non-traditional predication thory for describ- 
n9 the changes, we can accept the existence of type-0 changes 

without accepting the existence of contradictory type-y changss.
If we use p for the sentence "S is in the state S " and -i-p 

or the sentence "S is in the state S. ", we can describe type-0 
Ranges by ~p A —। p. Because in non-traditional predication 
eory p does not follow from ~-| p, we do not get the contra- 
ctory type-y change ~p Ap. Priest has got the contradiction 

nly because he used the non-valid rule —t pop.
r Priest gives also another argumentation for his statement: 

there are type-0 changes, then there will be type-y changes.
e tses the following valid formula:

-(p V -p ) = (~P A ~~P )•
The left-hand side appears correctly describing the situation 
a the instant of a type-0 change from p to ~p, and the righb- 

and side describes the situation at the instant of a type-y 
ange from ~p to ~~p. It seems that type-y changes and type­
changes hold or fail together.

tv ,Using tlle non-traditional predication theory, we describe 
qe^j-^ changes by ~P A ~-|P (or ~(p V -i P) ) and type-y chan- 
y by p a ~p or by p A ip or by -ip A--ip. But in non-
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traditional predication theory 
valid:

the following formulas are not

p)
that dialetheists did not found true logical 

The statement ofWe have seen ------  
contradictions, but made logical mistakes, 
dialetheism is simply logically false. (See [11].)

of

5. EXISTENCE AND PREDICATION

cabinet 
this is

have 
not 
The 
the 
are

a won- 
theIf I say to my son: "The peonies in my 

derful red colour", and he answers me: No, 
case", then he is right and makes a true state™" • 
for rejecting my phrase may be differen . YhPV 
that there are some peonies in my cabinet, but they 
or it may be the case that there are some red peonies ,n
cabinet, but their red colour is not wonderfu .
mind another case. My son is a reasonable young man, but he 
does not know at all the truth-gap-theory of modern logic, t e- 
refore he rejects my statement because th®r®
mv cabinet. Nevertheless, his rejecting statement It is not 
the case that the peonies in your cabinet have a wonderful red 
colour" is true. If I would say under the same circumstances 
to my son "The peonies in my cabinet do not have a wonderful 
red colour", he also could reject "It is not the case that...

reasons 
case

white,
i my

and his assertion would be true.
This example shows;there is a difference between external 

and internal negation in natural 1-guages An elementary stab- 
pment of the form s +P or s -HP can only be true if the suojecr 
term s denotes an object. If we have a statement of the 
s + p or s 4P and its subject term 3 is empty, this elementary 
statement will not be true.

stems from

Fre ge
In the truth-gap-theory of modern logic, which 
, such elementary sentences are not ascribed a truth val

ue at all. - Frege wrote:
"Wenn man etwas behauptet, so ist immer 
selbstverstandlich, dass die 9fbra“c*te" ^nn
zusammengesetzten Eigennamen eine Be eu g daboi
man also behauptet, 'Kepler starb im Elend , so ist dabei 
vorausgesetzt, dass der Name 'Kepler etwas bezeichne: 
aber darum ist doch im Sinne des Satzes 'Kepler starb im 
Elend' der Gedanke, dass der Name 'Kepler etwas b«zei^ 
ne, nicht enthalten. Wenn das der Fall wSre, mUsste die 
Verneinung nicht lauten

'Kepler starb nicht im Elend',

sondern
'Kepler etarb nioht im Elend, 
'Kepler' ist bedeutungalOB'.

odor der Name
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Dass der Name 'Kepler' etwas bezeichne, 1st vielmehr Vor- 
aussetzung ebenso fiir die Behauptung

'Kepler starb im Elend'
wie fiir die entgegengeseztte." ([3], p. 54-55.)

On Frege's quotation I would like to make the following rem­
arks :

1) If the subject term of an elementary sentence is emp­
ty, in Frege's opinion the sentence will be referenceless (be- 
deutungslos), i.e., it has neither the value t nor the value 
f• In my opinion, such a sentence with an empty subject term 
cannot be true, but it must not be without a truth value.

2) Frege does not distinguish between the external and 
the internal negations, i.e., he identifies this two differ­
ent kinds of negation. In our predication theory with the two 
kinds of negation we can ascribe the value f to elementary 
sentences with empty subject terms without contradictions.

3) Frege excludes elementary sentences with empty sub­
ject terms from his logic at all, i.e., he does not have the 
Possibility in his logic to handle sentences with empty sub­
ject terms. In the Fregean logic, we can neither assert nor 
reject such sentences with empty subject terms.

Inspired by Frege, A. N. Prior constructed a modal sen­
tential logic, called system Q, which permits truth value 
gaps. (See (6).)

In the book by Imre Ruzsa we find a further development 
of idea in all logical details. In the semantics of 
this modal logic we have three truth values 0, 1, and 2, 
where 0 and 1 stand for the usual truth values 'false' and 
true' whereas 2 stands for 'unstatable', i.e., 2 repres- 

ents the truth-value-gap. [8]
The semantical rules of the system are selected in such 

a way that a compound formula will have the value "unstat­
able" if a part of this formula has the value "unstatable". 
As a consequence of this convention, in the object language 
of such a logic we cannot reject an unstatable sentence, 
because the negation of an unstatable sentence is unstat­
able too.

In the case of sentences with empty subject terms we 
oan ascribe the value f as well to s *P as to s -HP accord- 
agly to our predication theory. Besides that we can reject 
n our object language such sentences with the help of ex­

ternal negation.

6. VAGUE PREDICATES AND N0N-TRADIT10NAL PREDICATION THEORY

There are different approaches to the problem of vague 
Predicates. I refer to the papers of M. Dummett [1], K. Fine

Zadeh [12], R. Parikh [4], and H. Putnam [7). It is 
°t possible to analyse here ail these approaches in detail.
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M. Dummett has stated that vague predicates like "small", 
"red", "heap", "possible in practice" are not predicates in 
the sense of Frege.

r. Parikh makes the proposal to reconstruct a language 
with vague predicates as a locally consistent but globally in 
consistent language. In such a language proofs which are short 
enough never lead to a contradiction, but long proofs can 
be trusted.

Kit Fine has made the proposal that statements about the 
predicate "red" be taken true iff they hold for ail possibl 
ways of making "red" precise, i.e., for all Predicates which 
classify as red those colours that we all agree red, a d 
classify as non-red the colours that we all agree are no: red. 
The colours about which we are uncertain are also classiti a 
as red or not-red, but differently in different precisification.

H. Putnam has proposed to use the intuitionistic logic in 
argumentations with vague predicates.

I do agree with all the above mentioned authors in the 
point that vague predicates are not accidental, but V
necessarily occur in every observational language.

I think that the proposed solutions of these authors are 
not satisfying. In my opinion, the non-traditional P^edic^ 
theory can help to solve some problems connected with vague 
predicates. Take this for an example.

Imagine, there is a long line of men which are ordered in 
such a way that at the first place is a man with 0 hairs, at
the second place is a man with 1 hair, at the third place is a 
man with 2 hairs, ...» at the n-th place is man with n-1 hairs 
and at the end of the line is a man with plenty hairs. In such 

the following inference seems to be correct:a case, 

1) 
2)

3)

A man with 0 hairs is bald.
(Vn)(If a man with n hairs is bald, then a man with 

n+1 hairs is bald).
(Vn)(A man with n hairs is bald).

The sentence 1) is true, the sentence 3) is false, also the 
sentence 2) must be false, i.e., the sentences

~(Vn)(If a man with n hairs is bald, then a man with 
n+1 hairs is bald),

(3n)(A man with n hairs is bald, and a man with n+1 
hairs, is not bald).

But this sentence contradicts our intuitions with vague predi- 

^^'if we use the non-traditional predication theory, the par­
adox does not emerge, because we have the possibili y 
besides of a *P and « "tP in the case of uncertainty the formula 
~(a <- P) A ~ (a ^P).
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PROCEEDINGS OF THE ‘8? DEBRECEN SYMPOSIUM ON LOGIC AND LANGUAGE

IMRE RUZSA

ON INTERNAL AND EXTERNAL NEGATION

In the literature of logic, one occasionally meets the 
view that there are several sorts of negation. In particular, 
some authors claim that we have to distinguish internal and 
external negation. Such a view is represented in the papers of 
Professor Horst Wessel and Dr. Klaus Wuttich (in this vdlume). 
In these essays, the mentioned point of view is embedded into 
the framework of the so-called Non-traditional Predication 
Theory (NPT, for short).1

The essence of NPT consists in distinguishing two sorts 
of negation. Classical (or external) negation applies to 
any sentence whereas internal (inner) negation, denoted by 
(a symbol borrowed from intuitionistic logic) only applies to 
atomic sentences of form "f(s)" where P is an n-place predicate 
and s is an n-tuple of "subject terms" (n £ I).2 Now, P(s) and 
n P(s) are assumed to be contraries: not both could be true, 
but both could be false.

My first critical remarks concerning this sort of inner 
negation are of rather formal nature. As '-i ' only applies to 
atomic sentences, the uniformity of the grammatical rules of 
logic perishes. (The application of other logical symbols is 
regulated only by syntactic type criteria. )Further, the notion 
of atomic sentence is vague in natural languages, and hence, 
the applicability of the internal negation depends on the 
depth of the logical analysis of a sentence. Moreover, the 
truth value of "-iP(s)" is not uniquely determined by that of 
Pta)" (nor by the meaning of "P(s)") — a deviation from clas­

sical logic.

Of course, one may counter these objections by saying that 
the gains of using NPT amply compensate a loss in formal uni­
formity. if there are serious problems in logic only solvable 
by the introduction of this sort of Internal negation, we must 
not hesitate to include it into the logical theory.

Let me note, by the way, that, in a sense, classical neg­
ation is a sort of internal negation. For, in first-order logic 
a negation sign standing in front of a compound formula always 
can be put farther in (assuming we use the full list of logical 
symbols: v, a, J,y ,a s, ~) until finally will occur 
°nly in front of atomic formulas. (This holds even in first- 
°rder modal logic.) And, if p is atomic, then "~p" is express­
ible in natural language by putting a negative particle inside 
P - producing a paradigmatic form of the internal negation
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SEMANTIC VALUE GAPS

Of course, the starting point of NPT is that sentences of 
forms

"s is not P" and "it is not the case that s is P"
are not synonymous. According to NPT, the case that neither 
"s is’P" nor "s is not P" holds is possible. Prof. Wessel men­
tions two convincing cases of this possibility (his other cases 
will be treated later on):

(i)
(ii)

The subject term a is empty, i,e., without denotation. 
The meaning of the predicate P is undefined for the 
subject s (Wessel's example: 'The moon is honest ).

, obviously, under the phenomenon semantic 
vavue aav. xu ix,, the term a is .ithout denotation; in (ii), 
the semantic value of the predicate P is a partial function 
undefined for some objects (belonging to the universe of dis 
course). As quoted by Prof. Wessel, Frege stated that a seman- 

- of a sentence to

Both cases belon
value gap. In

tic value gap is hereditary from a part 
the whole. Then, the mentioned sources of semantic value gaps
lead to truth value gaps of sentences.

view on this point, 
"a is P"

Prof. Wessel does not accept Frege's
According to him, in the case of (i) or (ii), both 

are false, and their external negations are 
true And he argues, this is a better solution than accepting 
truth value gaps, for in the latter case we are unable to re­
fute the mentioned sentences in our object language. He is 
right provided our object language is a poor one.

and "a is not P"

In this debate, I vote for Frege. (But not because of his 
prestige.) My starting points are the following two assump-
tions :

(1) The main sources of semantic value gaps are:
(a) individual names without actual denotations,
(b) functors (of any extensional typ^) whose extensions 

are partially defined functions.
(2) Semantic value gap is hereditary via extensional con­

texts. (Of course, this needs further precisification 
with respect to quantification. But this is unimport­
ant in the present discussion.)

Frege stated that in a pure logical language there is no room 
for semantic value gaps. At this point, I deviate <nx_’
For twenty years, I have worked on constructing modal ana inn 
ensional systems permitting semantic value gaps.

Noting that the sentence functors of classical logic are 
extensional ones, one can use them in a system with semantic 
value gaps without much ado. Their classical semantic rules 
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remain unchanged — one has only to take into account principle 
(2) which, in this case, says that a truth value gap is hered­
itary via the functors , &, etc.

■The introduction of semantic value gaps into first-order 
logic seems to me of small importance. The very usefulness of 
semantic value gaps comes to light at the presence of intensi- 
onal functors. Hence, it was quite obvious to begin the work 
in modal logic — as initiated by A. N. Prior.

Applying value gaps semantics - VGS for short — to lang­
uages with intensional functors it becomes necessary to intro­
duce another negation which does not transmit truth value gap. 
Thus, I agree with Prof. Wessel in that we need two sorts of 
negation. If you will, they could be called internal and ex­
ternal negation, respectively. However, my internal negation is 
the classical one (denoted by '-') which transmits the truth 
value gap and which might be called 'internal' in a sense, as 
argued earlier. Using 'NON' for the 'external' negation, its 
semantic rule is as follows:

If p is true, NON(p) is false. In other cases (i.e., if p 
is false or without a truth value), NON(p) is true.
Thus, non is the symbolic counterpart of 'it is not the 

case that' or 'it is not true that'. By its use, one can refute 
unstatable sentences as well. Hence, the charge that in VGS, 
one is unable to refute sentences without a truth value has lost 
its power.*

Up to this point, NPT and VGS seem to be of equal force, 
and it seems to be a matter of taste to choose between them 
(if one disregards the formal inelegances of NPT mentioned at 
the beginning of this paper). Now, mv vote for VGS is seriously 
motivated by some claims of linguists who are not fully satis­
fied with the handling of some problems in the framework of 
logic - including Montague's intensional logic. Many linguists 
state that semantic value gap is a real phenomenon in the use 
°f language — including truth value gaps of sentences as well.5 
furthermore, VGS is able to give a fine distinction of meaning 
standing very near both to the intuitive and to the linguistic 
use of meaning difference. Consider, e.g., the pair of form­
ulas :
(1) F(a,b) V ~F(a,b) (4) F{b,a) V ~F(bta)

According to classical logic, both formulas are tautologies, 
true in all "possible worlds", and hence, their meanings are 
n°t distinguishable. But what about the particular cases (5) 
°nd (6) of these formulas?
(5) John visits or does not visit the House of Parliament.
(6) The House of Parliament visits or does not visits John.

If you deny the synonymity of (5) and (6) then you rightly 
alm that logic must not judge (3) and (4) as synonymous 
r pure logical reasons. Now, VGS fulfils this demand: it 
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is possible that in some worlds the two-place predicate F is 
defined for the pair <a,h>but is undefined for the pair <b,a> 
and in such a case,'(3) is true but (4) is without a truth val­
ue. Hence, the meanings of (3) and (4) need not coincide on 
purely logical grounds. (Two extensional expressions are per 
definitiohem logically synonymous iff their 'extensions' coin­
cide in all possible worlds of every interpretation.)

Further examples: If 'raven' and 'black' are paflially de­
fined predicates, then the following sentences are not synon­
ymous :

Ravens are . k things).
Not-black things are not-ravens.

Under analogous assumptions, the following sentences (proved 
to be tautologies in classical logic) might be false and are 
not synonymous:

Every boy is either a student or not a student.
Every student is either a boy or not a boy.

THE INTUITIONISTS' SIN

According to Prof. Wessel, the third case in which neither 
"s is P" nor "s is not P" is true occurs when "it is impossible 
to state, whether s *-P or s -4P applies". Illustrations are Brou- 
werian sentences about the decimal development of the real num­
ber ir. Nobody knows, e.g., whether the decimal development of 
it involves a succession of zeros of IO10 length. Probably, but 
not surely, we never will know it. However, it is clear that 
this sort of example confuses a statementp with "it is (cur­
rently) unknown whether p".

Here we are touching on intui ionistic (or constructivist- 
ic ) mathematics. The intuitionistic calculus looks like a for­
mal system of logic. However, according to its original inter­
pretation (related to intuitionistic mathematics), it is real­
ly a formal theory of universally solvable (mathematical) pro­
blem patterns. As to its correct interpretation, the follow­
ing example might be instructive. As one may guess, it is not 
the case that if p is an arbitrary (mathematical) problem, then 
either it is solvable or else its solvability can be reduced 
ad absurdum; hence, "pV -i p" must not belong to the list of 
universally solvable problem patterns (in misleading formulat­
ion: it is not a theorem of "intuitionistic logic").6

In the light of these observations, Wessel's statement 
that "intuitionistic negation is a confusion of external and 
internal negation" does not seem to be well-founded. If p 
stands for a problem, the intuitionistic p" stands for the 
problem to show the unsolvability of p. (Or, if p means the 
provability of a statement, then / means the refutability 
of the same statement - another interpretation of the intult-
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ionistic calculus.) Intuitionistic "negation" is not a senten­
ce negation at all (neither external nor internal) in accor­
dance with the fact that intuitionistic "logic" is not a logic 
at all (in the proper sense of the word). (However, I do not 
want to state that the embedded use of ' in intuitionistic 
calculus is consistent.)

THE MAN WITH SO MANY HAIRS

As the fourth case of applying NPT, Prof. Wessel mentions 
vague predicates. He treats a case of the paradox of the heap 
re-worded here as follows:

(Pl) A man with 0 hairs is bald.
(P2) For all n: If a man with n hairs is bald, then a man 

with n+1 hairs is bald.
Consequently:

(P3) For all n, a man with n hairs is bald.
Now, he says, (Pl) is true, (P3) is false, hence, (P2) must 
be false, i.e.,

(P4) For some n, a man with n hairs is bald, but a man 
with n+1 hairs is not bald

must be true. But, he argues, this contradicts our intuition 
on the vague predicate 'bald'.

My first remark is that the inference from (Pl) and (P2) 
to (P3) is justified by no system of logic. The correct infer­
ence needs a third premise: the principle of mathematical ind­
uction which may be worded as follows:

(PO) If the number 0 has a property P, and if this property 
P is hereditary from each natural number to its succ­
essor, then every natural number has the property P. 
iS an accePted principle, is it not? Yes, it is ac- 

P cd (perhaps as an axiom) in the theory of natural numbers 
th the obvious restriction that the property P must be ex- 

pressible in the language of arithmetic. Clearly, the property 
b^?^1? inference above [Xn(a man with n hairs is

iu)J is hardly expressible in the language of arithmetic.7
* think the moral of this "paradox" is, Do not apply math- 

matical induction to vague predicates. I would like to in- 
m <^Se fche severity of this principle as follows: Do not apply 
mathematical induction to empirical predicates.

, . if the principle of mathematical induction is assumed to 
long to mathematics but not to the realm of pure general lo- 

y c, fuZZy predicates are harmless with respect to the relatiai 
logical consequence. No remedy is needed.
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PRESUPPOSITIONS

The fifth case of useful applications of NPT is, according 
to Prof. Wessel, a sentence involving the presupposition of 
another sentence. Wessel's example: "N. has stopped beating his 
wife." Its presupposition is "In the past, N. (always/sometimes 
/often) had beaten his wife". If this presupposition is false, 
then both the former sentence and its internal negation are 
not-true, that is, in Wessel's view, both are false.

Let us note that in this case, the presupposition can be 
included into the logical reconstruction of the sentence. Let 
p stand for "N. beates his wife", and let q stand for Wessel 3 
sentence. Then:

q = R^p) & ~P
where P*(p) is true at a moment t iff for some t', p is true 
in the interval [ t'(closed to left and open to right).
And the "inner negation" of q (i.e., "N. has not stopped 
beating his wife") will be

P*( p) & p.
(Of course, another reading of q is possible as well. But the 
formulation just given is sufficient to show that q is not an 
atomic sentence.)

Now, if the presupposition "p (p )" is false, then it may 
occur that both q and its "inner negation" are false. But, as 
we have seen, all this is expressible in the frames of a suit­
able tense logic without any contradiction.

However, there are cases in which the presupposition of a 
sentence cannot be formulated in the above way. Examples are 
the epistemic sentences of form 
(7) a knows that p.
In most epistemic theories, it is assumed that the presuppos­
ition of (7) is the sentence p. This can be expressed by the 
meaning postulates
(8) (a knows that p)a p,
(9) -(a knows that p) = p.
Here the antecedent of (9) is assumed to be the inner negation 
of the antecedent of (8), i. e., it is to be spelled as a 
does not know that p".

Now, in classical logic, the following inference pattern 
is sound:
(10) M => p, -A o p ) | p.
Then, accepting all meaning postulates of forms (8) and <9) 
compels us to accept all sentences whatsoever.

To avoid this paradox, K. Wuttich abandons classical logic 
as the logical frame of his epistemic theory (sec his paper in 
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this volume). Instead, he chooses a somewhat complicated 
"axiomatic" version of NPT. Let us see how this problem is 
solvable in VGS in a natural way.

Accepting (8) and (9), both sentences (11) and (12) imply 
the truth of p : .
(11) a knows that p
(12) a does not know that p.

Permitting semantic value gaps, the paradox consequences of 
our meaning postulates (8) and (9) are avoidable by the follow­
ing third meaning postulate:
(13) if p is not true (i.e., if p is false or without a 

truth value) then "a knows that p" is without a truth 
value.

Then, by the hereditariness of semantic value gapj, we have: 
(14) If p is not true then "a does not know that p" is 

without a truth value.

if P is n°t true, then both (8) and (9) are 
cent th 3 trUth value‘ What does it mean, then, in VGS to ac- 
as aZu^T tS Postulates? It means to accept them - ret
open th^ f°"es' but OnlY " as fal™ ones (leaving 
out a trnthSS1 that S°me °f their instances may be with-

t a truth value). Introducing the definition
VER(p) ~NON(p),

we can somewhat strenghten them:
(8') (a knows that p) p VER(p)
(9') ~(a knows that p) = VER(p).

What about the classical inference pattern (10)? It remains 
sound in VGS in a weakened sense: if both premises are true, 
the conclusion cannot be false (although it can be without a 
truth value). Thus, we have shown that the general acceptance 

non"falsity of (8) and (9) [or even of (8') and (9')] in 
does not lead to a paradoxical consequence. Furthermore, we 

oan express the external negation of (11) and (12) by our ope­
rator 'NON'. Of course, neither "NON(ll)" nor "N0N(12)" imp-

SUMMARY

. 1 can summarize my impressions about NPT as follows. Non-
raditional predication theory offers an ad hoo solution of 
erne logical problems unsolvable in classical first-order lo­

gic. But its remedy seems to treat only the symptoms. I think 
he right treatment of such puzzles must begin with a deeper

v"?> sis Of the Problem (both at syntactic and at semantic le- 
®1), and the solution is to be searched in a suitable enlarg­

ement of classical logic (tensed intensional logic, value gap 
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semantics etc. ) rather than in a contrived system deviating 
from classical logic. (This also applies to the problem of 
change formulated very roughly by the dialetheists and also 
solved very roughly by Wessel.) At least, I think, this is 
the way we should proceed.

NOTES

1 NPT originates from A. A. Zinov’ev, see, e.g., [9] and [10]. A 
more exact version of the theory is due to H. Wessel; cf. [5] and [T].

2 Strictly speaking, this is not quite so. Zinov’ev combines »-i • 
with quantifiers as well, differentiating, e.g., ''(nVx)^ and "~(Va:)A ; 
and Wessel follows him, although in [7 ] he only mentions this possibility. 
Furthermore, K. Wuttich applies ’ to sentences of form "a knows that p', 
in contrast to the fact that the predicate ’knows’ is not a primitive one 
in his system (but introduced by definition).

Some natural language expressions may yield new sources of semantic 
value gaps. E. g., we can assume that a sentence of form "a knows that p 
is without a truth value whenever the sentence p is not true (i.e., false, 
or without a truth value). Cf. the section ’PRESUPPOSITIONS’ of this paper.

11 However, Prof. Wessel rightly states that in my modal systems pres­
ented in [U], unstatable sentences cannot be refuted. In this book, I fol­
lowed literally Prior's intention according to which even modal operators 
transmit truth value gap. Let me note that although this book appeared in 
1981 its manuscript was finished already in 1977. Not later than 1979 I 
faced the fact that semantic value gaps are not hereditary via intensional 
contexts. Then I have constructed a new modal semantics with value gaps in 
which modal operators do not transmit truth value gaps. If "Op* stands 
for "it is possible that p", then Prior's original possibility is express-
ible by (po p) & Op
which shows that Prior’s possibility is somewhat stronger than (and is ex­
pressible by) the one not transmitting truth value gap. Due (partly) to 
difficulties in publishing, most of my results remained intra muroa in our 
Department. (Some Hungarian publications now are in print.)

Concerning 'NON', I mentioned it in some Hungarian publications 19t>5. 
Of course, its introduction needs no logical talent: whenever you meet.the 
problem, the solution is obvious. What was a problem for me was whether 
'NON' is definable by means of the primitives of (my system of) intension- 
al logic. The answer turned out to be NO.

I am in the comfortable position of being able to refer to the first 
pages of the nice paper of Sebastian Lobner in this volume. Concerning sem­
antic value gaps, his standpoint is nearly the same us that of mine.

$ Of course, this Interpretation is not my Invention. See, e.g., 
Kolmogorov (2). Kurt Godel construes the intuitionistic calculus as a 
(fragment of a) system of provability (Beweisbarkeit), cf. 111.

7 I must add: or in the language of any branch of mathematics, for 
as it is known, the principle of mathematical induction is sometimes used, 
e.g., in geometry. For example, one finds in textbooks the proof by ind­
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uction on n" of the theorem that the sum of the inner angles of a poligon 
with n edges (n > 2) is (n-2)*n. Of course, this proof belongs to a com­
bined system of geometry and arithmetic.
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