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PREFACE

COMNET 77 is the first international symposium in Central Europe 
dealing with teleprocessing and computer networks under sponsor­
ship of IFIP TC-6. The John von Neumann Society for Computing Sci­
ences organizes in its already traditional series of conferences Com- 
putertechniques taking place every year since 1968, the Symposium 
COMNET 77 dealing this time with an outstanding topic data com­
munication.
The themes of the Symposium comprise the fields regarding design, 
implementation and use of networks realized by interconnecting com­
puters. As the principles of the packet switched networks have been 
based on the experiences of multi-access timesharing systems and of 
teleprocessing, and have been developed further from them, therefore 
also an overview about these fields is necessary to make the entire pic­
ture complete.

The aims of the Symposium are: presentation of results achieved in the 
field of teleprocessing till now, discussion of questions relating to des­
ign and development of national and/or international networks about 
to be realized.

The papers delivered by the members of the IFIP TC—6 (Data Commu­
nication) Committee give a unique feature to the Symposium. All the 
-  more than fifty — lectures comprise results of work and experiment­
ations relating to problems of packet switching, flaw control, control 
languages of networks, protocols, development of networks and tele­
processing systems and use of several known networks.

-  9 -



In connection with the last item, among others, an expounding of 
CYCLADES, EIN, IIASA-net, TRANSPAC, ALOHANET and DATAPAC 
networks will take place.

Papers have been classed in the three following groups:

— papers of tutorial character giving a detailed explanation of each 
subject,

— comprehensive, survey type contributions, expounding a given system, 
experiences gained from it,

— papers demonstrating results relating to some narrower field will be 
classed in a special category.

The two volumes of the proceedings contain practically all papers to be 
delivered during the conference. In the case of several papers that 
arrived after the deadline for papers, only the abstracts have been 
published. ^
The sequence of papers seen in the proceedings has been determined 
only by typographical reasons. Their quick finding, however, is facilitated 
by an alphabetic list containing every author.

The IFIP TC—6 Committee assumed the sponsorship in the organization 
of the Symposium. We must not fail to acknowledge here the services 
of Mr. Pouzin, L. chairman of the Committee and Mr. D. W. Davies who 
have to be especially mentioned for sparing na pains in contributing 
to prepare COMNET 77.
The enormous work done by the international program and preparation 
committee cannot be appreciated without which the organization of 
COMNET 77 would have been Impossible.

In the end, acknowledgements are due to the authors that have contri­
buted to the edition of the proceedings in a high-level and convenient 
form. The publication of the proceedings is a result of the ardous work 
done by Messrs. L. Ivanyos, B. Tóth and Gy. Vágner in the course of 
editing.

September 1977

T ibor Szentiványi  
C ha irm an , S ection  o f C om pu te r  

Techn iques

John von N eu m a n n  Society

10



COWENT

Abramson, N. (USA)
Satellite based computer networks for development....................... *

Arató, A. -  Sarkadi-Nagy, I. — Telbisz, F. (H)
A local network for the support of software development . . . 227

Bakonyi, P. -  Csaba, L. - Ercsényi, A. -  Kocsis, J. (H)
Concept for the computer network of the Hungarian Academy 
of Sciences............................................................... ......................  *

Barber, D. (UK)
An overview of the European informatics N etw ork.......................131

Barber, D. (UK) <
Networks in Western Europe . . . .̂............................... 107

Barber, D. (UK)
IFIP WG 6.1 International Network Working Group . . 255

Bazewkz, M. -  Mika, T. (P)
Some problems of computer network of Polish Scientific centres . . 285

Boyarchenkov -  Kalinichenko (SU)
Architectures and protocofs of experimental information networks * 

Butrimenko, A. (A)
Computer networking-Economic aspects . . . . . . . . . .  *

Butrimenko, A. (A)
HASA netw ork........................................................................ ....  . *

Csaba, L.
see Bakonyi, P.

Danthine, A. (B)
Petri nets for protocol modelling and verification . . . . . . .  *

Darvas, P. -  Lábadi, A. (H)
Experiments in datagram service......................................... ■. . . *

Davies, D. (UK)
Flow control and congestion control.............................................  17

Duenki, A.
See Schicker, P.

-  11 -

I



Ercsényi, A.
See Bakonyi. P.

Fábián, B. — Margitics, I. (H)
Some optimized aspects in packet-switching networks with bit ori­
ented transmission algorithm...........................................................  *

Farber, G. (FRG)
Process control with computer network..........................................  *

Fogarassy, K
See Unger, P.

Földvári, I. — Mink, L. — Rajki, P. (H)
Intelligent concentrator in the Honeywell multifunctional terminal 
network .........................................................................................  *

Gien, M. (F)
Network interconnection and protocol conversion.......................... 39

GogI, H. (A)
SNA—Systems Network Architecture..................................................  *

Harangozá, J. (H)
Formal approaches for designing protocols.....................................  195

Hoványi, K. (H)
Three years experiences in using a teletype terminal..................... 359

Kalinichenko
See Boyarchenkov

Kocsis, J.
See Bakonyi, P.

Kovaláczy, É. — Nagygyörgy, I. — Sugár, P. — Timár, Gy. — Újvári, Z. (H)
VT 55000 communication control device.................................. . *

Kovács, Gy. -  Németi, T. (H)
Measurement devices of a terminal system for time-sharing com­
puter at SZKI and devices for optimization of its running . . . .  *

Kovács, O.
See Unger, P.

Köves, M. -  Rét, A. -  Svéd, J. (H)
Computer networks, distributed intelligence, centralized processing *

Lábadi, A.
See Darvas, P.

-  12 -



Le Mali, (j. (I)
Implementing the software for Italian SC’s of ElM network

Lugosi, K. -  Moletz, N. (H)
A teleprocessing system consisting of several VT 1010/VT 1012 com­
puters ...............................................................................................  *

Margitics, I.
See Fábián, B.

Mika, T.
See Bazewicz, M.

Mink, L
See Földvári, I.

Moletz, N.
See Lugosi, K.

Molisz, W. (P)
Optimization of dynamic multi-commodity flows in computer net­
works ................................................................................................329

Nagy, I. (H)
See Arató, A.

Nagygyörgy, I. (H)
See Kovalóczy, É.

Németh, J. (H)
Operating systems for network of co m p u te rs ................................  *

Németi, T.
See Kovács, Gy.

Nobik, L (H) *■
Pecularlties of modem transmission in running remote data stations *

Pawlikowski, K. (P)
Access to common channel in a packet switching system . . . .  345

Platet, F. (F)
TRANSPAC — a public network packet data transmission . . . .  153

Poriiek, R. (CS)
A functional approach to the control of communication in com­
puter networks........................... ....  ......................................... ....  *

Pouzin, L. (F)
An introduction to data networks

-  13

97



Poulin, L. (F)
CIGALE, the packet switching machine of the CYCLADES computer
network ............................................................................................  171
(Reprint w ith  the k ind  perm ission ot IFIP)

Poulin, L. (F)
Network design philosophies........................................................... 263
(Reprint w ith  the k ind permission o i (iNFOTECH LTD)

Poulin, L, (F)
Network architecture and com ponents...................................  59

Puzman, J. (CS)
The design of data transmission systems in the Czechoslovak con­
ditions ................................................................................................ 313

Rajki, P.
See Földvári, I.

Rét, A.
See Köves, N.

Rutkowski, D. (P)
Relay routing strategy in a computer communication system . „ . 297

Sarbinowski (FRG)
Technical and organizational aspects of computer network dev­
elopments in the F R G ........................................................................ *

Sarkadi-Nagy
See Arató, A.

Schicker, P. -  Duenki, A. (CH)
NETWORK and UNIFORM job control languages.................................. 239

Schroder, J. (FRG)
The organization of mechanisms for computer network adiminist- 
r a t i o n ......................   *

Sebestyén, J. (H)
Editing program for structured dialogue............................................... *

Seidler, J. (P)
Optimization of routing rules...........................................................  *

Seidler, J. (P) '
Remote multiaccess ,,on the way" ..................................................  *

Sugár, P.
See Kovalóczy, É.

-  14 -



Svéd, J.
See Köves, N.

Szentiványi, T. (H)
Data communications in Central Europe — goals, achievements 
and problem s..................................................................................*

Tarnay, K. (H)
The measurement of computer networks.........................................213

Telbisz, F.
See Arató, A.

Timor, Cy.
See Kovaloczy, É.

Twyver, D. (Can)
Design and use of the DATAPAC network....................................  *

Twyver, D. (Can)
X-25 and the DATAPAC experience.............................................. *

Újvári, 1.
See Kovaloczy, É.

Urrger, P. -  Kovács, Ö. -  Fogarassy, K. (H)
Substitution of a Honeywell system data terminal with a Hunga­
rian-made device.............................................................................  *

Papers marked with * appear in the second volume





PLOW CONTROL AND CONC5ESTION .'CONTROL 

Donald W Davies

National Physical Laboratory of the United Kingdom

Abstract

Three schemes for flow control a re  compared. The e ffec t of congestion 

on the transit delay and flow capacity  of a network i s  discussed and 

control of congestion by means of entry  perm its ( isa rith m ic  con tro l) i s  

described. The possible lo<dc—up mechanisms a re  described and the 

method to prevent them by bu ffe r c la sse s . I t  i s  p o stu la ted  th a t 

congestion and lock-up are re la te d . Rules a re  s ta te d  'vdiidi have been 

foimd to prevent congestion. M ulti-level networks need spec ia l 

measures.
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1. PLOW CONTROL ANL CONGESTION CONTROL

The concepts of flow contro l and congestion control must be 

d is tin g u i shed.

Congestion in  a  network i s  a s ta te  produced by heavy t r a f f i c  in  which 

the various flows a re  in te r fe r in g  with each o ther. The re su lt  of 

congestion i s  th a t t r a f f i c  flows váiich, by themselves, would be able to 

pass f re e ly  th ro u ^  the network are  delayed or prevented by the general 

overload.

In  order to  give the 'concept of flow contro l a  d e f in ite  meaning we shall 

r e s t r i c t  i t  to  a s i n ^ e  "communication pa th” th ro u ^  the network.

Nearly a l l  communication concerns two communicating p a r tie s  vdiich may be J 

u ser te rm inals, software e n t i t ie s  w ith in  a computer o r in te l l ig e n t  

te rm inals. For the  purpose of communication these e n t i t ie s  are  linked 

e ith e r  conceptually  or by actua l hardware. Jfoving from *hard” to  ”so ft” \ 

the  l in k  may consist of

(1) a c ircn iit such as a leased  l in e  or a c a ll  in  a c irc u i t  

switched network.

( 2 ) a  v i r tu a l  c a ll  o r permanent v ir tu a l  c ir c u i t .

( 3 ) a  " l ia is o n ” between trem sport s ta tio n s  in  a datagram network.

Ihe absence of flow contro l i s  illx is tra te d  by a ty p ica l connection from 

a computer to  a te le ty p e . The computer sends characters a t a  ra te  whichJ 

i t  b e lieves the te le ty p e  can absorb, allowing a small delay or in se rtin g ] 

dummy charact'’ers to  accommodate the carriage  re tu rn . Suppose now that 

in  the  course of p r in tin g  a tab le  of f ig u res  the operator a t the 

te le ty p e  wishes to  h a lt  the flow momentarily to  ad just the paper. In 

some systems, any ac tion  a t  the te le ty p e  end vdiich causes i t  to  stop 

rece iv in g  characte rs means th a t  the characters s t i l l  being sent by the 

computer are  l o s t .

On the  o ther hand consider a  system in  which characters are  held in  

bu ffe rs  u n t i l  the  next b u ffe r in  the path  i s  ready to  receive  them.

Then i f  the  te le ty p e  ceases to  accept characters the bu ffe rs f i l l  up 

successively  back along the path ( l ik e  cars in  a  road network) u n til  the]

18



I

sender is  stopped. When the rece iv e r re le ases  the flow i t  w ill 

continue with no consequent e rro r.

The essence of flow contro l i s  th a t the re ce iv e r of da ta  has a means of 

shutting down the source. This i s  a kind of negative feedback, and i t  

functions best i f  the * th ro ttlin g *  ac ts  quickly across the  .en tire  

network.

The analogy with road t r a f f i c  i s  usefu l when we consider congestion. 

Any shared resource may be sub ject to  overload. Public communication 

networks are economic because the users share the l in e s  and sw itches, 

which they do not a l l  need á t  the same tim e. When the  t r a f f i c  goes 

beyond i t s  capacity the network overloads and t r a f f i c  i s  delayed or 

prevented. Congestion contro l cannot prevent th is  but i t  can ensure 

that under overload

(1) the availab le  capacity  shared equitably  among the u se rs .

(2 ) the availab le  capacity  i s  f u l ly  used..

I t  is  d if f ic u lt  to  make the f i r s t  condition p rec ise  in  da ta  networks 

vdiere t r a f f ic  of so many d if fe re n t kinds i s  c a rried  but p ra c tic a l  

networks demonstrate th a t no user need be e n tire ly  deprived of se rv ice  

and that, by careful design, low -ra te , f a s t—response users can s t i l l  

operate when users req u irin g  heavy flows have to  be r e s t r ic te d .

Concerning the second condition, we must guard against the  occupation of 

useful t r a f f ic  capacity  by the flow contro l measures themselves and, 

most in^jortantly, against the kind of congestion idiich reduces the  to ta l  

useful capacity of the network — the kind of th in g  we a re  fa m ilia r  with 

in snarled up road t r a f f i c .

2. PLOW CONTROL

In store and forward systems the  da ta  i s  c a rried  in  blocks vdiich may be 

bytes, frames, packets o r messages. The t ra n s fe r  o f the blocks from one* 

part of the system to  another i s  governed by datar-link pro toco ls vdiich 

can administer flow -control, erro3>-control, and sequence-contro l. The 

location of these ”d a ta - lin k s” in  a system can be chosen in  many 

different ways.

19



Figure 1 rep resen ts a  path th ro ii^  a network between two communicating 

e n t i t ie s  X and Y. I t  involves two "customer-network" in te rfa ce s  X — a 

and Y — d and a number of lin k s  vdiich are in te rn a l to  the network, 

shown as a — b — c — d.

We can begin by th ink ing  of each of these lin k s  as separately  being 

provided with flow co n tro lÍ a s i tu a tio n  vdiich i s  found in  the v ir tu a l  

c ir c u i ts  of the French Transpac network. Now i f  the flow of t r a f f i c  

from X -  Y i s  h a lted  a t  i t s  d e s tin a tio n  a t le a s t  one buffer w ill f i l l  a t 

d with a data  u n it unable to  be sent to  Y, re su ltin g  in  the flow contro l 

mechanism c — d h a lt in g  the data  u n it a t  c and so fo rth  u n t i l  bu ffers 

are f i l l e d  along the vdiole pa th . Ihe in te rn a l design of the network 

determines how mai^ b u ffe rs are  f i l l e d  and, speaking from experience, 

the designer may f in d  by an experiment such as we have described (in  

which the flow a t  Y i s  stopped) th a t  he has much more data  held  up in  

the network than he expected. I liis  i s  not a  good fea tu re  in  data 

networks. I f  the re ce iv e r of the data  a t Y has h a lted  i t  to  make a 

change to  the process being carried  out a t  X the change may come much 

l a t e r  in  the stream than he expected. To avoid this,« in  almost a l l  

communication s i tu a tio n s  between in te l l ig e n t  devices an add itional 

protocol i s  in troduced between the ends, and "end—to—end" protocol which 

then l im its  the  number of lu iits  (genera lly  packets) in  t r a n s i t .

In  many v ir tu a l  c ir c u i t  networks the stepwby—step  flow contro l w ithin 

the network i s  replaced by end—to—end con tro l, shown in  the second 

scheme of f ig u re  1, Tlie lin k s  a — b — c — d are  replaced by a protocol 

operating  a  -  d . This may allow the  packets to  trav e l with adaptive 

rou ting . The pro toco l re s to re s  the sequence, co rrec ts  e rro rs  and 

app lies flow contro l so th a t  the  niimber of , packets in  f l i ^ t  th ro u ^  the 

network i s  jiis t about r i ^ t  to  " f i l l  the  p ipe". I f  only one packet was 

allowed to  leave the source u n t i l  an acknowledgement had been received 

from the d e s tin a tio n  i t  would g re a tly  reduce the flow. I f  the number of 

packets allowed in  f l i ^ t  (the  "window" in  ty p ica l p ro toco ls) i s  

increased , beyond a  c e r ta in  l im it  the flow does not increase . This is  

co llo q \d a lly  known as " f i l l i n g  the  p ipe" . The operation  of a  "window 

mechanism" from end-to-end of the  network gives a much b e tte r  negative 

feedback than having many l in k  p ro toco ls in  tandem. The aim should be

20
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In  a v ir tu a l  c ir c u i t  network of th is  kind, flow control i s  completed by 

a p rotocol across each customer in te rfa c e . The communicating e n t i t ie s  

X and Y may nevertheless have to  provide th e i r  own end—to—end pro toco l, 

fo r  example when they need to  carry  messages la rg e r  than the packet.

The th ird  scheme showed in  f ig u re  1 r e l ie s  much more heavily  on th is  

end—to—end protocol which, i t  seems, the  m ajority  of in te l l ig e n t  

communicating devices req u ire . Acknowledgements pass back from Y to X 

and the  ”lin k  contro l procedure” l im its  the number of packets in  

t r a n s i t .
*

Because each p a rt of a network i s  handling t r a f f i c  fo r  many d iffe re n t 

flows the en try  o f packets in to  the  network has to  be con tro lled  and 

th is  i s  the function  of the ad d itio n a l flow protocol shown over the lin k  

X — a . The corresponding l in k  a t the d es tin a tio n  end i s  necessary vdien 

Y i s  a source of da ta  but i t s  function  i s  le s s  c le a r fo r  Y as 

d e s tin a tio n . I t  ensures th a t the in a b i l i ty  of Y to  receive  packets 

r e s u l ts  in  a,queue of undeliverab le  packets a t  d and the number of these 

should b e 'lim ite d  by the  end—to—end p ro toco l.

The second and th ird  schemes overcome the disadvantage of the f i r s t  

scheme th a t  the to ta l  hold-up of packets in  the network may be la rg e . 

They have a corresponding disadvantage th a t when flow i s  stopped more 

packets may a rr iv e  a t  the  e x it node d than can e a s ily  be accommodated.

In  extreme cases i t  may be necessary to d iscard  packets a t d and these 

are  then re tran sm itted  by the  appropria te  l in k  procedure. In  case 2 

th is  i s  under the  contro l of the network and fo r  th is  reason i t  i s  

favoured by pub lic  communication a u th o r i t ie s .  They fe a r  th a t the use of 

an end-to-end procedure ou tside  the  network as in  case 3 may r e s u l t  in  

d iscard ing  many packets a t  d i f  the users procedure i s  fa u lty .

Supposing X to  be a computer engaged in  conversation with many other 

term inals then the  l in k  X — a c a rr ie s  many flow s. A sin g le  flow control 

procedure over th is  l in k  would not be su f f ic ie n t because i f  any of the 

flows were stopped i t  would stop a l l  the  o th e rs . For th is  reason in  a 

customer in te rfa c e  l ik e  X25 a flow -control procedure i s  set-up fo r  each

to  have ju s t  s u f f i c ie n t  p ack e ts  i n  f l i g h t  to  ach ieve th e  re q u ire d  flow .
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of the "log ica l chajinels" váiich i s  operating . In the  X25 in te rfa c e  

there i s  also a "data  l in k  procedure" operating  over the l in k  as a 

vdiole fo r  the purpose of e rro r con tro l.

3. THE EFFECT OP NETWORK CONGESTION

Our understanding of congestion and i t s  prevention i s  la rg e ly  derived 

from sim ulation experiments. Operating networks do not lend themselves 

to the experiments with d if fe re n t procedures and p r io r i ty  schemes th a t 

we need to  carry  ou t. The behaviour of networks has been found to  

depend on d e ta i ls  of the procedtires operating  over each l in k  and a t 

each switching point there fo re  a  la rg e  number of experiments has been 

needed to  gain some understanding. The model employed in  our work was 

a detailed  one, down to  the ind iv idual demands on the operating  systan  

ot the nodal oonputers. Models a t th is  degree of d e ta i l  are beyond the 

reach of an a ly tic  queuing theory methods.

Figure 2 shows the re su l t  obtaihed fo r  the  mean t r a n s i t  time of a packet 

as a function of network t r a f f i c ,  fo r  uncongested conditions only. I t  

is  typical of systems with many queues in  tandem th a t th e i r  behaviour i s  

like that of a s in g le  queuing system.

The r i ^ t —hand p a rt of f ig u re  2 shows a d if fe re n t method of exploring 

the behaviour of th e  complete model network in  which the to ta l  of 

packets in  the system i s  p lo tte d  against the lev e l of t r a f f i c .  In  both 

cases, the t r a f f i c  applied  was not uniform. The assumed t r a f f i c  m atrix 

was m ultiplied by a fa c to r  in  order to produce a  v a riab le  to ta l  t r a f f i c .  

In order to  p lo t the second curve,/ the  to ta l  of packets in  the system 

was held constant by allowing a  s in g le  packet to  en te r vhenever one was 

delivered to  i t s  d e s tin a tio n . The sou rce-destina tion  p a ir  fo r  an 

entering packet was determined by the same random process th a t  was used 

for the o ther sim ulations but the volume of t r a f f i c  (the  t r a f f i c  matrix 

m ultiplier) was now determined by the system i t s e l f .

(hirve 2 represen ts the behaviour of a system vrtiich i s  badly designed fo r  

congestion con tro l. As the number of packets in  the system increases 

the flow eventually  decreases. Thou^ users demands reduce when the 

delay increases, the e ffec t of the congestion shown in  curve 2 would
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probably be to  f i l l  th e  network and stop flow e n tire ly .

This behavioiar i s  ty p ica l of road t r a f f i c .  I f  ’V ehicles per m ile” i s  

p lo tte d  against "veh icles pér hour” a s im ila r c h a ra c te r is tic  i s  

obtained. The same flow along a road can be carried  a t  one po in t by 

f re e ly  flow ing, f a s t  t r a f f i c  and a t  another po in t by a  slowly moving 

queue, “nie aim o f , good network design i s  to  obtain  the shape of curve 3i 

but even with th is  c h a ra c te r is tic  th e re  i s  not much to  be gained by 

pushing fgir in to  sa tu ra tio n  with in creas ing  delays a t  no great gain in  

th ro u ^ p u t.  A good network design w ill re je c t  incoming t r a f f i c  so th a t 

delay and hold-up i s  lim ited .

When the congestion of curve 2 was f i r s t  observed i t  was th o u ^ t  to be 

due to  the  f i l l i n g  of av a ilab le  bu ffe r space in  sw itching nodes. I t  

would have been understandable th a t ,  with fu l l  queues neeirly everyvdiere, 

the opportunity  fo r  packets to  move would be r e s t r ic te d .  When the to ta l  

number of packets in  the syst«n was examined i t  was found th a t  the 

a v e r s e  queue occupancy was not la rg e . 'Hie re a l causes of the congestion 

w ill be discussed l a t e r .

4* ISAKITHMIC PLOW CONTROL

Ttie congestion c h a ra c te r is tic  of curve 2 suggested th a t congestion coiild 

be con tro lled  by holding the to ta l  content of the network below the 

c r i t i c a l  value shown as X in  the figure."" This would prevent t r a f f i c  from 

en te ring  i f  the packets as yet undelivered exceeded a c e r ta in  f ig u re . I t  

would fim ction  in  r e la t io n  to  the vdiole network ra th e r  in  the way th a t 

flow contro l functions fo r  a s in g le  path . Control over the to ta l  number 

of packets in  the system was given the  name " isa rith m ic” from the greek 

words meaning "constant number".

Even i f  isa rith m ic  contro l could be achieved th ere  m i^ t  be doubts about 

the e ffec tiv en ess , since i t  only contro ls the to ta l  number of packets and 

not th e i r  d is tr ib u t io n . But sim ulation e3q)eriments showed th a t ,  with 

h i ^  p ro b a b ility , congestion was indeed prevented i f  the to ta l  number of 

packets was held w ithin l im i ts ,  l l i is  m i^ t  be expected fo r  a w ell- 

connected network but a network co n sis tin g  of two p a rts  with a  " b o t t l e  

neck” between m i^ t  be d if fe re n t.
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Tile method proposed to  contro l the munber of packets was to  in troduce 

into the network a fixed  number of ’̂ permits” and to  allow  the  packet to  

enter the network only i f  i t  could acqxdre a perm it. I t  was necessary 

to decide how to re d is tr ib u te  the perm its from packets vdiich had 

arrived at th e ir  d e stin a tio n . A number of d if fe re n t schemes were t r ie d  

but the simple one in  vdiich siny f re e  permit was sen t a t  random to  a 

nei^bouring node was found to  be as good as any.

If the flow in  the network i s  reasonably balanced -  the  flow 

originating a t each node ro u ^ ly  equals th a t destined  fo r  the  node 

the red istribu tion  of perm its would be minimal. In  p ra c tic e  some 

redistribution would be needed because a concentration  of computer 

bureau would tend to  be the source of more packets than i t  was the 

destination.

Permits in tra n s it  between nodes do not need to  be ca rr ied  in  ind iv idual 

packets. By equipping a da ta  packet with a small f i e ld  in  i t s  header 

which specifies th a t i t  c a rr ie s  a number of f re e  perm its, most permit 

traffic  can be accommodated and vdien no da ta  padcets are  flowing there  

are usually adm inistrative packets vdiich would serve,s o r as a la s t  

resort sp e c if  packets could be sent to carry  the  perm it flow.

A refinement of the permit re d is tr ib u tio n  scheme proved to  be u se fu l.

Ibis was to allow a ce r ta in  number of perm its to  come to  r e s t  a t  each 

node and to be availab le  immediately fo r  source t r a f f i c  a t  th a t  node.

Ihis **permit queue” has a f i n i t e  length  and any packets a r r iv in g  beyond 

that length would become migrant perm its u n t i l  they a re  e ith e r  found a 

data packet vdiich needed them or a permit queue with space in  which they 

oould rest.

To tune th is "perniit queue” mechanism, sim ulations were made with 

varying queue sizes . The number of perm its used in  the model was f iv e  

for each of the s ix te e n  nodes in  the network. F igure 3 shows how the 

admission delay varied with the maximum s iz e  of perm it queue. Permit 

queues should be of su ff ic ie n t s iz e  to  accommodate h a lf  o f the  to ta l  

content of permits in  the network.
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The re s iilts  of sim tilating isaxithm ic flow control can be summaxized as 

fo llow s. The method i s  sa tis fac to ry #  R ed is tribu tion  of permits 

p resen ts no problem. For any flow up to  approximately QCfji of sa tu ra tio n  

the time spent w aiting  fo r  a permit i s  very sm all.

Hiere i s  a  p ra c tic a l d i f f ic u l ty  which‘might in h ib i t  the  use of 

isa rith m ic  congestion co n tro l. A maximum number of packets in  the 

system i s  se t by loading a number of perm its ^dien the network i s  set-up# 

Any m alfunction vdiich destroyed or crea ted  perm its could not be stopped 

(juickly enou^ to  prevent the co llapse  or overload of the network.

There were proposals to  provide an automatic contro l of the to ta l  

number of perm its in  the system but these were not pursued because, a t 

the tim e, the  need fo r  th is  isa rith m ic  system was doubted#

The reason fo r  beginning the in v es tig a tio n  of isa rith m ic  contro l was’ the 

b e lie f  th a t a c h a ra c te r is tic  such as curve 2 of f ig u re  2 was eui inherent 

p roperty  of packet—switched networks# I t  l a t e r  became c le a r  th a t 

c h a ra c te r is tic s  l ik e  curve 3 could be achieved by a tte n tio n  to  the 

d e ta i ls  of network design and fo r  these networks, isa rith m ic  contro l was 

unnecessary.

For any l in k  wiAhin a  network in  which the to ted  number of packets i s  

co n tro lled , fo r  exaii5)le by a  window mechanism, th ere  i s  a  kind of loca l 

isa rith m ic  congestion control# Whether th is  w ill be e ffec tiv e  depends 

on how many such pro toco ls a re  in  operation  a t one time and whether the 

number of packets thus admitted in  the maximum case exceeds the lev e l 

a t \idiich congestion .begins# For the type of network which gave 

congestion s im ila r to curve 2 th is  number was sm all, ty p if ie d  by the 

f iv e  packets per node used in  the  isa rith m ic  study. For a v ir tu a l  c a ll 

system of the  order of one thousand term inals per node the number of 

c a l ls  in  operation  a t  the  peak hour would probably cause congestion 

ir re s p e c tiv e  of any window mechanisms. The key to  prevention of 

congestion l i e s  elsevdiere.

5# STORE AND FORWARD LOCK-UP

The type of congestion represented  in  f ig u re  2 occurred a t  much lower 

packet contents than s iz es  of queues in  the  networks led  us to  expect#
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FIGURE. 3  Admission iSArithrnic Control
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We th e re fo re  stopped our sim ulation runs in  congested conditions and 

examined the s ta te  of a l l  the  queues. This ind ica ted  th a t the 

congested network was very c lose  to  c e r ta in  ^locked—up” s ta te s  vdiich had 

been observed in  the  ARPA network and vdiich w ill now be explained.

F igure 4a shows the  sim plest case. In  these  f ig u res  empty buffe rs are  

shown by empty c ir c le s  and bu ffe rs  ocííupied by packets are  shown by 

c irc le s  w ith crosses in  them. The d irec tio n  of intended movement of 

each packet i s  shown by an arrow.

In  f ig u re  4a each of the  two nodes A and B has a  packet destined fo r  the 

o th e r . I f  a l l  the  b u ffe rs  in  these nodes are f i l l e d  with packets 

destined  to  the  o th er, none can move. This lock—up can be avoided by 

rese rv in g  in  each of these  nodes a t  le a s t  one bu ffe r fo r  rece iv ing  a 

packet from the o th e r . We expect th is  packet to  f in d  a f re e  e x it from 

the p a ir .

In  the  case of f ig u re  4l3» a cycle A B C D e x is ts  in  vdiich each node has 

packets in  i t s  bu ffe rs  destined  fo r  the  next one in  the cycle . Packets 

coming in to  the cycle cannot f in d  any space and packets in  the cycle 

cannot move. I t  i s  more d i f f ic u l t  in  th is  case to  provide buffer 

a llo c a tio n s  to  prevent lock-up. A mesh network has w ithin i t s  s tru c tu re  

cycles of varioiis « iz e s .

F igure 5 i l l u s t r a te s  th a t  congestion of th is  type does not occur when 

th e re  a re  no cycles. Ihe bottom nodes A and B a re  the d estin a tio n s  of 

a l l  packets, which move steady .down the  diagram from the top . Assume 

th a t a l l  b u ffe rs  a re  f u l l  i n i t i a l l y  but some of those above the 

confluence a re  destined  fo r  A and some fo r  B. Now i f  packets are  taken 

from both the d e s tin a tio n s , one by one, th e re  i s  always a possib le  

movement of packets to  b u ffe rs  lower in  the diagram which w ill f re e  one 

of the sources. Any " f a i r ” method of accep ting  packets tdiere they 

• converge w ill r e s u l t  in  g iv ing some p a r t  o f the capacity  to  each source. 

•Hie flow to A, i f  stopped, may stop the flow to  B but th is  i s  a 

d if fe re n t phenomenon, and i t  c le a rs  i f  A s ta r t s  to  accept packets.

/
“Hie "post mortem” in v es tig a tio n  of congestion showed th a t  congested 

s ta te s  were s im ila r  to  the  locked-up configura tions we have described.
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’ some cases the ”near lock-up” could remain fo r  a long time such as a 

second before dispersing. The simple lock—up of fig u re  4a had been 

avoided by buffer a llocation  and th a t of f ig u re  4b was not very l ik e ly  

in practice, so to ta l lock-up of any p a rt of the network was 

comparatively ra re . We formed the hypothesis th a t the  existence of 

these ”rsire” lock-up conditions showed i t s e l f  by a succession of near 

lock-up sta tes and th is  was the cause of congestion. Any scheme which 

would prevent lock-up, should, on th is  hypothesis prevent congestion.

6. SHOULD PACKETS BE DISCARDED

It io sometimes proposed th a t a network should atten^jt to  c le a r  a lock— 

^  or reduce local congestion by d iscard ing  packets* This i s  baised on 

the assumption that a user protocol (or a network end^to—end pro toco l) 

will detect the loss and re transm it. But the e ffec tiveness in  removing 

lock-ups and reducing congestion i s  doubtful.

In a datagram network the absence of flow contro l w ithin the network can 

cause a problem i f  packets cease to  be accepted a t  th e i r  d e s tin a tio n . 

Discarding may be necessary. Such an event i s  due to  a fa ilx ire  of the 

user’ s protocol. I f  the protocol i s  c o rrec tly  form ulated but the 

processoi^ f a i l ,  a t most a few packets w ill  a rr iv e  a t  a  closed 

destination and a timeout in  the l in k  protocol should dead with these .

If several communicating devices are  m ultiplexed to  form a s ing le  

subscriber to the network, the f a i lu r e  of one of those to  receive 

packets should not be allowed to  block the  o th ers . The m ultip lexer 

(private branch exchange or lo ca l network) must th ere fo re  accept a l l  

packets and discard those i t  cannot d e liv e r .

An incorrect or wrongly operating  protocol w ill be very ra re .  Schemes 

have been proposed to  shut o ff  the source i f  a  la rg e  proportion  of i t s  

packets are ^ d e liv e ra b le , but the  concensus of opinion i s  th a t such 

facilities are unnecessary.

Public network designers have adopted the v ir tu a l  c ir c u i t  method and one 

of the reaisons sta ted  fo r  th is  choice has been the  problem of the 

undeliverable datagram. They a re  p a r tic u la r ly  concerned not to  charge
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th e i r  subscribers fo r  packets th a t were discarded by the network — for 

whatever reason. In the author’ s opinion th is  i s  making too much of an 

uninqportant problem.

The v ir tu a l  c ir c u i t  p resen ts the same problem in  a  d iffe re n t way. Call 

request packets are  datagrams and can be undeliverab le . Public network 

a u th o r it ie s  intended not to  charge fo r  c a ll se t up, but X25 now allows 

the  c a l l  request to  carry  up to  16 bytes of user da ta  and the c a ll  clear 

packet to  carry  one by te . These packets must be charged fo r  or users 

w ill ob tain  fre e  communication capacity  by refused c a l ls .  VIhen a 

v i r tu a l  c ir c u i t  shares i t s  bu ffe rs  with o ther c ir c u i ts  there  are 

p o s s ib i l i t i e s  of congestion, as fo r  datagrams. Then i f  the user’ s 

protocol f a i l s  some v ir tu a l  c ir c u i t  networks can accept and charge for 

packets u n t i l  many in te rn a l b u ffe rs are  f u l l  and then d iscard  them when 

the  c a ll  i s  c leared  — l i t t l e  d if fe re n t from the  datagram network. In 

the pub lic  c irc id t—switched network nobody i s  concerned th a t the users 

may lo se  da ta  and pay fo r  se rv ice  when th e i r  own protocols f a i l .

The conclusion we reach i s  th a t  a  pub lic  network could, without 

d i f f ic u l ty ,  operate  both datagram and v ir tu a l  c irc u i t  f a c i l i t i e s  in  a 

way th a t  u sers would accep t. D iscarding packets i s  a l i t t l e  used safety 

mechanism, not a congestion contro l po licy  and i t  p enalises only those 

users who operate  a  fa u lty  p ro toco l. For a la rg e  p a rt of the short 

tran sac tio n  t r a f f i c  of a  fu tu re  network, datagrams woiild prove simpler 

and more economic to  operate  than v i r tu a l  c a l ls .

7 . LOCK-UP PREOTTION Bf HWER CLASSES

The avoidance of lock-up of the  sim plest kind, shown in  fig u re  4a, was 

achieved by in troducing  two c la sses  of bu ffe r in  the adjacent nodes. 

Packets coming in to  th is  system from the ou tside  could en ter buffers of 

c la ss  1 o f which th e re  was a r e s t r ic te d  number. Packets coming from the 

o th er node of the p a ir  have a h i ^ e r  p r io r i ty  and can use bu ffers of

c la sses  1 and 2. Only one b u ffe r in  each node need be of the reserved

c la s s ,^ i .e .  c la ss  2.

A sim ila r scheme could be applied  to  the  problem of lock-up in  figure 4b«

I f  i t  was th o u ^ t  th a t  packets m i^ t  v i s i t  each one of the fo u r nodes in]

1
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the  rin g , then four bu ffe r c lasses would be introduced. Packets coming 

from the  ou tside use only bu ffe r c la ss  1• Vftien they pass to  the next 

node in  the r in g  they use c la sses  1 or 2* Passing to  the th ird  node in  

the r in g  they could use c la sses  1, 2 o r 3* F in a lly , in  reaching the 

fou rth  node on th e i r  journey they  would have access to  any of the 

b u ffe r c la sses  in  these nodes.

Figure 5 suggests the  extension of th is  p r in c ip le  to  a  network with any 

topology. Lock—up i s  im possible in  a network with the form shown there  

because progress i s  always down the peige and no cycles can be found. 

Access to  bu ffe r c lasses i s  con tro lled  by the number of nodes a packet 

has v is i te d  op i t s  journey. The progression th ro u ^  buffers of d iffe re n t 

c la sses  then follow s a p a tte rn  l ik e  th a t  in  f ig u re  5* F igure 6 shows 

how th is  works out fo r  four nodes connected in  a  l in e .  Ihe packets are 

shown en te ring  and leav ing  d if fe re n t p o in ts  and sometimes sharing buffe r 

c lasses but the  re su lta n t "overla id  network" i s  s im ila r to  th a t  of 

f ig u re  5*

Note th a t  packets of c la ss  N are  not confined to  b iiffers of c lass N.

They may use b u ffe rs of c lass N or any in f e r io r  c lasses such as N-1,

N-2 e tc . The a v a i la b i l i ty  of the h i ^  lev e l b u ffe rs i s  to  avoid 

c o n f lic t.  I t  i s  a lso  tru e  th a t  the lo g ica l avoidance of lock-up i s  

achieved even i f  each bu ffe r c la ss  in  each node can accommodate only one 

packet. Buffers of any c la ss  can be attached to  any output queue. Ihe 

number of b u ffe rs reqtiired in  each node, w ith a reasonable rou ting  

scheme, %8 measured by "diam eter" of the  network.

The method i s  e a s ily  adm inistered but becomes le s s  p ra c tic a l with 

networks of increas ing  s iz e . In  the  realm of pub lic  networks i t  woiild 

not be p ra c tic a l  a t a l l  because each add itional network connected to  the 

in te rn a tio n a l scheme would n e ce ss ita te  the in tro d u c tio n  of an ex tra  range 

of b u ffe r c lasses in  a l l  sw itching nodes. We m i^ t  question the 

p o s s ib i l i ty  o f lock-up on an in te rn a tio n a l sca le  but we sh a ll see la t e r  

th a t  the  p o s s ib i l i ty  of such lock-up in  a h ie ra rch ic a l network cannot be 

ignored.
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8. PRAGMATIC RULES POR LOCĤ UP PREVENTION 

1
the s t r i c t  avoidance of lock—up by b u ffe r a llo c a tio n  i s  

li 'ited  in  p ractice  to small networks we shoiold look fo r  sim p lified  

:':i ;:iC3 that work nearly  as w ell. Early in  our sim ulation work we 

irrived at two ru les which, in  a l l  our experiments, avoided congestion 

lui'Ksr conditions of overload.

h ,!;fic  which is  about to  leave the network should be given p r io r i ty  in  

•'•‘ting th ro u ^  to i t s  d e stin a tio n  because i t  w ill leave space fo r  more 

* : ‘-ffic to flow. Vftien a  l in k  was blocked by congestion, packets

for transm ission across th a t l in k  were examined to  see i f  th e i r  

; . tination was the o ther end of the l in k . I f  so, they were accepted 

•;ri 1 delivered to th e ir  d e stin a tio n  without occupying any of the bu ffe r 

' allocated to queues fo r  output from th a t node. This spec ia l 

! rio rity  over the f in a l  l in k  to  a d e s tin a tio n  helps to  c le a r t r a f f i c

the network. There i s  an associated  ru le  fo r  ro u tin g  such packets. 

A i 'ptive routing i s  suspended and they must go d ire c t ly  to  th e i r  

io^tination. This avoided any p o s s ib i l i ty  of packets c ir c l in g  or 

”pi ng-ponging" in  nodes adjacent to  th e i r  f in a l  d e s tin a tio n .

Figure 7 i l lu s t r a te s  the second ru le  which helped to  avoid congestion. 

Th'- tra f f ic  in  a sw itching node can be divided in to  th ree  k inds. The 

traffic  with the h i p e s t  p r io r i ty  i s  the d es tin a tio n  t r a f f i c  a lready 

discussed. The second p r io r i ty  i s  given to  t r a n s i t  t r a f f i c  vdiich i s  

pa;'sing th ro u ^  th is  node on i t s  way to  a d e s tin a tio n . Since the 

network has already accepted th is  t r a f f i c  i t  makes sense to  help i t  on 

i ts  way. The th ird  and la s t  p r io r i ty  goes to  t r a f f i c  which o rig in a tes  

at the node and has not yet begun i t s  journey. giv ing l a s t  p r io r i ty  

to cource t r a f f ic ,  \dien the network approaches overload i t  w ill r e s t r i c t  

the incoming t r a f f i c .  ,

FiiOire 7 shows th a t the second and th ird  p r io r i ty  t r a f f i c  (source and 

transit tr a f f ic )  competes fo r  bu ffe r space in  the queues fo r  tra n s fe r  

to other nodes. These p r io r i t i e s  are  tre a te d  l ik e  the b u ffe r c lasses 

described e a r l ie r .  The amount of space in  each queue accessib le  to 

source t r a f f ic  i s  r e s tr ic te d  but t r a n s i t  t r a f f i c  can use any p a rt of the
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queues. As before, i t  i s  only necessaxy to  reserve  space fo r  one 

packet in  each queue so le ly  fo r  t r a n s i t  t r a f f i c .

The h i ^  p r io r i ty  accorded to  d e s tin a tio n  t r a f f i c  becomes in ^o rtan t 

when the main l im ita tio n  a t the node i s  processing power ra th e r  than 

capacity of output lin k s . In th is  case, the operating  system should 

give p r io r i ty  to processes concerned with d estin a tio n  t r a f f i c  and then 

next to  t r a n s i t  and source tre iff ic  in  th a t o rder. 0\ir own sim ulations 

did not have such lim ita tio n  of processing power.

With the a id  of these p r io r i ty  ru le s , congestion was no longer^a 

problem in  the network we stud ied  and i t  was concluded th a t the 

isarithm ic scheme, th o u ^  successfu l, would not in  p ra c tic e  be requ ired . 

This conclusion was to  some extent reversed in  the l a t e r  study of 

h iera rch ica lly  connected networks.

9. HIERARCHICAL NETM3RKS

I t  is  conjected th a t a network of one hundred nodes or more Vrould be 

more e ff ic ie n t i f  designed as a number of sm aller networks connected 

together by a "super network” of h i ^ e r  speed trunks.

One reason fo r  h ie ra rch ica l construction  i s  the s iz e  of ro u tin g  ta b le s . 

In a h ie ra rch ica l network, packets destined  to  a d is ta n t low leve l 

network are  tran s fe rre d  to  the higji leve l network and are  sent y iro u ^  

to the appropriate  e x it .  Only the rou ting  tab le  fo r  the "super nodes” 

need be sto red  in  the h i ^  lev e l network. The eventual rou te  to  the 

destination i s  then determined by lo ca l rou ting  tab le s  in  one of the 

lower leve l networks.

Another reason fo r  h ie ra rch ic a l construction  i s  th a t g reat economies in  

transmission come from using l in e s  of h i ^ e r  transm ission capacity . 1316 

h ierarchical s tru c t\ire  concentrates the t r a f f i c  on to  main trunks aind 

provides th is  economy.

Our sim ulation s tu d ies  employed a 50 node model coiitaining f iv e  lower 

level networks each of nine nodes and nine in terconnected  "super nodes". 

The routing tab les  were somei»rtiat a rb itre iry , based on minimum number of
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Because the s t r i c t  avoidemce of lock-up hy bu ffe r a llo c a tio n  is  

limited in  p ractice  to  small networks we should look fo r  s im plified  

schemes that work nearly  as w ell. Early in  our sim ulation  work we 

arrived at two ru les which, in  a l l  our experiments, avoided congestion 

under conditions of overload.

Traffic which is  about to  leave the network should be given p r io r i ty  in  

getting th ro u ^  to  i t s  d e stin a tio n  because i t  w ill leave space fo r  more 

traffic  to flow. VJhen a lin k  was blocked by congestion, packets 

waiting for transm ission across th a t l in k  were examined to  see i f  th e i r  

destination was the o ther end of the l in k . I f  so, they were accepted 

and delivered to th e ir  d e stin a tio n  without occupying any of the bu ffe r 

space allocated to  queues fo r  output from th a t  node. This specia l 

priority over the f in a l  l in k  to  a d e s tin a tio n  helps to  c le a r  t r a f f i c  

from the network. There i s  an associated  ru le  fo r  rou ting  such packets. 

Adaptive routing i s  suspended and they must go d ire c t ly  to  th e i r  

destination. This avoided any p o s s ib i l i ty  of packets c ir c l in g  or 

**pinguponging” in  nodes adjacent to  th e i r  f in a l  d e s tin a tio n .

•
Figure 7 i llu s t r a te s  the second ru le  which helped to  avoid congestion. 

The tra ffic  in  a switching node can be divided in to  th ree  k inds. The 

traffic  with the h i p e s t  p r io r i ty  i s  the d e s tin a tio n  t r a f f i c  already 

discTissed. The second p r io r i ty  i s  given to  t r a n s i t  t r a f f i c  which i s  

passing through th is  node on i t s  way to  a d e s tin a tio n . Since the 

network has already accepted th is  t r a f f i c  i t  makes sense to  help i t  on 

i ts  way. The th ird  and la s t  pi*iority goes to  t r a f f i c  which o rig in a tes  

at the node and has not yet begun i t s  journey. By giv ing l a s t  p r io r i ty  

to source t r a f f ic ,  vdien the network approaches overload i t  w ill r e s t r ic t  

ttie incoming t r a f f i c .  ^

Figure 7 shows that the second and th ird  p r io r i ty  t r a f f i c  (source and 

transit t ra f f ic )  competes fo r  bu ffe r space in  the queues fo r  tra n s fe r  

to other npdes. These p r io r i t i e s  are  tre a te d  l ik e  the bu ffe r c lasses 

described e a rlie r . The amount of space in  each queue accessib le  to  

source t ra f f ic  is  re s tr ic te d  but t r a n s i t  t r a f f i c  can use any p a rt of the

8, PRAGMATIC RULES FOR LOCK-UP PREVENTION
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Abstract

Now that computer networks start proliferating among private 

as well as public organizations, the question arises of 

connecting these together, so that users of one network can 

get to resources and services of the others. The development 

of standards, when they are designed to take into account 

"Internetworking", will help to solve the problem. Unfortu­

nately, networks often grow on their own and "gateway" 

functions are to be necessary to take fcare of interface 

conversions between two adjacent networks. The level at < 

which gateway functions should operate, when connecting 

networks with a layered architecture, is analysed here. The 

internetwork addressing problem and its implications on 

routing is touched and a simple case example of a network 

interconnection between EIN and CYCLADES networks is 

presented.
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1, INTRODUCTION

Since the past few years, computer networks have been seen 

emerging from a wide variety of bodies and organizations. 

Starting with research networks to experXment concepts and 

new technologies, computer netviorks are now being built, on 

a much wider scale, by private or public, national or inter­

national organizations, as every day tools for their 

operation (private networks), or to provide new services 

to their customers (public data networks).

The wish to interconnect computer netvrorks, already 

expressed with the research networks, will Inevitably 

increase with the proliferation of newcomers. Unfortunately, 

networks are built to provide similar services but usually 

accessed through interfaces which are most of the time 

different, and indeed incompatible. They use technologies 

optimized for their own environment, e.g. a private network 

can be built according to an overall architecture v/hereas a 

public network design will be optimized mainly for solving 

data transmission problems only. Most of the time, in any 

case, very little thought is put on internetworking problems.

Some of these problems will be analysed here with a tentative 

classification. Solutions will claim for the Introduction 

into network architectures of standard levels of services, 

where a "bridge" between networks can be established.

2. THE NETWORK INTERCONNECTION PROBLEM

2.1. Global Internetworking

Networks are often built Independently from each other. Each 

local net has its own internal characteristics, its own 

addressing conventions, routing algorithms, subscriber 

interfaces, packet formats, internal services and tariff 

policies.
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Subscribers or hosts on these networks come from different 

manufacturers. They use various and generally incompatible 

operating systems. They have different conventions for 

handling their terminals, files, other devices and also 

processes that one would like to distribute over one, and 

even several, computer networks. They now have their own 

internal network architecture for_Jjapdling remote terminals, 

or terminal concentrators.

Trying to Insure global inter-working between all these 

elements of computer networks e.g. give a mutual access 

between any host and any terminal, does not appear to be a 

trivial task, even when they are connected to the same 

network. Computer networks, and even big systems, made of 

the assembly of homogeneous processors, terminals and other 

components, can be looked at, as completely distinct worlds 

that one wants to make interwork.

"Gateway", in this context, is the naune usually given to the 

processors, pieces of software, hardware black-boxes, etc..., 

which are placed between two networks to act as a bridge or 

Interface convertor, in order to allow interworking between 

their elements.

One can easily Imagine how many of these conversion functions 

would be needed and how complex one gateway would be, to 

allow global interworking between two and even several 

computer networks, made of such independent elements (see 

Fig. 1).

Á
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Fig. 1 - Global Interworking

One can also see that the interworking problem may exist 

 ̂ between incompatible elements of the same network as well.

2.2. Interworking between standard elements

We have seen that, if one wants to preserve'completely any 

local network (and even systems and terminals) characteris­

tics and sometime exotic features, conversion functions are 

needed for any pair of systems one wants to make interwork.

One alternative to that deadlock situation is to define 

common standards. These standards can be used on each 

network, most of the time on top, or in parallel with the 

local conventions, to allow interworking between previously 

incompatible elements.
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Standards can be defined where levels of services are common, 

between the systems or networks involved, thus reducing 

considerably conversion problems. Such standard conventions 

to be used for cooperation throughout the networks, must 

make minimum assumptions on internal network architecture 

and conventions of each system. They only apply to coopera­

tion between components of a "supernetwork" made of the 

concatenation of individual networks. Of course, when such 

conventions are widely established and widely admitted, it 

may be sensible to use them also for internal cooperation 

within one network (or system) , but it is not, in a any case, 

a must.

The gateway between two networks appears now as the compo­

nent, placed between them, which interface each of them, in 

order to allow communication between standard elements.

Fig. 2 illustrates such a task, for host to terminal 

applications using standard conventions.

Standard
terminal

Standard super-network Standard
host

Fig. 2 - Interworking of standard elements
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In other words, gateways can appear as nodes of a "super­

network" made of standard elements (e.g. standard hosts and 

standard terminals). These standard elements are connected 

to the super-nodes by means of individual local networks, 

which are also used to connect super nodes to each other.

3. NETWORK ARCHITECTURE

3.1. Layered architecture

Networks can be seen as made of entities which are asso­

ciated in order to perform, given services. Possible 

associations of these entities may be very complex but they 

can usually be decomposed into elementary categories. The 

types of such structures usually referred to,are the "onion 

skin" or layered architecture, the "hop by hop" or cascade 

assembly and the end to end control.

1”) A layered architecture can be formally represented by 

the following reference structure [1] (see Fig. 3) :

Layer
(n+1)

Layer
(n)

Layer
(n-1)

Layer
<(n-l)

Fig. 3 - Layered architecture
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- Layer (n) of the structure makes use of (n-1) Services 

provided by the lower layers through the (n-1) Access 

(see note) .

- The structure of these lower layers Is not known by layer 

(n) that considers only the services provided by an (n-1) 

Box.

- Layer (n) Is made of (n) Entitles that cooperate according 

to an (n) Protocol.

- The (n) entitles perform (n) Functions using the (n-1) 

services to provide (n) services to the layer (n+1).

- The specifications of a layer of the architecture must' In 

some way refer to the set of services provided by lower 

layers. This Is done by making use of Access-Functions.

The set of access functions to a service can be viewed 

simply as a means to describe the logical structure of the 

network. It does not necessarily Imply the existence of 

the corresponding Interface in any Implementation of a 

piece of the network.

Note : The use of the word interface is here restricted to 

actual interfaces in the context of implementations.

In this model the word "access" Is used to designate 

the logical boundaries between layers of the archi­

tecture.

2°) In the "hop by hop" assembly (see Fig. 4), entitles of a 

common layer are placed side by side, and the cooperation 

between two adjacent entities (n 1) entity and (n 1 + 1) 

entity is ruled by an (n 1, 1+1) Protocol.

Such a construction constitutes an (n) Box that provides 

(n) Services.
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Fig. 4 - Hop by hop assembly

Most of the time, inside one network design, entities and 

protocols along the same chain, are identical (e.g. the 

assembly of successive packet switching nodes with a node­

node protocol to form a data path between two destinations).

3“) The end to end control usually applies to the control of 

a cascade (or more complex) assembly done by two entitles 

at the far ends, cooperating directly through an end to 

end protocol (see Pig. 5). It allows to introduce into a 

layered architecture, services provided through a more 

complex assembly of entities of the same layer.

(n)
Services

(n-1)
Services

F ig . End to End control

When interconnecting networks, by meansi of gateways, end to 

end control will allow to bring again the "super network" 

into the layered architecture model (see Section 4).
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3.2. Visibility of the structure

The logical structure of the layered architecture model 

ensures maximum flexibility since it allows to replace any 

box by another one, provided it offers the same services.

That is to say that the Visibility one layer has of the 

underlying boxes remains unchanged. Adopting such a model 

with independent layers, for internetwork standards design 

ultimately favours a modular architecture. This means that 

as long as the innermost layers remain functionally the same, 

any change in their implementation or in their Internal 

conventions do not impact the outermost layers.

Thus, it is possible to define a protocol for (n) entities 

independently from physical Implementation of (n-1) box.

This flexibility can be extended to the implementation of 

each piece of the network provided the interfaces between 

layers actually appear. This may be too constraining or too 

' costly for some network implementation. In that case, it 

might be a sensible choice to Implement several entities of - 

consecutive layers with a different structure (e.g. as a 

single piece without identifiable interfaces) , the loss in 

flexibility (if one layer changes, the whole piece has to be 

changed) being balanced by a lower cost in Implementation 

and/or operation. The only must is that the outside appear­

ance of the set of entities complies with the model, i.e. the 

visibility of the protocols remains unchanged.

3.3. Functional lay-out

The functional layers, that are usually present in most 

computer networks, and which are candidate for providing 

standard levels of services, are the following :
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The data transmission facilities which constitute the 

lower layers of the architecture. Data Transmission 

Services are provided by Data Transmission Boxes, CIGALE

[2] is such a box providing probably the most adequate 

data transmission service for distributed informatics 

(t.e. Datagram service [3],[4]). Other data transmission 

boxes/services exist (e.g. Virtual Call service, Leased 

Lines ...) and it is most desirable that their variations 

be not visible from application programs that constitute 

a huge investment and must therefore be kept independent 

from changes in the data transmission part of the network. 

This is achieved by :

Transport services through which higher layer entities 

communicate. These transport serv4.ces are provided by a 

Transport Box embedding (but masking) a possible variety 

of Data Transmission Boxes. The Transport Layer built on 

top of the Data Transmission Boxes is made of Transport 

entitles called Transport Stations located in Data 

Processing Systems. These Transport Stations cooperate 

according to a Transport Protocol [5] making use of data 

transmission services to provide Transport Services [6], 

to the higher layers. These transport services can be seen 

as an extension, over the network of inter-process commu­

nication facilities.

Among the higher layers protocols making use of the 

transport services, one of the most commonly used is the 

Virtual Terminal Protocol [7], [8], which masks the incom­

patibilities of real devices to present to the applications] 

a standard way to drive terminals.
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I. NETWORK INTERCONNECTION AND PROTOCOL CONVERSION MODEL

! The aim of Interconnecting computer networks is to allow 

%ta!nlard users" accessing different networks to communicate. 

I Theee "users" must be placed at the same functional layer 

lend therefore must have the same view of the super-network. 

This common view can be obtained through end to end standard 

conventions at the super network level (see Fig. 6) .

Super network box

Eig. 6 - Super network user access

Th* suoer network box is made by the interconnection of local 

network through what we called gateways.

(̂ teways are the super-nodes of the super network and there- 

ibre act as focal points, between each individual net, which 

any end to end conversations has to go through (see Fig. 7).
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Being at focal points, the gateway functions must be placed 

at a level of service which can suffer a hop by hop assembly. 

This will determine what kind of functions can therefore be 

placed at this level, and what will have to be left end to 

end. Let us call "g" this level at which the gatev/ay 

conversion functions must be placed, between two networks. 

This level will also be the one on which the user access to 

the super network will be built, i.e. which services, the 

end to end standard conventions will use.

Looking now at each local net, some up (or low) grading of 

their respective level of service may have to be made to 

bring them to the gateway standard level "g". This is the 

task of the access entities to the local nets, in the hosts 

as well as in the gateways. The gateway can nov? be seen as 

performing a bridging function between two networks at the 

same levels of service. The bridging consists in bringing > 

each local net level of service to a standard "g" level, 

c.ommon all over the super network, and at which.the commu­

nication is done. In addition, the gateway can perform if ' 

necessary some format conversions between the actual inter­

faces to each network (see Fig. 8). .
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End to End Protocol

Protocol

bridge bridge

— 'n r ^ ~
Protocol

net 1 I

P r S S c o l  ^

net 2

_______ j

net 3

Super network

Fig. 8 Gateways In the network Interconnection 

model

As it can easily be seen from the above discussion, the 

definition of the standard "g" level as well as the standard 

user 'V level, has an Important impact on the supernetwork 

architecture ; it has also consequences on the access boxes 

to the local nets and on the end to end protocols that will 

be used. The gateway, cannot be considered as an ad hoc 

conversion box any one can build between two networks. On the 

contrary it belongs actively into each individual network 

architecture as well as in the overall design.

The network interconnection problems can now be looked at, 

as the definition of these "g" level of services, with the 

constraints mentionned, and their implementation within each 

Individual net as well as in the gateways. The "g" layer, 

built on a hop by hop assembly, vjlll have to be cortrclled 

by an end to end protocol, insuring again a layered architec­

ture to the super network and providing a new level of 

service "*<■" to the super network users.
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5. INTERCONNECTION AT THE DATA TRANSMISSION LEVEL 

(ADDRESSING AND ROUTING PROBLEMS)

Each network has usually its own addressing scheme to 

allow its users to designate their correspondents. When 

networks are interconnected, a global addressing scheme is 

needed to name uniquely any subscriber of any interconnected 

network. Such standard addressing schemes have been 

proposed together with a standard packet format [9], using 

a hierarchical structure : a network address followed by the 

local address within the network (see Fig. 9). This 

addressing structure allows to preserve existing local 

conventions for addressing and creates a global name space 

by concatenation of local networks name spaces.

There is, in principle, no difficulty to standardize such 

a global addressing scheme, which should not change the way 

subscribers are named within one particular network, and 

allows to address users of other networks. But addressing 

conventions cannot be isolated from routing techniques [10]. 

Being able to name subscribers of other networks means also 

that information (i.e. packets) can be routed to these 

addresses.

Some networks, like CIGALE [11], have been designed to take 

into account a hierarchical address structure. , For such 

networks, a simple concatenation of several of them, just by 

linking nodes together, makes a super network, as far as 

addressing and routing is concerned (e.g. CIGALE + CIGALE = 

CIGALE). In this case, any node can act as a gateway for this 

function. This is usually not the case, even with identical 

networks, if they handle a single level address space (i.e. 

at least, previously identical local addresses will have to 

be changed, and routing algorithms accordingly).
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TYPE AND LENGTH

Local network format type . 

Internetwork format type _ 

Header length (-8 octets) _ 

Text length (0 to 255)__ _

MESSAGE IDENTIFIER 

EACILITIES

XX 10 0100 bbbbbbbb

• t i
1

t 1
Í

16

bbbbbbbbbbbbbbbb

3 1 1 11

XXX b b 0 0 0 0 0 0 0 0 0 0 0

Local network facilities____________ ! ' i
1 I

Gateway echo _ ______ _________________ i |

Node trace _________________ ___ _________ 1

Reserved for future use

NETWORK ADDRESSES

Destination network address lengtél-. 

Destination network address___

4 4 4 4

0001 bbbb 0001 Obbb

-J
I

Source network address length. 

Source network address

16

LOCAL DESTINATION ADDRESS bbbbbbbbbbbbbbbb

LOCAL SOURCE ADDRESS

TEXT (0 to 255 octets)

16

bbbbbbbbbbbbbbbb

0 - 2 0 4 0

1 c

Fig, 9 - Proposed standard D-Format
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Once a global addressing scheme (internet address) has been 

standardized, the routing problems can be solved in two 

ways :

1°) Change the local networ)c routing mechanisms (if necessa­

ry) in order to make them take into account the global 

addressing scheme.

2°) Preserve the existing local conventions and introduce 

the handling of the global name space into the gateways 

and the hosts that wish to communicate with other 

networks hosts (i.e. internet hosts). One technique that 

can be used is to wrap the internet packet into the 

locaL network header with the local network address of 

the gateway [12]. At the gatevray, the envelope is 

removed and the internet packet routed according to the 

internet address ; a new envelope is then built, with 

the next local network address of the next gateway and 

so on to the final local host.

When, for reliability reasons, there exist several gateways 

between two networks,, packets must be directed to one of 

them, by the previous gateway or the originating host, 

according to some standard internetwork routing algorithm.

Such algorithms can be derived from the extension at network 

address level of those used within a local net which already 

handle a hierarchical addressing scheme.

6. A SIMPLE CASE OF NETWORK INTERCONNECTION (EIN/CYCLADES)

EIN and CIGALE (the packet switching subnetwork of CYCLADES) 

have been interconnected at the level of the Data Transmission i 

service [12]. Both are Datagram (DG) type networks using the 

IFIP proposed D-Format and one advantage of such Datagram 

networldfe is that the service obtained by their concatenation 

is still a Datagram service (which may not be true with
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virtual Call services) . In other words, they can b,e assem­

bled on a cascade without loosing their properties. The 

level of service being the same on both sides, it was not 

necessary to upgrade it at one side or use only a subset at 

the other side, to come to a common standard level.

The main function of the gateway in this case, is to perform 

format conversions between the respective access primitives 

to each networli. The end to end functions of the upper 

layer protocols (i.e. Transport layer and Virtual Terminal) 

are )cept end to end [13] (see Fig. 10).

Data
Transmission 
Fervice (DG)

Fig. 10 - FIK/CIGALE interconnection

The gateway has been implemented on a CII-HB Mitra 15 mini­

computer which can also act as a CTGALE node (i.e. it has 

been made by adding the gateway functions on too of the 

CIGALE node software) .
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Packets are taken from one network and submitted straight 

away to the other one, after some adjustments in the packet « 

header facilities field have been made. This interconnection, 

very close to a simple concatenation of both DG networks, 

experiments the CATENET concept introduced in [14].
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NETWORK ARCHITECTURES AND COMPONENTS

Louis POUZIN

I  -  INTRODUCTION

Th ere  a r e  v a r i o u s  b r a n d s  o f  c o m p u t e r  n e t w o r k s . *  The  p r e s e n t  p a p e r  i s  o n l y  
‘ c o n c e r n e d  w i t h  t h e  t y p e  o f  g e n e r a l  p u r p o s e  h e t e r o g e n e o u s  c o m p u t e r  n e t w o r k  o f  

u’h i c h  A r p a n e t  i s  a  t y p i c a l  p r o t o t y p e .  I n  t h i s  f i e l d  e x p e r i e n c e  i s  s c a r c e ,  s i n c e  

no n e t w o r k  h a s  y e t  p r o g r e s s e d  b e y o n d  a n  i n i t i a l  e x p e r i m e n t a l  s t a g e ,  w h i l e  m o s t  
a r e  s t i l l  i n  a p l a n n i n g  o r  c o n s t r u c t i o n  p h a s e .  C o n s e q u e n t l y ,  a p p l i c a t i o n s  and  

u s e r  n e e d s  c a n  o n l y  b e  t h o u g h t  o f  i n  p r o s p e c t i v e  t e r m s .  O r g a n i z a t i o n a l  and  
s o c i o l o g i c a l  I s s u e s  h i d i n g  u n d e r n e a t h  t h e  c o n c e p t  o f  n e t w o r k  may b e  o f  s u c h  

m a g n i t u d e  t h a t  many y e a r s  w i l l  e l a p s e  b e f o r e  we c a n  r e c o r d  a n y  s i g n i f i c a n t  
b r e a k t h r o u g h .

I n  t h e  p r e s e n t  s t a g e  m a j o r  e f f o r t s  b e a r  o n  t e c h n i c a l  i s s u e s ,  w i t h  t h e  o b j e c t i v e  

o f  d e v e l o p i n g  and  m a s t e r i n g  t h e  n e t w o r k  t e c h n o l o g y .  Ve h a v e  t o  r e c o g n i z e  t h a t  

p r o p o s e d  s t r u c t u r e s  and  t e c h n i q u e s  h a v e  y e t  t o  b e  v a l i d a t e d  f r o m  e x p e r i e n c e ,  and  

t h a t  v a r i o u s  o t h e r  a p p r o a c h e s  m i g h t  a s  w e l l  b e  c o n s i d e r e d .  I t  w o u l d  b e  n i c e  i f  
we h a d  p r a c t i c a l  e v i d e n c e  t h a t  p r e s e n t  v i e w s  a r e  j u s t i f i e d  b y  e c o n o m i c s  a n d  u s e r  

a c c e p t a n c e .  B u t  a s s e s s i n g  n e t w o r k s  o n  t o d a y ' s  a p p l i c a t i o n s  i s  n o t  n e c e s s a r i l y  a  

s o u n d e r  s t a n d p o i n t .
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I I  -  COMPUTER NETWORK CHARACTERISTICS

A -  H e t e r o g f e n e o u s  i n s t a l l a t i o n s

N e t w o r k s  o f  c o m p u t e r s  may b e  h o m o g e n e o u s .  B u t  t h i s  i s  t h e  e x c e p t i o n  r a t h e r  t h a n  

t h e  r u l e .  Some o r g a n i z a t i o n s ,  l i k e  IBM, C o n t r o l  D a t a ,  U n i v e r s i t y  C o m p u t in g  C o . ,  

e t C t * .  h a v e  s e t  up  c o m p u t e r  n e t w o r k s ,  t o  p r o v i d e  s p e c i f i c  s e r v i c e s ,  u s i n g  t h e  
sam e  b r a n d  o f  m a c h i n e s  and  o p e r a t i n g  s y s t e m s .  S o o n e r  o r  l a t e r  a  n e w  g e n e r a t i o n  

c o m e s  b y  an d  m u s t  b e  i n s e r t e d .  R e p l a c i n g  a  w h o l e  n e t w o r k  w i t h  n ew  s y s t e m s  i n  a 
s h o r t  s p a n  o f  t i m e  i s  q u i t e  u n r e a l i s t i c .  T h u s ,  h o m o g e n e o u s  n e t w o r k s  a r e  b o u n d  t o  

t u r n  h e t e r o g e n e o u s ,  o r  d i e  o u t .

M o st  c o m p u t e r  n e t w o r k s  c a n n o t  a f f o r d  t o  b e  h o m o g e n e o u s  i n  t h e  f i r s t  p l a c e .  T h e y  

h a v e  t o  s t a r t  o u t  w i t h  e x i s t i n g  i n s t a l l a t i o n s , w h i c h  h a p p e n  t o  b e  a  m i x t u r e  o f  

e v e r y  c o m p u t e r  s y s t e m  o n  t h e  m a r k e t .  Bu t  t h i s  i s  a  r e a s o n a b l e  c o n s t r a i n t ,  a s  i t  
f o r c e s  t o  d e s i g n  n e t w o r k  m e c h a n i s m s  f o r  t h e  g e n e r a l  c a s e ,  w h i c h  m a k e s  th em  m o re  

s u i t a b l e  t o  a c c o m o d a t e  f u t u r e  e x t e n s i o n s .  ( F i g .  1)

As a r e s u l t  o f  t h i s  h e t e r o g e n e i t y ,  t h e r e  i s  no  cominon i n t e r f a c e , o r  p r o c e d u r e  t o  \ \  

i n t e r c h a n g e  d a t a .  A c t u a l l y ,  t h i s  i s  n o t  a  d i r e c t  i m p l i c a t i o n  o f  h a v i n g  h e t e r o * -  
g e n e o u s  c o m p u t e r  s y s t e m s .  I n d e e d ,  t h e r e  m i g h t  e x i s t  som e g e n e r a l l y  a g r e e d  m e t h o d s  

t o  g o v e r n  d a t a  e x c h a n g e  b e t w e e n  v a r i o u s  c o m p u t e r s .  Bu t  t h i s  i s  n o t  s o .  E v e r y  

m a n u f a c t u r e r  i s  s t i l l  e n t r e n c h e d  i n  i t s  c l o s e d  w o r l d  o f  i d i o s y n c h r a s i e s , and  m u s t  

d e v o t e  a  g r e a t  d e a l  o f  e f f o r t  o n l y  t o  h a v e  i t s  own m a c h i n e s  t o  c o m m u n i c a t e .

I n s t a l l a t i o n s  a r e  n o t  j u s t  h e t e r o g e n e o u s  i n  t e r m s  o f  c o m p u t e r s ,  b u t  a l s o  i n  t e r m s  

o f  m a n a g e m e n t ,  a c t i v i t i e s ,  i n t e r e s t s ,  h a b i t s ,  a n d  t h e r e  i s  no  m a g i c  r e c e i p e  t o  

t u r n  th e m  i n t o  a s t r o n g  u n i f i e d  b o d y .  B e i n g  p a r t  o f  a n e t w o r k  s h o u l d  n o t  m ean  

l o s i n g  a u t o n o m y  and d e c i s i o n  f r e e d o m .  T h e y  w a n t  t o  r e t a i n  a l l  t h e i r  c a p a b i l i t i e s  

t o  r u n  t h e i r  own b u s i n e s s  a s  t h e y  p l e a s e .  L o c a l  p e c u l i a r i t i e s  a r e  t o  b e  e x p e c t e d  

*88 a m a t t e r  o f  c o u r s e ,  and  o p e r a t i o n  o f  t h e  w h o l e  n e t w o r k  s h o u l d  b e  m ade  

i n d e p e n d e n t  o f  l o c a l  i n s t a l l a t i o n  b e h a v i o r .

A s  i n  a n y  a s s o c i a t i o n ,  f e d e r a t i o n ,  o r  b u s i n e s s ,  som e m e m b ers  t e n d  t o  c l u s t e r  i n  
8 u b * ' g r o u p s ,  o r  c l u b s » b a s e d  o n  som e  common t i e s  n o t  s h a r e d  b y  o t h e r s .  I n  a  

c o m p u t e r  n e t w o r k ,  c l u b s  may b e  m ad e o f  u s e r s  o f  t h e  sam e s y s t e m ,  s e r v i c e  b u r e a u s ,  

b a n k e r s ,  i n s t a l l a t i o n s  o f  a  c o r p o r a t i o n .  P r e s u m a b l y ,  m o s t  o f  t h e  t r a f f i c  g e n e r a t e d  

b y  m em b ers  o f  a c l u b  w i l l  b e  e x c h a n g e d  w i t h  o t h e r  m e m b e r s .  C o n v e n t i o n s  a b o u t  
i n f o r m a t i o n  i n t e r c h a n g e  may w e l l  b e  t a i l o r e d  t o  som e p a r t i c u l a r  d o m i n a n t  t y p e  o f  

t r a n s a c t i o n s  p e c u l i a r  t o  t h e  c l u b .  ( F i g .  2 )

On t h e  o t h e r  h a n d ,  m em b ers  o f  a  c l u b  w i l l  w a n t  o c c a s i o n a l l y  t o  h a v e  som e  e x c h a n g e  

w i t h  m em b ers  o f  a n o t h e r  c l u b .  T h e y  may e v e n  b e l o n g  s i m u l t a n e o u s l y  t o  d i f f e r e n t  

c l u b s .  A l t h o u g h  a  c l u b  s o u n d s  i n i t i a l l y  a s  a  c l o s e d  g r o u p ,  i t  s h o u l d  n o t  b e  t h a t  

c l o s e d  a f t e r  a l l .  Some e x c u r s i o n s  s h o u l d  b e  p o s s i b l e  t o w a r d  f o r e i g n  i n s t a l l a t i o n s ,  

j u s t  i n  c a s e .  I n  f a c t ,  i n s t a l l a t i o n s  b e l o n g  t o  w h a t  we may c a l l  s e m i - c l o s e d  g r o u p s .

B -  D a t a  c o m m u n i c a t i o n s  s y s t e m

The c h a l l e n g e  i n  d e s i g n i n g  a c o m m u n i c a t i o n s  s y s t e m  f o r  a  c o m p u t e r  n e t w o r k  i s  t h a t  

o n l y  q u a l i t a t i v e  a s p e c t s  may b e  g u e s s e d .  No f i g u r e s  a r e  a v a i l a b l e ,  s i n c e  c o m p u t e r  

n e t w o r k s  do  n o t  e x i s t .  Or a t  l e a s t  t h e y  h a v e  n o t  y e t  e m e r g e d  o u t  o f  t h e  i n i t i a l  
b u i l d i n g  u p  s t a g e .  U h a t  we may a s s u m e  i s  t h a t  t h e r e  w i l l  b e  c o m p u t e r s  a n d  t e r m i n a l s ,  

an d  som e b a r e l y  p r e d i c t a b l e  a m o u n t  o f  d a t a  t r a f f i c  b e t w e e n  t h e m .  P r e s u m a b l y ,  t h e  

a m o u n t  o f  t r a f f i c  w i l l  b e  r e l a t e d  t o  t h e  c a p a b i l i t y  o f  t h o s e  d e v i c e s  t o  g e n e r a t e  

o r  a c c e p t  d a t a .  I n  o t h e r  w o r d s ,  c o m p u t e r - t o - c o m p u t e r  t r a f f i c ,  h i g h  s p e e d ,  a n d  lo w  
s p e e d  t e r m i n a l s  w i l l  l i k e l y  f a l l  w i t h i n  d i s t i n c t  c a t e g o r i e s  o f  t r a f f i c  p a t t e r n s .
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f f o r t ,  th e  c o n o u n i c a t i o n s  s y s t e m  v i l i  h a v e  t o  m e e t  s i m u l t a n e o u s l y  a  m i x t u r e  
bircmcnti p e r t a i n i n g  t o  d i f f e r e n t  c l a s s e s  o f  d a t a  i n t e r c h a n g e .  ( F i g .  3 )

» s  in  a d d i t i o n  t o  c a r r y i n g  d o m i n a n t  f l o v s »  d e p e n d i n g  o n  t h e  g e o g r a p h i r * i  

r o f  i n s t a l l a t i o n  c l u b s .

I the c o s f s u n i c a t i o n s  s y s t e m  s h o u l d  c a t e r  f o r  a n  u n l i m i t e d  n u m b er  o f  c o m p u t e r  

I, be s u i t a b l e  f o r  s e m i - p r i v a t e  t r a f f i c ,  a n d  v o r k  i n  a n  e n v i r o n m e n t  o f  l o o s e l y  
I t t d  i n s t a l l a t i o n s ,  i t  c a n n o t  d e p e n d  o n  a n y  o f  t h e m .  I n  a  c o n t e x t  o f  m u t u a l l y  

l i e i s u s  p a r t i e s ,  t h e c o o n t u n i c a t i o n s  s y s t e m  w i l l  b e  d e e m e d  a t  f a u l t ,  u n l e s s  i t  

Jpreeen v e r y  r e l i a b l e .

ihiraare,  i t  sh o u ld  c a r r y ,  w i t h i n  som e  l i m i t s ,  a  s o m e w h a t  u n p r e d i c t a b l e  t r a f f i c ,  

;ing f ro a  low sp e e d  c o n v e r s a t i o n a l  m e s s a g e s ,  up  t o  b u r s t y  h i g h  s p e e d  p r o c e s s *  

icesa i n t e r p l a y .  New i n s t a l l a t i o n s  may b e  a d d e d ,  o t h e r s  c a n  b e  d i s c o n t i n u e d ,  

the number and t y p e  o f  a p p l i c a t i o n s  / u s i n g  t h e  n e t w o r k  i s  a  p r i o r i  e v o l u *  
iry* th ere  c a n n o t  b e  a n y  f a v o r i t e  c h a r a c t e r i s t i c s  t a i l o r e d  t o  som e s p e c i f i c  

| f ( e .  Although some r e q u i r e m e n t s  may t u r n  o u t  t o  b e  c o n t r a d i c t o r y ,  t l i e  

ig iea t io n s  s y s t e m  h a s  t o  w a l k  a t h i n  l i n e ,  and  c o m p l y  e f f i c i e n t l y  w i t h  a  

s i t y  o f  t r a f f i c  p a t t e r n s .  T h i s  i s  c a l l e d  f l e x i b i l i t y ,  i n  a  s u b j e c t i v e  s e n s e ,  
ipesed to  r i g i d i t y .

y t s i  data  b e tw e e n  h e t e r o g e n e o u s  c o m p u t e r s  o r  t e r m i n a l s ,  i n c l u d i n g  a l l  s o r t s  

l i v a t e '  or s e m i - p u b l i c  c o n v e n t i o n s ,  w o u l d  en d  u p  i n  a  P e n e l o p e  w eb  t y p e  o f  

i f  the c o m m u n ic a t i o n s  s y s t e m  h a d  t o  g e t  i n v o l v e d  i n  d a t a  c o d e s ,  f o r m a t s ,  

I t d u r e s ,  e t c . . .  A d d in g  c o n s t a n t l y  n ew  f e a t u r e s ,  f i x i n g  o l d  o n e s ,  w o u l d  n o t  
a r e l i a b l e  s y s t e m ,  and  i n s t a l l a t i o n s  w o u l d  r e s e n t  b e i n g  t i e d  w i t h  n o t  

[ S a t i s f a c t o r y  n e t v o r K  o p t i o n s .  A b e t t e r  a p p r o a c h  i s  t o  m ak e t h e  c o m m u n ic a *  

r lystera d a ta  t r a n s p a r e n t ,  i n  o r d e r  t o  a c c o m o d a t e  a n y  t y p e  o f  c o d e  o r  

t to n  th a t  i n s t a l l a t i o n s  m i g h t  w a n t  t o  u s e .  ( F i g .  A) ,

I s e t v o r k  s t a r t s  o p e r a t i n g ,  i t  b e c o m e s  v e r y  f r u s t r a t i n g  f o r  u s e r s  t o  d i s r u p t  

Vrhittg. P a r t i c u l a r l y ,  i f  t h e y  h a v e  b u i l t  a  s u b s t a n t i a l  i n v e s t m e n t  i n  
!ara and o r g a n i z a t i o n a l  s t r u c t u r e s .  A m o s t  a p p r e c i a t e d  v i r t u e  o f  a  c o m n u n i -  

« l  systems i s  t o  p r o v i d e  f o r  a b i d i n g  s e r v i c e ,  s o  t h a t  l o n g  t e r m  p l a n n i n g  b e  
[led o u t ,  c o u n t i n g  u pon  v e i l  d e f i n e d  n e t w o r k  c h a r a c t e r i s t i c s .  C o m m u n i c a t i o n s  

Aitio to a p u b l i c  s e r v i c e . C h a n g i n g  c o m p o n e n t s  o f  t h e  c o m m u n i c a t i o n s  s y s t e m  
iU not have an y v i s i b l e  i m p a c t ,  o t h e r  t h a n  i m p r o v e m e n t ,  o n  t h e  w a y  i n s t a l l a *  

lexchan ge  d a t a .  R e q u i r i n g  a l l  u s e r s  t o  a d a p t  t h e i r  p r o g r a m s  o v e r n i g h t  w o u l d  
t on she er  u p h e a v a l .

|if irtvious c o n s i d e r a t i o n s  c o n v e r g e  t o w a r d s  o p t i n g  f o r  a  c o m m u n i c a t i o n s  s y s t e m s  

**t>dent as  p o s s i b l e  f r o m  i n s t a l l a t i o n s  o r  t e r m i n a l s  w h i c h  i t  i s  t o  s e r v e ,  

wsy, b oth  u s e r s  and  c o m m u n i c a t i o n s  s y s t e m  c a n  p r ' o t e c t  t h e i r  i n v e s t m e n t ,  
free  to  i n t r o d u c e  w h a t e v e r  g a d g e t  t h e y  l i k e ,  a s  l o n g  a s  t h e y  k e e p  t h e  sam e  

arions  to  t a l k  t o  e a c h  o t h e r .

f l l f i c  s t r u c t u r e

Ijitready e x e m p l i f i e d  i n  A r p a n e t ,  t h e  r e s u l t i n g  s t r u c t u r e  o f  a  c o m p u t e r  n e t w o r k  

y * l e v e l . A f i r s t  l e v e l  i s  t h e  c o o i n u n i c a t i o n s  n e t w o r k ,  i n  c h a r g e  o f  c a r r y i n g  
Its between c o m p u t e r s .  A s e c o n d  l e v e i  i s  t h e  s e t  o f  c o m p u t e r s ,  c o n c e n t r a t o r s ,  

d A l l t ,  which u s e  t h e  c o m m u n i c a t i o n s  s y s t e m  a s  a  b l a c k  b o x .  ( S e e  e . g .  
idda's paper)

il ly,  the c o n r u n i c a t i o n s  s y s t e m  s h o u l d  b e  s o  t r a n s p a r e n t  t h a t  i n s t a l l a t i o n s  

I DOt even n o t i c e  i t  i s  t h e r e .  I n  o t h e r  w o r d s ,  i n s t a l l a t i o n s  a r e  n o t  c o n c e r n e d  / 
f i l y  with  e x c h a n g i n g  m e s s a g e s  w i t h  som e  c o m n u n i c a t i o n s  m e d iu m .  T h e y  w o u l d  

lend and r e c e i v e  d a t a  a s  i f  t h b y  w e r e  i n  d i r e c t  c o n n e c t i o n  w i t h  o t h e r  

j l l a t i o n s .  But we h a v e  s e e n  p r e v i o u s l y  t h a t  i n s t a l l a t i o n s  a r e  h e t e r o g e n e o u s .

63





^rs. guarantee or money

F i g u r e  ü .



and d o  n o t  h a v e  a n y  common c o n v e n t i o n  t o  e x c h a n g e  d a t a .  A s o l u t i o n  w o u l d  b e  t o  

f o r c e  e v e r y  o n e  o f  th e m  t o  a d a p t  t o  a  n e t w o r k  s t a n d a r d .  T h i s  m i g h t  b e  r e a s o n a b l e  

i f  s u c h  a s t a n d a r d  w e r e  o r i g i n a t i n g  f r o m  a d i s t i n g u i s h e d  b o d y ,  l i k e  I S O ,  o r  CCITT,  
o r  t h e  U . S .  N a v y .  O t h e r w i s e ,  o n e  c a n  e x p e c t  m o s t  c o m p u t e r  m a n u f a c t u r e r s  b e i n g  up  
i n  a r m s ,  a s  t h e r e  i s  n o t h i n g  t h e y  l o a t h e  s o  much a s  u s e r s  p u t t i n g  o n  t h e i r  m a c h i n e s  

some e x o t i c  p i e c e  o f  h a r d w a r e  o r  o p e r a t i n g  s y s t e m .

A m o re  a t t r a c t i v e  a p p r o a c h  c o n s i s t s  i n  p u t t i n g  som e i n t e r f a c e  a d a p t e r  i n  t h e  

c o m m u n i c a t i o n s  s y s t e m ,  s o  t h a t  n o  m o d i f i c a t i o n  b e  r e q u i r e d  f r o m  i n d i v i d u a l  

i n s t a l l a t i o n s .  T h i s  i s  a c c e p t a b l e ,  s i n c e  d a t a  s p e e d s  a r e  s t a n d a r d i z e d  b y  CCITT,  

and t r a n s m i s s i o n  p r o c e d u r e s  c a n  b e  l i m i t e d  t o  t h o s e  o f  a h a l f  d o z e n  m a j o r  

m a n u f a c t u r e r s ,  w h i l e  o t h e r s  c a n  b e  t a l k e d  i n t o  a d a p t i n g  t h e i r  s o f t w a r e .  ( F i g .  5 )

N e v e r t h e l e s s ' ,  p r o c e d u r e s  may c h a n g e  w i t h  a  n ew  s y s t e m  r e l e a s e ,  and  n ew  o n e s  a r e  

p u t  f o r t h  o v e r  t h e  y e a r s .  T h u s ,  i t  i s  t y p i c a l l y  t h e  k i n d  o f  f u n c t i o n  t h a t  s h o u l d  

b e  made m o d u l a r  and  o p t i o n a l ,  s o  t h a t  t h e  r e s t  o f  t h e  c o m m u n i c a t i o n s  s y s t e m  b e  

k e p t  w e l l  i n s u l a t e d  f r o m  p r o c e d u r e  u p d a t i n g .  B e f o r e  l o n g  i t  w i l l  b e  l o c a t e d  i n  

a p l u g g a b l e  m i c r o - p r o g r a m .  (S om e m a c h i n e s  a l r e a d y  h a v e  t h i s  f e a t u r e ) .

We h a v e  s e e n  a b o v e  t h a t  i n s t a l l a t i o n s  may o c c a s i o n a l l y  i n t e r f e r e  w i t h  m em b ers  o f  

d i f f e r e n t  c l u b s ,  and t h a t  som e p r i v a t e  c o n v e n t i o n s ,  a s  o p p o s e d  t o  m a n u f a c t u r e r ' s ,

m i g h t  b e  u s e d  i n  t h e  c o n t e x t  o f  s p e c i f i c  a p p l i c a t i o n s .  T h u s ,  a  s i n g l e  i n s t a l l a t i o n
may w i s h  t o  u s e  a f e w  d i f f e r e n t  o p t i o n s ,  a c c o r d i n g  t o  i t s  t y p e  o f  w o r k .  T h i s  i s  

q u i t e  f e a s i b l e  i f  i t  h a s  s e v e r a l  l i n k s  w i t h  t h e  c o m m u n i c a t i o n s  s y s t e m ,  o r  i f  i t  

c a n  d i r e c t  m e s s a g e s  t o w a r d  a p p r o p r i a t e  a d a p t e r s  a c c o r d i n g  t o  a m e s s a g e  t y p e ,  

( s o f t w a r e  l i n k ) .  L o g i c a l l y  t h i s  r e s u l t s  i n  t h e  c o m m u n i c a t i o n s  s y s t e m  s e e i n g  

s e v e r a l  v i r t u a l  i n s t a l l a t i o n s  m ap pe d  o n t o  t h e  sam e p h y s i c a l  o n e .  ( F i g .  6 )

A b a r e  c o m m u n i c a t i o n s  s e r v i c e  may b e  u n s u f f i c i e n t  f o r  rome i n s t a l l a t i o n s .  T h e y  

may w i s h  t o  h a v e  m o re  s o p h i s t i c a t e d  o p t i o n s ,  l i k e  l o n g  t e r m  s t o r a g e  o f  d a t a ,  

i n f o r m a t i o n  r e t r i e v a l ,  t r a f f i c  b a c k - u p  i n  c a s e  o f  i n s t a l l a t i o n  o u t a g e ,  c o d e  and  

f o r m a t  c o n v e r s i o n ,  a n d  w h a t  h a v e  y o u .  T h e r e  i*s o b v i o u s l y  n o  l i m i t  a s  t o  t h e  t y p e  
o f  s e r v i c e s  t h a t  may b e  o f f e r e d ,  g r a f t e d  o n  i n f o r m a t i o n  t r a n s f e r .  I t  i s  a n  a r e a

- v h e r e  e x p e r i e n c e  and  a n  i m a g i n a t i v e  m a r k e t i n g  a p p r o a c h  c a n  r e s u l t  i n  many  a n
i n t e r e s t i n g  b u s i n e s s .  At f i r s t  s i g h t ,  t h i s  s e e m s  i n  c o n t r a d i c t i o n  w i t h  t h e  

d e s i r a b l e  c h a r a c t e r i s t i c s  o f  a  c o m m u n i c a t i o n s  s y s t e m  : l o n g  t e r m  s t a b i l i t y ,  h i g h  
r e l i a b i l i t y ,  w h i l e  s a i d  s e r v i c e s  w o u l d  s m a ck  m o re  o f  a  c o m m e r c i a l  p r o d u c t  w i t h  

i t s  a l l  t o o  f a m i l i a r  l a c k  o f  t e s t i n g ,  s p e c i f i c a t i o n  c h a n g e s ,  q u i c k  o b s o l e s c e n c e .

T h e s e  o p p o s i t e  o b j e c t i v e s  may b e  r e c o n c i l e d  t h r o u g h  a n  a p p r o p r i a t e  s y s t e m  d e s i g n .  
A n y t h i n g  n o t  d i r e c t l y  r e l e v a n t  t o  d a t a  c o m m u n i c a t i o n s  p u r p o s e s  s h o u l d  b e  l e f t  o u t  

o f  t h e  c o m m u n i c a t i o n s  s y s t e m .  On t h e  o t h e r  h a n d ,  d e s i r a b l e  a d d - o n  f u n c t i o n s  c a n  

b e  i m p l e m e n t e d  b y  s p e c i f i c  i n s t a l l a t i o n s  c o n s i d e r e d  a s  som eh ow  e m b ed d ed  w i t h i n  

t h e  c o D u n u n i c a t i o n s  s y s t e m ,  a s  s e e n  f r o m  e x t e r n a l  u s e r s ,  w h i l e  t h e y  w o u l d  a c t u a l l y  

b e  l o g i c a l l y  i n d e p e n d e n t ,  a s  a n y  o t h e r  e x t e r n a l  i n s t a l l a t i o n .  F o r  a l l  p r a c t i c a l  

p u r p o s e ^  t h e i r  j u n c t i o n  w i t h  t h e  c o m m u n i c a t i o n s  s y s t e m  w o u l d  b e  no  d i f f e r e n t  

w h a t s o e v e r .  ( F i g .  7 )

On t h e  p r e v i o u s  c h a r t ,  we h a v e  r e p r e s e n t e d  som e ’’i n t e r n a l " i n s t a l l a t i o n s .  Bu t  t h e r e  

i s  n o  i n t r i s i c  t e c h n i c a l  d i f f e r e n c e  b e t w e e n  i n t e r n a l  and  e x t e r n a l ,  a s  f a r  a s  t h e  

c o m m u n i c a t i o n s  s y s t e m  i s  c o n c e r a e d .  T h e  d i s t i n c t i o n  i s  i n t e n d e d  t o  s t r e s s  s u c h  

c o n s i d e r a t i o n s  a s  g u a r a n t e e  o f  s e r v i c e ,  t a r i f f  s t r u c t u r e ,  m a i n t e n a n c e ,  a n d  t h e  

l i k e .  But t h e r e  i s  a  c o n t i n u u m  r a n g i n g  f r o m  a  p u b l i c  s e r v i c e ,  t o  a  n o n - p r o f i t  

a g e n c y ,  t o  a  s e r v i c e  b u r e a u ,  t o  a n  o r g a n i z a t i o n  o f f e r i n g  s e r v i c e s  a s  b y - p r o d u c t s .  
The d e c i s i o n  a s  t o  w h i c h  s e r v i c e s  s h o u l d  b e  o f f e r e d  f r o m  w i t h i n  o r  f r o m  o u t s i d e  i s  

m a i n l y  c o m m e r c i a l  o r  p o l i t i c a l .  One c a n  e v e n  s w i t c h  s t a t u s ,  w i t h o u t  i n t e r f e r e n c e  

i n  c o m m u n i c a t i o n s  t e c h n i q u e s .
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I t  c e r t a i n l y  c o u l d  b e  r e a d  a.s a  m i r a c l e  i f  e v e r y  c o m p o n e n t  o f  a  c o r m u n i c a t i o n s  “  
s y s t e m  w o u l d  b e l o n g  t o  a  d i f f e r e n t  o r g a n i z a t i o n ,  and i f  t h e  s e r v i c e  w e r e  

s a t i s f a c t o r y  w i t h  n o  o n e  r e s p o n s i b l e  f o r  i t .  M y r i a d s  o f  o p e r a t i o n a l  p r o b l e m s  

r e q u i r e  a w e l l  d e f i n e d  r e s p o n s i b i l i t y  v e s t e d  i n . a n  o r g a n i z a t i o n  we may c a l l  t h e  

N e t w o r k  A u t h o r i t y .  I t  i s  n o t  n e c e s s a r i l y  t h e  o w n e r  o f  e v e r y  p i e c e  o f  e q u i p m e n t ,  

b u t  i t  i s  a s s i g n e d  t h e  m i s s i o n  o f  s e e i n g  t o  i t  t h a t  t h e  w h o l e  s y s t e m  w o r k s  

p r o p e r l y .  The e x t e n t  o f  t h i s  m i s s i o n  may v a r y  : t y p i c a l l y  i t  w o u l d  c o v e r  t h e  

f o l l o w i n g  a r e a s  :

 ̂ *

N a m e ly  e r r o r  t r a c i n g  and  r e p a i r i n g .  T h i s  i s  a  t r i c k y  t a s k ,  a s  i t  i n v o l v e s ,  

e q u i p m e n t  f r o m  v a r i o u s  s u p p l i e r s ,  i n c l u d i n g  l i n e s  l , e a s e d  f r o m  common 

c a r r i e r s .  And i t  i s  p o s i t i v e l y  u n d e s i r a b l e  t o  b r i n g  t h e  c o m m u n i c a t i o n s  

s y s t e m  t o  a c o m p l e t e  h a l t ,  j u s t  t o  f i n d  o u t  w h i c h  c o m p o n e n t  n e e d s  f i x i n g  

u p .  I n t e r v e n t i o n s  m u s t  b e  d o n e  o n  a l i v e  s y s t e m ,  w i t h  a p p r o p r i a t e  c a r e

E x c h a n g i n g  d a t a  c o s t s  m o n e y .  A g a i n ,  i t  w o u l d  n o t  b e  v e r y  s a t i s f a c t o r y  t o  

r e l y  u p o n  i n d i v i d u a l  i n s t a l l a t i o n s  t o  d e c l a r e  Che a m ou nt  o f  t r a f f i c  t h e y  

h a v e  b e e n  g e n e r a t i n g .  On t h e  o t h e r  h a n d ,  t h e  N e t w o r k  . A u t h o r i t y  i s  i n  a g o o d  
p o s i t i o n  t o  r e c o r d  t r a f f i c  f i g u r e s  s u i t a b l e  f o r  l a t e r  a c c o u n t i n g  and  

b i l l i n g .

C o i u n u n i c a t i o n s  n e t w o r k s  a r c  f a r  f r o m  b e i n g  c o m p l e t e l y  u n d e r s t o o d .  From 

m a t h e m a t i c a l  t h e o r i e s  t o  p r a c t i c a l  c a s e s ,  n u m e r o u s  s t u d i e s  a r e  p r e s e n t l y  

b e i n g  p u r s u e d .  I n  o r d e r  t o  v a l i d a t e  o r  f e e d  i n  m o d e l s ,  t r a f f i c  p a t t e r n s  

m u s t  b e  r e c o r d e d  and  s o r t e d  o u t .  F u r t h e r m o r e ,  d u e  t o  t h e  i n d i v i d u a l  

f r e e d o m  o f  i n s t a l l a t i o n s ,  t r a f f i c  p a t t e r n s  may c h a n g e  r a p i d l y .  A 

c o n t i n u o u s  a n a l y s i s  i s  n e c e s s a r y  t o  a n t i c i p a t e  i n  d u e  t i m e  c o n f i g u r a t i o n  

c h a n g e s  and  t u n e  t h e  s y s t e m  t o  i t s  a c t u a l  r e q u i r e m e n t s .

I t  i s  a n  o b v i o u s  e x t e n s i o n  o f  t h e  r e s p o n s i b i l i t y  f o r  m a i n t e n a n c e  and  

t r a f f i c  a n a l y s i s .  D e v e l o p p e m e n t  i s  p r o b a b l y  b e s t  a s s u r e d  b y  t h e  o r g a n i ­

z a t i o n  w h i c h  h a s  t h e  b e s t  k n o w l e d g e  o n  i n n e r  w o r k i n g s  o f  t h e  s y s t e m .

5 .  C l e a r i n g h o u s e  :

' i n d e p e n d e n t  f r o m  t h e  c o s t  o f  c o m m u n i c a t i o n s ,  i n s t a l l a t i o n s  p r o v i d e  s e r v i c e s  

t o  o n e  a n o t h e r ,  w h i c h  i s  l i a b l e  t o  som e  c r o s s - b i l l i n g .  R a t h e r  t h a n  h a v i n g  

e a c h  o n e  t o  s e n d  i n v o i c e s  t o  e v e r y  o t h e r ,  i t  i s  m o re  c o n v e n i e n t  t o  

c o n s o l i d a t e  a l l  a c c o u n t i n g  i n  a s i n g l e  l o c a t i o n ,  and  a p p o r t i o n  e a c h  o n e ' s  

b a l a n c e  s h e e t  t o  i t s  t o t a l  a c t i v i t y .  A l l  t h e  m ore  t h a t  some t a r i f f s  may 

b e  t i e d  w i t h  t h e  a m o u n t  o f  t r a f f i c  e x c h a n g e d  b e t w e e n  i n s t a l l a t i o n s .

A l t h o u g h  t h e  N e t w o r k  A u t h o r i t y  i s  n o t  t h e  o n l y  p l a c e  i n  a  p o s i t i o n  t o  
p e r f o r m  t h i s  t a s k ,  p u t t i n g  i t  t h e r e  i s  p r o b a b l y  m o re  c o n v e n i e n t .

6 »  N c t w o i l s . c o n t r o l ^ c e n t e r  :

M o s t  c a s k s  e n c r u s t e d  Co t h e  N e t w o r k  A u t h o r i t y  c a n n o t  b e  a c c o m p l i s h e d  
w i t h o u t  c o m p u t e r i z e d  a i d ,  s u c h  a s  r u n n i n g  d i a g n o s t i c s  t e s t s ,  m o n i t o r i n g  

t r a f f i c ,  c r o s s - b i l l i n g ,  e t c . . .  F o r  t h a t  p u r p o s e  a  c o m p u t e r  i n s t a l l a t i o n  

i s  n e e d e d ,  a n d  i t  c a n  b e  l i n k e d  t o  Che c o n i n u n i c a t i o n s  s y s t e m  o n  t h e  sam e  

b a s i s  a s ' a n y  o t h e r  i n s t a l l a t i o n  o f  t h e  n e t w o r k .  O w in g  t o  i t s  o b v i o u s  

p r i v i l e g e s ,  t h i s  i n s t a l l a t i o n  c a n  b e  c o n s i d e r e d  a s  " i n t e r n a l " ,  i n  t h e  
s e n s e  u s e d  p r e v i o u s l y .  '

D. “ Network Authority
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' d i v e r s i t y  and t h e  g e o g r a p h i c a l  d i s t r i b u t i o n  o f  r e s o u r c e s  i n  a  c o m p u t e r  ' 

ftvark c r e a t e  t h e  n e e d  f o r  v a r i o u s  i n f o r i n a c i o n  r e p o s i t o r i e s .  T h i s  b e l o n g s  t o  

jerk s o c i o l o g y ,  r a t h e r  t h a n  t e c h n o l o g y .  I p d e e d ,  l i k e  i n  a n y  a s s o c i a t i o n  

iducting b u s i n e s s ,  some m e d i a  a r e  n e e d e d  t o  f a c i l i t a t e  a n  e n c o u n t e r  b e t w e e n  

bpply and demand. T h i s  c a n  t a k e  t h e  f o r m  o f  a d s ,  n e w s ,  m a n u a l s ,  i n d e x e s ,  m a i l  

j trv ice ,  b r o a d c a s t ,  e t c . . .  P r o b a b l y  a t  som e p o i n t  i n  t h e  f u t u r e  t h e  v i d e o *  
[Iknology w i l l  a l l o w  l i v e  m e e t i n g s  t o  t a k e  p l a c e  o v e r  n e t w o r k s ,  and  b e  c a n n e d  

I p la y -b a ck  f i l e s .  An e x a m p l e  o f  s u c h  a  c e n t e r  i s  d e v e l o p i n g  i n  A r p a n e t  a t  
Isi tford R e s ea rch  Lab . Some o f  t h e s e  s e r v i c e s  m i g h t  b e  p r o v i d e d  b y  t h e  N e t w o r k  

i tb o r icy ,  but o t h e r  s p e c i a l i z e d  i n s t a l l a t i o n s  may d o  i t  a s  w e l l .  I d e a l l y ,  i t  

uld be t h o u g h t  o f  a s  s e t  o f  c o o r d i n a t e d  i n t e r a c t i o n s  b e t w e e n  i n s t a l l a t i o n s ,
I  a ga in  some d o m in a n t  p a t t e r n s  a r e  l i k e l y  t o  m a t c h  t h e  p a r t i t i o n n i n g  i n t o  

M a .  ( F i g .  8)

^Infornation c e n t e r s

A
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I l l  -  CONCEPTS AND FUNCTIONS

A - Data s v i t c h i n g  m a c h i n e

Var ious t e c h n i q u e s  may b e  c o n s i d e r e d  w h e n  i t  c o m e s  t o  s e t  up  som e c o m m u n i c a t i o n s  

lyscc^ci b e t w e e n  c o m p u t e r s .  What t h e y  h a v e  i n  common i s  t h a t  t h e y  m u st  c o m p l y  v i t h s o a e  
f,overr.nent r e g u l a t e d  m o n o p o l y ,  a n d  t h e y  r e q u i r e  e x i s t i n g  c o m m u n i c a t i o n s  

iH c i e s  D e v e l o p i n g  a  s p e c i f i c  o n e  i s  p e r h a p s  n o t  t o  b e  r u l e d  o u t ,  b u t  t h e  
i n . c i a l  c o s t  w o u ld  b e  u n a c c e p t a b l e ,  u n l e s s  i n t e n s e  p r e s s u r e  i s  p u t  o n ,  l i k e  i n  
a p er iod  o f  w a r .

It i s  n o t  t h e  i n t e n t  o f  t h i s ^ p a p e r  t o  d i s c u s s  c o m m u n i c a t i o n s  t e c h n i q u e s .  L e t  u s  

rc'arlc o n l y  t h a t  c o m p u t e r  i n p u t - o u t p u t  i s  m e s s a g e  o r i e n t e d ,  i n  d i g i t a l *  f o r m ,  and  

th .u  e x i s t i n g  c o m m u n i c a t i o n s  f a c i l i t i e s  h a v e  b e e n  e n g i n e e r e d  f o r  s o m e t h i n g  e l s e  
tl . \n  d a ta  c o m m u n i c a t i o n s ,  ( v o i c e ,  t e l e g r a m s ,  t e l e v i s i o n ) .  More r e c e n t l y  a 

t c :h n iq u e  c a l l e d  ’’p a c k e t  s v i t c h i n g ” h a s  b e e n  p r o p o s e d  a n d  e x p e r i m e n t e d ,  ( s e e  

Dr. D a v i e s ' p a p e r ) . I t  s e e m s  t o  make Che b e s t  o u t  o f  e x i s t i n g  t e c h n o l o g i e s ,  and  

. i t  can be s u p p o r t e d  b y  t e l e p h o n e ,  r a d i o ,  o r  s a t e l l i t e  t r a n s m i s s i o n .  O b s e r v i n g  

t i c  t re n d  i n  n e t w o r k s  s h o w s  t h a t  t r a n s m i s s i o n  s y s t e m s  e v o l v e  t o w a r d s  a  m e s s a g e  
s t. ' re  and fo r w a r d  t e c h n i q u e  w i t h  s h o r t  m e s s a g e s ,  a n d  s h o r t  t r a n s i t  t i m e ,  i n  

orJer to  m eet  t h e  r e q u i r e m e n t s  o f  c o n v e r s a t i o n a l  t r a f f i c .  W it h  m i n i - c o m p u t e r s  
ar i th e  a v a i l a b i l i t y  o f  h i g h  s p e e d  l i n e s ,  i t  l o o k s  a s  i f  t h e  d a y  o f  p a c k e t  

s v i t c h i n g  h a s  c o n e ,  a t  l e a s t  f o r  a  d e c a d e ,  t i l l  n ew  t r a n s m i s s i o n  s y s t e m s  a r e  
v i . o l y  o f f e r e d .  In  Che f o l l o w i n g ,  a s s u m p t i o n s  made a b o u t  c o m m u n i c a t i o n s  s y s t e m s  

v i' . l  be r e s t r i c t e d  t o  p a c k e t  s w i t c h i n g .  •

A$ ve hav e  s e e n  b e f o r e ,  we w a n t  a  c o m m u n i c a t i o n s  s y s t e m  i n d e p e n d e n t  and  

ir.^ulated from  c o m p u t e r  i n s t a l l a t i o n s .  C o n s e q u e n t l y ,  a  p a c k e t  s w i t c h i n g  s y s t e m  
h-v: to be a c o m p u t e r  n e t w o r k  i n  i t s  own r i g h t ,  b u t  a h i g h l y  s p e c i a l i z e d  o n e .
Wi'.-'.t i t  h a s  t o  do IS  t o  s w i t c h  s h o r t  m e s s a g e s  ( p a c k e t s )  o n  t h e  b e s t  p o s s i b l e  
V. y ,  i . e .  f a s t ,  e f f i c i e n t ,  r e l i a b l e .  Of c o u r s e ,  e a c h  o f  t h e s e  a d j e c t i v e s  m i g h t  

t .’-e p a g e s  o f  d i s c u s s i o n .  S i n c e  e v e r y  o t h e r  a d d i t i o n a l  s e r v i c e  i s  t o  b e  i m p l e -  

- r ' t d  i n  some i n t e r n a l  o r  e x t e r n a l  i n s t a l l a t i o n ,  t h e  c o m m u n i c a t i o n s  n e t w o r k  
s; uui do no more t h a n  p a c k e t  s w i t c h i n g .  E x t e r n a l l y  i t  l o o k s  l i k e  a  b l a c k  b o x  

to which m e s s a g e s  a r^  h a n d e d  f o r  d e l i v e r y  t o  a  s p e c i f i e d  d e s t i n a t i o n .  ( F i g .  9 )

i n t e r n a l  s t r u c t u r e  o f  a c o m m u n i c a t i o n s  n e t w o r k  c o u l d  b e  l o o k e d  a t  

C O -v e r . t i c n a l ly  a s  r e f l e c t i n g  i t s  p h y s i c a l  s t r u c t u r e ,  i . e .  a  s e t  o f  c o m p u t e r s  

i> ; .3 g i r g  m e s s a g e s ,  t o  c a r r y  e i t h e r  d a t a  o r  c o n t r o l  i n f o r m a t i o n .  T h e r e  i s  
no h ing i n v a l i d  i n  s u c h  a  m o d e l .  Bu t  som e  c o n c e p t s ,  i n  a d d i t i o n  t o  r e p r e s e n t  a  

p : ; s i c a l  s t r u c t u r e ,  h a v e  a l s o  t h e  p o w e r  t o  e x p a n d  a n d  g e n e r a l i z e  t h e  m o d e l  i n  

i  vo.y t h a t  b r i n g s  new l i g h t ,  s e t s  g u i d e l i n e s ,  a n d  e v e n t u a l l y  h e l p s  r e - t b i n k i n g  

i' s t r u c t u r e  i t s e l f .  C o n s i d e r e d  a s  a  b l a c k  b o x ,  a  c o m m u n i c a t i o n s  n e t w o r k  c a n  b e  

v i .v e d  á s  an a b s t r a c t  m a c h i n e ,  w h i c h  a s  u s u a l  h a s  a n  i n s t r u c t i o n  c o d e , 
p r o c e s s o r s ,  I  -  0 , and  i n t e r n a l  s t a t e s . P a s s i n g  a m e s s a g e  o v e r  t o  a  c o m m u n i c a t i o n s  

p r o ce sso r  ( n o d e )  i s  t a n t a m o u n t  t o  i n p u t t i n g  a n  i n s t r u c t i o n  ( o p .  c o d e  o p e r a n d ) .  

Lso cu t in g  t h e  i n s t r u c t i o n  i s  i n  e f f e c t  t r a n s f e r r i n g  t h e  m e s s a g e  i n t o  a n o t h e r  

cor.ponent o f  t h e  m a c h i n e ,  a n d  o u t p u t  i t .  I n  a  s h o r t - h a n d  f o r m  t h i s  c o u l d  r e a d  :

i n p u t  A ...................................i n p u t  m e s s a g e

B :*  R(A) ............................. e v a l u a t e  d e s t i n a t i o n

(B) : ■  ( A ) .............................t r a n s f e r  m e s s a g e  t o  d e s t i n a t i o n

o u t p u t  B ............................. o u t p u t  m e s s a g e
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_  i n s t r u c t i o n s  may s p a w n  s e v e r a l  o u t p u t s ,  i f  t h e y  f a i l  ( e . g .  R(A)  u n d e f i n e d ) ,  

i f  some o p t i o n s  a r e  e x e r c i s e d ,  l i k e  t r a c i n g  t h e  t r a n s f e r  p a t h .  I n t e r n a l  s t a t e s  

c s  m a in ly  u s e d  f o r  i n t e r n a l  c o n t r o l  o f  t h e  m a c h i n e  ( m o n i t o r i n g ,  m a i n t e n a n c e )  o r  
i*és  a r e s u l t  o f  f a i l u r e  d i a g n o s i s .  O t h e r  i n s t r u c t i o n s  may a c t  u p o n  i n t e r n a l  s t a t e s ,  

Elch can  b e  t h o u g h t  o f  a s  s w i t c h e s ,  s p e c i a l  r e g i s t e r s ,  o r  p a n e l  l i g h t s ,  i n  a  

c o n v e n t io n a l  - c o m p u t e r .

D e s c r i b i n g  a c o m m u n i c a t i o n s  n e t w o r k  a s  a n  a b s t r a c t  m a c h i n e  i s  a w ay t o  d r a w  a 
U m  b e t w e e n  i t s  f u n c t i o n a l  s p e c i f i c a t i o n s ,  a s  v i s i b l e  f r o m  a n  e x t e r n a l  u s e r , . a n d  

i t s  p h y s i c a l  i m p l e m e n t a t i o n .  Of c o u r s e ,  i t  w o u l d  b e  n o n - n e n s e  f o r  a  d e s i g n e r  n o t  
CO have p r e c i s e  i d e a s  a b o u t  t h e  m é c h a n i s m s  u n d e r n e a t h .  B u t  a s  f a r  a s  p o s s i b l e ,  

inner w o r k in g s  s h o u l d  b e  k e p t  i n v i s i b l e  a t  t h e  f u n c t i o n a l  l e v e l ,  b e c a u s e  c o m p u t e r  
i n s t a l l a t i o n s  o n  o n e  h a n d ,  and  t h e  c o u s n u n i c a t i o n s  n e t w o r k  o n  t h e  o t h e r  h a n d  

should c o n s e r v e  maximum a u t o n o m y .

Com in g  t h e  b l a c k  b o x  d i s c l o s e s  a  n ew  d i m e n s i d n ,  ( F i g .  1 0 ) .  Our a b s t r a c t  

machine i s  a c t u a l l y  c o m p o s e d  o f  a  s e t  o f  c o m p o n e n t s ,  s a y  p r o c e s s o r s ,  w h i c h  m u s t  

be put t o  work i n  a c o o r d i n a t e d  f a s h i o n  t o  g e t  a  m e s s a g e  t h r o u g h .  I n  o t h e r  w o r d s ,  

e x e c u t in g  a n  i n s t r u c t i o n  o f  t h e  g l o b a l  m a c h i n e  i s  a  m u l t i - p r o c e s s o r  a c t i o n .  T h en  

i t  might seem  c h a t  w e l l  know n p r o c e s s  c o o r d i n a t i o n  t e c h n i q i a e ^  w ouT d  a p p l y  n i c e l y .  

A c t u a l ly  t h e y  d o n ' t .  A l t h o u g h  we a r e  d e a l i n g  w i t h  a n  a b s t r a c t  m o d e l , -  we a r e  

n e v e r t h e l e s s  i n  a r e a l  w o r l d .  T h e r e  i s  n o  common s c o r e ,  n o  i n d i v i s i b l e  o p e r a t i o n ,  

no w e l l - m a n n e r e d  p r o c e s s e s .  C o m p o n e n ts  a r e  g é o g r a p h i c a l l y  S c a t t e r e d ,  a n d  t h e y  

s a y  f a i l .  I n  t h i s  m a c h i n e  L h e r e  i s  a  c o m m u n i c a t i o n s  p r o b l e m  b e t w e e n  i t s  own  

c ^ w n e n t s .  We a r e  f a c i n g  a  m o re  g e n e r a l  c a s e  o f  m u l t i - p r o c e s s o r ,  i . e .  a d i s t r i b u t e d  

n a c h in e .

( t ^ e r  ch an  a t t e m p t i n g  t o  d e v i s e  a  c o m p l e x  m o d e l  o f  a  u i s t r i b u C e d  m a c h i n e ,  a n  

e a s i e r  and m ore p o w e r f u l  a p p r o a c h  c o n s i s t s  i n  b r e a k i n g  i t  down i n t o  s i m p l e r  

cen p o n en ts  a l o n g  i t s  g e o g r a p h i c a l  d i s t r i b u t i o n .  E a c h  n o d e  i s  a g a i n  a  l o c a l  

p a c h in e , w h e t h e r  i t  b e  u n i  o r  m u ' l t i ’»’p r o c e s s o r . I t s  a b s t r a c t  m o d e l  i s  i d e n t i c a l  
sa th e g l o b a l  o n e ,  w i t h  a n  i n s t r u c t i o n  c o d e ,  I - O ,  e t c . . .  M e s s a g e s  a r e  i n s t r u c t i o n s  

>is p r e v i o u s l y .  E x e c u t i n g  a n  i n s t r u c t i o n  o f  Che g l o b a l  m a c h i n e  a p p e a r s  n ow a s  a  
sequence  o f  i n s t r u c t i o n s  o n  l o c a l  m a c h i n e s .  E a c h  o n e  p e r f o r m s  a  s t e p  o f  t h e  

gfob a l i n s t r u c t i o n ,  and  o u t p u t s  a  r e s u l t  t o w a r d s  a  n e i g h b o r  m a c h i n e ,  t h e  p r o c e s s  
p ro p a g a tes  up t o  a  p o i n t  w h e r e  o u t p u t  i s  d i r e c t e d  Co t h e  e x t e r n a l  w o r l d ,  and  

i t  s t o p s .  ( F i g .  I I )  '

A c t u a l ly  t h i s  p r o c e s s  c a n  b e  O t h e r  t h a n  a  s e q u e n c e  o f  l o c a l  m a c h i n e  i n s t r u c t i o n s ,  

^ e e d ,  c o m p o n e n t s  n a y  f a i l ,  p a r t i c u l a r l y  t h e  c o m m u n i c a t i o n s  l i n e s ,  a n d  a  l o c a l  
i n s t r u c t i o n  may b e  r e p e a t e d  a n um b er  o f  t i m e s ,  w i t h  d i f f e r e n t  r e s u l t s ,  b e c a u s e  

i a t i r n a l  s t a t e s  may c h a n g e .  T h u s ,  o u t p u t s  may b e  s e n t  t o  v a r i o u s  n e i g h b o r s ,  and  
the s e t  o f  l o c a l  i n s t r u c t i o n s  b e c o m e s  a  t r e e ,  w i t h  l o o p s  and  b r a n c h e s  . e x e c u t i n g  

in p a r a l l e l .  In  t h e  e n d  t h e r e  may b e  o n e ,  n o n e ,  o r  s e v e r a l  r e s u l t s .  I t  i s  c l e a r  

lÉat some e r r o r  c o n t r o l  s c h e m e  i s  n e e d e d  t o  make o u r  m a c h i n e  r e l i a b l e .

This g l o b a l  i n s t r u c t i o n  m o v i n g  s t e p  b y  s t e p  t h r o u g h  s u c c e s s i v e  l o c a l  m a c h i n e s  i s  

r c n i n i s c e n t  o f  t h e  p i p e - l i n e  s t r u c t u r e  o f  h i g h  s p e e d  p r ö c e s s o r s ,  o r  t i m e - s l o t t e d  

n u l t i - p r o c e s s o r s  (CDC 6 0 0 0  p e r i p h e r a l  p r o c e s s o r s ) .  T h e  s i m i l a r i t y  i s  n o t  a c c i ­
d e n t a l .  W ith  v e r y  f a s t  and  c h e a p * m i c r o - c o m p o n e n t s ,  f u t u r e  m a c h i n e s  w i l l  c o n t a i n  
hundreds o r  t h o u s a n d s  o f  p r o c e s s o r s .  T h e y  w i l l  b e  m i c r o - n e t w o r k s .

As t e e n  p r e v i o u s l y ,  t h e  l o c a l  m a c h i n e  m o d e l  i s  t h e  sa m e  a s  t h e  g l o b a l  m a c h i n e .
^ r  i t r u c t u i e  i s  r e c u r s i v e . Bu t  o n l y  o n e  l e v e l  o f  r e c u r s i o n  i s  n o t  .much a f t e r  a l l .  
Let us c a r r y  t h i s  a p p r o a c h  o n e  s t e p  f u r t h e r ,  b y  a p p l y i n g  t h e  d i s t r i b u t i o n  c o n c e p t
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INSTRUCTIONS

(n)-»(p) out B



^ 0  t h e  i n s t r u c t i o n  c o d e .  I n  c o n v e n t i o n a l  m a c h i n e s » t h e  i n s t r u c t i o n  s e t  i s  c l o s e d ,  

d u e  t o  t h e  num b er  o f  b i t s  r e s e r v e d  f o r  t h e  o p .  c o d e .  I n  o u r  n e t w o r k  m a c h i n e  we 
c a n  c o n s i d e r  t h a t  e a c h  i n s t r u c t i o n  t y p e  i s  e x e c u t e d  b y  a  l o g i c a l  c o m p o n e n t ,  
l o c a t e d  s o m e w h e r e  i n  t h e  g l o b a l  m a c h i n e .  An o p .  c o d e  i s  t h e n  s i m p l y  t h e  a d d r e s s  

o f  t h e  a p p r o p r i a t e  i n s t r u c t i o n  p r o c e s s o r .  E x e c u t i n g  a  g l o b a l  i n s t r u c t i o n  i n  a 

f i r s t  p h a s e  p r o p a g a t e s  i t  t o w a r d  i t s  s p e c i f i c  p r o c e s s o r ,  w h e r e  i t  i s  e x e c u t e d  

w i t h  p o s s i b l e  f u r t h e r  p r o p a g a t i o n .  By p u t t i n g  l o g i c a l  n e t w o r k  c o m p o n e n t s  

w i t h i n  t h e  d e s t i n a t i o n  name s p a c e , t h e  i n s t r u c t i o n  s e t  c a n  b e  a s  l a r g e  a s  

d e s i r a b l e  w i t h o u t  p r a c t i c a l  l i m i t s .  I n  o t h e r  w o r d s ,  t h e  i n s t r u c t i o n  s e t  i s  

o p e n - e n d e d . T h i s  i s  a n i c e  f e a t u r e  f o r  a n  e x p e r i m e n t a l  s y s t e m .  T h e  n e t w o r k  
m a c h i n e  i s  n ow  d e f i n e d  i n  t e r m s  o f  l o g i c a l  ( s o f t w a r e )  c o m p o n e n t s ,  i n s t e a d  o f  

l o c a l  ( h a r d w a r e )  m a c h i n e s .  P r a c t i c a l l y  t h e s e  c o m p o n e n t s  h a v e  t o  b e  p h y s i c a l l y  

l o c a t e d  w i t h i n  som e o r  a l l  n o d e s .  C o n s e q u e n t l y ,  t h e  sam e s t r u c t u r e  a p p l i e s  a s  

w e l l  t o  a  l o c a l  m a c h i n e  ( n o d e ) .  ( F i g .  12)

A c o n s e q u e n c e  o f  t h i s  r e g u l a r  s t r u c t u r e  i s  t h a t  c o m m u n i c a t i o n s  b e t w e e n  l o g i c a l  

c o m p o n e n t s  ( s o f t w a r e  m a c h i n e s )  i s  t h e  sam e  w h e t h e r  t h e y  b e  g e o g r a p h i c a l l y  d i s t a n t  
o r  l o c a t e d  w i t h i n  t h e  sam e n o d e .  B u t  t h e r e  i s  a  d i f f e r e n c e  i n  d e l a y .

A n o t h e r  c o n s e q u e n c e  i s  c h a t  s e v e r a l  n e t w o r k s  o f  t h a t  t y p e  c a n  b e  p u t  t o g e t h e r  

a n d  m ak e up  a  s i n g l e  n e t w o r k . T h i s  i s  t h e  r e c u i r s i v e  s t r u c t u r e  p r o p e r t y  a p p l i e d  

o u t w a r d s .  I n d e e d ,  e v e r y  n e t w o r k  c a n  b e  m o d e l e d  a s  a  n o d e ,  h e n c e  s e v e r a l  n e t w o r k s  
a r e  a  n e t w o r k .  P a r c i t i o n n i n g  a n d  c o a l e s c e n c e  o f  n e t w o r k s  may o c c u r  d u r i n g  n o r m a l  

o p e r a t i o n  a s  a r e s u l t  o f  l i n e  f a i l u r e s .  T h e r e f o r e  t h i s  s o r t  o f  s e l f - a d a p t i n g  

s t r u c t u r e  i s  m o s t  d e s i r a b l e ,  a s  i t  s a v e s  o n  d o v n - C i m e  a n d  s e r v i c e  d i s t u r b a n c e .

B -  H o s t s

So  f a r  we h a v e  u s e d  t h e  t e r m  “ i n s t a l l a t i o n "  t o  m ean  v a g u e l y  a  c o m p u t e r  o f  t h e  

s e t  m a k in g  up  a h e t e r o g e n e o u s  g e n e r a l - p u r p o s e  c o m p u t e r  n e t w o r k .  T h i s  r e q u i r e s  

f u r t h e r  a t t e n t i o n ,  a s  we k now  t h a t  c o m p u t e r s  c a n  r e v e a l  v a r i o u s  m e t a m o r p h o s e s .
S i n c e  t h e  A r p a n e t  l i t e r a t u r e  i n t r o d u c e d  t h e  t e r m  " h o s t " ,  i t  h a s  b e e n  u s e d  

w i d e l y ,  a l t h o u g h  n o t  a l w a y s  i n  Che v e r y  sam e  s e n s e  a s  A r p a n e t .  F o r  t h e  s a k e  o f  
c o n s i s t e n c y ,  we u s e  i t  h e r e  a l s o ,  i n  som e l o o s e  s e n s e ,  a s  we s h a l l  s e e .

A s  s e e n  f r o m  t h e  c o m m u n i c a t i o n s  n e t w o r k ,  a  h o s t  i s  a  s o u r c e  and  a  s i n k  o f  m e s s a g e s . 
I t  i s  a b l e  t o  i n p u t  and  o u t p u t  m e s s a g e s  o f  a  p r e d e f i n e d  f o r m a t ,  and  i t  h a s  a n  

a d d r e s s ,  i . e .  i t  i s  know n w i t h i n  t h e  name s p a c e  o f  t h e  c o m m u n i c a t i o n s  n e t w o r k .
T h i s  i s  e n o u g h ,  b u t  o n e  c a n  n o t i c e  t h a t  n o t  t h e  s l i g h t e s t  a s s u m p t i o n  i s  made  
a b o u t  t h e  l o g i c a l  o r  p h y s i c a l  n a t u r e  o f  a  h o s t .  T h i s  m e a n s  t h a t  t h e  s t r u c t u r e  

o f  a c o m p u t e r  n e t w o r k  i s  t o t a l l y  i n d e p e n d e n t  o f  t h a t  o f  a p r o p e r l y  d e s i g n e d  
c o m m u n i c a t i o n s  n e t w o r k .

A t  t h e  h o s t  l e v e l ,  d i s c o u n t i n g  som e  s p e c i a l  c a s e s ,  no  o n e ' i s  i n t e r e s t e d  i n  a  

c o m p u t e r  p e r  s e ,  b e c a u s e  i t  i s - n o t  a  u s a b l e  l o g i c a l  e n t i t y .  U s a b l e  e n t i t i e s  i n  
a c o m p u t e r  a r e  r e s o u r c e s  : f i l e s ,  p r o c e s s o r s ,  p e r i p h e r a l s ,  u s e r  a c c o u n t s ,  e t c  . . .

I n  o r d e r  t o  g e t  som e p r o d u c t i v e  w o r k ,  a c t i v i t i e s  a r e  r u n  t o  w h Í 9 h a s u b - s e t  o f  

r e s o u r c e s  a r e  a s s i g n e d ,  e x c l u s i v e l y  o r  i n  som e s h a r e d  m o d e .  C u s t o m a r i l y ,  c o m p u t e r s  

a r e  u s e d  i n  a m u l t i p l e x e d  f a s h i o n ,  a l l o w i n g  s e v e r a l  a c t i v i t i e s  i n  p a r a l l e l .  Thus  

a  h o s t  i s  m e r e l y  a c o n t a i n e r  o f  r e s o u r c e s  and  a c t i v i t i e s .

I n  a c o m p u t e r  n e t w o r k " e n v i r o n m e n t ,  u s e f u l  h o s t - h o s t  c o m m u n i c a t i o n s  a c t u a l l y  o c c u r  
b e t w e e n  a c t i v i t i e s ,  i n  o r d e r  t o  a c c e s s  r e m o t e  r e s o u r c e s ,  o r  s e t  up d i s t r i b u t e d  

a c t i v i t i e s . Due t o  t h e  h e t e r o g e n e i t y  o f  t h e  h o s t s ,  t h e r e  i s  no  common o r  co m p a ­
t i b l e  d e f i n i t i o n  f o r  a  l o c a l  a c t i v i t y .  On t h e  o t h e r  h a n d ,  c o m m u n i c a t i o n s  b e t w e e n  

h o s t s  c a n n o t  t a k e  p l a c e  u n l e s s  som e m u t u a l  a g r e e m e n t  h a s  b e e n  a g r e e d  u p o n .  To g e t  

a r o u n d  t h i s  d i l e m m a ,  we i n t r o d u c e  a  n ew  k i n d  o f  n e t w o r k - w i d e  e n t i t y  c a l l e d  a  

s u b s c r i b e r . T h e y  a r e  p u r e l y  a b s t r a c t  t h i n g s ,  b e a r i n g  a  name k no w n  b y  e v e r y  h o s t ,  

w h i c h  a c t i v i t i e s  c a n  p l u g  i n t o  w h e n  t h e y  w a n t  t o  s t a r t  som e h o s t - h o s t  c o m m u n i c a t i o n s .
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The num b er  o f  u u b s c r i b e r s  p e r  h o s t  s h o u l d  b e  l a r g e  e n o u g h  t o  a c c o m o d a t e  t h e  n e e d s  
o f  s i m u l t a n e o u s  n e t w o r k  a c t i v i t i e s .  Bu t  i f  we w a n t  t o  a v o i d  i n t r i c a c i e s  an d  

i n c o n v e n i e n c e  a s s o c i a t e d  w i t h  a  d y n a m i c  a s s i g n m e n t ,  s u b s c r i b e r  n a m es  s h o u l d  b e  
a s s i g n e d  p e r m a n e n t l y  t o  r e a l  w o r l d  e n t i t i e s  s u c h  a s  u s e r s ,  t e r m i n a l s ,  s e r v i c e s ,  

e t c  . . .

U s u a l l y ,  a l l  m e s s a g e s  e x c h a n g e d  b e t w e e n  a  h o s t  and  t h e  c o m m u n i c a t i o n s  n e t w o r k  a r e  
m u l t i p l e x e d  o n t o  t h e  sam e t r a n s m i s s i o n  l i n e s ,  t y p i c a l l y  tw o  f o r  r e l i a b i l i t y .  T h u s  

a  l o g i c a l  c o m p o n e n t  i s  n e c e s s a r y  t o  c o l l e c t  and  d e l i v e r  m e s s a g e s  f r o  a n d  t o  t h e  

p r o p e r  s u b s c r i b e r s .  I t  i s  t y p i c a l l y  a  h o s t  o p e r a t i n g  s y s t e m  m o d u l e ,  o f  t h e  a c c e s s  

m e t h o d  s p e c i e s ,  i m p l e m e n t i n g  " t h e "  n e t w o r k  p r o t o c o l .

H o w e v e r ,  a  u n i q u e  p r o t o c o l  i s  q u i t e  c o n s t r a i n i n g .  New v e r s i o n s  m u s t  b e  t r i e d  o u t  

o c c a s i o n a l l y ,  u s e r  c l u b s  w a n t  t h e i r  own p r o t o c o l ,  a n  e x p e r i m e n t  i s  c o n t e m p l a t e d  

w i t h  a  h o s t  i n  a d i f f e r e n t  n e t w o r k ,  a n d  f o r  a  h a n d f u l . o f  o t h e r  g o o d  r e a s o n s ,  a 

h o s t  s h o u l d  a c c o m o d a t e  v a r i o u s  p r o t o c o l s , w h i c h  may o r  may n o t  b e  c o m p a t i b l e .
T h i s  r e s u l t s  i n  a m o r e  * s o p h i s t i c a t e d  s t r u c t u r e  w i t h  tw o  l e v e l s  o f  m u l t i p l e x i n g ,  

o n e  f o r  p r o t o c o l s ,  o n e  f o r  s u b s c r i b e r s .

I f  m e s s a g e s  r e c e i v e d  b y  a  h o s t  m u s t  b e  f a n n e d  o u t  t o  t h e  p r o p e r  p r o t o c o l ,  t h i s  

m e a n s  t h a t  som e  g e n e r a l  c o n v e n t i o n  h a s  b e e n  a g r e e d  among a l l  p r b t o c o l s  a b o u t  t h e  

s e l e c t i o n  a l g o ^ r i t h m .  T h i s  w o u l d  n o t  b e  t o o  r e a l i s t i c * ,  a s  p r o t o c o l s  may j u s t  h a p p e n  
i n d e p e n d e n t l y ,  and  i t  w o u l d  b e  i n  c o n t r a d i c t i o n  w i t h  t h e  c o n c e r n  f o r  i n s t a l l a t i o n  

f r e e d o m .  C o n s e q u e n t l y ,  we u s e  a  d i f f e r e n t  s c h e m e .  W i t h i n  a  h o s t  t h e r e  c a n  b e  

s e v e r a l  v i r t u a l  h o s t s ,  e a c h  o n e  w i t h  i t s  own s e t  o f  c o n s i s t e n t  p r o t o c o l s .  
I n c o m p a t i b l e  p r o t o c o l s  a r e  i n  a s  many  v i r t u a l  h o s t s ,  f o r  w h i c h  t h e r e  a r e  d i f f e r e n t  

a d d r e s s e s  i n  t h e  name s p a r e  o f  t h e  c o m m u n i c a t i o n s  n e t w o r k .  T h u s ,  m e s s a g e s  a r e  
d i s p a t c h e d  a c c o r d i n g  t o  t h e i r  v i r t u a l  h o s t  d e s t i n a t i o n  w i t h i n  a  s i n g l e  h o s t .
( F i g .  1 4 ) .  T h i s  t e c h n i q u e  a p p l i e s  a s  w e l l  w h e n  a  h o s t  i s  c o m p o s e d  o f  s e v e r a l  

c o m p u t e r s  h o o k e d  t o g e t h e r ,  o r  w h e n  a  h o s t  i s  o p e r a t i n g  u n d e r  a  v i r t u a l i z i n g  
^ s y s t e m  l i k e  C P - 6 7 .

So  f a r  t h e r e  h a s  b e e n  n o  a s s u m p t i o n  a b o u t  t h e  num b er  o f  t r a n s m i s s i o n  l i n e s  u s e d  

t o  c o n n e c t  a  h o s t  t o  t h e  c o m m u n i c a t i o n s  n e t w o r k .  I t  h a s  o n l y  b e e n  m e n t i o n n e d  t h a t  
tw o  w o u l d  b e  a p p r o p r i a t e  f o r  r e l i a b i l i t y .  I t  i s  n o t  s a i d  e i t h e r  t h a t  t h e y  s h o u l d  

g o  t o  t h e  sam e  n o d e .  F o r  r e l i a b i l i t y  i t  i s  b e t t e r  t o  c o n n e c t  t o  d i f f e r e n t  n o d e s ,  
b u t  t h i s  i s  i m m a t e r i a l  a s  f a r  a s  t h e  h o s t  i s  c o n c e r n e d .  H o w e v e r ,  i t  m a t t e r s  t o  

h a v e  s e v e r a l  l i n e s ,  p a r t i c u l a r l y  i f  t h e  h o s t  i s  a d i s t r i b u t e d  s y s t e m , i . e .  a  

n e t w o r k .  I n  t h i s  c a s e  i t  I s  v e r y  l i k e l y  t h a t  s e v e r a l  p a t h s  s h o u l d  b e  e s t a b l i s h e d  
b e t w e e n  b o t h  n e t w o r k s .

To r e c a p ,  i t  a p p e a r s  t h a t  t h e  c o n c e p t s  o f  h o s t  a n d  s u b s c r i b e r  a r e  f l e x i b l e  e n o u g h  

t o  e l u d e  a n y  p r e c i s e  d e f i n i t i o n ,  e x c e p t  b e i n g  n a m e s .  P r a c t i c a l l y  t h e y  c a n  b e  

a s s o c i a t e d  w i t h  a  v a r i e t y  o f  o b j e c t s .  L e t  u s  s a y  t h a t  a  h o s t  i s  a  c o n t a i n e r  and  

a  s u p p l i e r  o f  r e s o u r c e s ,  w h i l e  a  s u b s c r i b e r  i s  u s u a l l y  a  s e t  o f  r e s o u r c e s  

i n t e n d e d  f o r  a n  a c t i v i t y .  E . g .  a  s u b s c r i b e r  c a n  b e  a  f i l e ,  a - t e r m i n a l ,  a  u s e r ,  a  

s e q u e n t i a l  p r o c e s s ,  a  s u b - s y s t e m ,  a n  o p e r a t i n g - s y s t e m ,  a  v i r t u a l  m a c h i n e ,  e t c . . .  

Some e n t i t i e s  m i g h t  a s  v e i l  b e  c o n s i d e r e d  h o s t s  o r  s u b s c r i b e r s ,  d e p e n d i n g  o n  

convenience.

In many way* subscribers are like phone sets. (Fig. 13)
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Naming 26.

Using d i s t a n t  r e s o u r c e s ,  c o m m u n i c a t i n g  w i t h  d i s t a n t  p r o c e s s e s  r e q u i r e  n a m in g  

then.  But s i n c e  h o s t s  a r e  h e t e r o g e n e o u s ,  t h e r e  i s  n o  c o n s i s t e n t  s c h e m e  t o  name  

d i s t a n t  r e s o u r c e s .  F u r t h e r m o r e  e x i s t i n g  n a m e s  may c o n f l i c t .  A f i r s t  a t t e m p t  t o  

c ircu m ven t  t h e  p r o b l e m  i s  t o  d e f i n e  a  n ew  name s p a c e  g l o b a l  t o  a l l  h o s t s .  T h i s  

cay be t h e  c a s e  f o r  s u b s c r i b e r  n a m e s .  T h e r a f t e r ,  e v e r y  h o s t  o r g a n i z e s  o n  i t s  

own way a m a p p in g  o f  i t s  l o c a l  n a m e s  o n t o  t h e  p a r t  o f  t h e  g l o b a l  name s p a c e  

a l l o c a t e d  t o  i t .  Bu t  t h i s  m e a n s  t h a t  o n e  m u s t  k now  b e f o r e h a n d  how a  d i s t a n t  h o s t  
Baps i t s  l o c a l  n a m es  i n  o r d e r  t o  a c c e s s  i t s  r e s o u r c e s .  A g a i n ,  t h i s  i s  h e t e r o g e *  

neous.

A second t e c h n i q u e  i s  t o  u s e  a h i e r a r c h i c a l  name s p a c e .  Names a r e  2 - c o m p o n e n t ,  

one i s  a g l o b a l  name ( h o s t ,  s u b s c r i b e r ,  o r  a n y  o t h e r ) ,  t h e  o t h e r  i s  t h e  l o c a l  

nairc> d e s i g n a t i n g  a s p e c i f i c  r e s o u r c e  i n  t h e  h o s t  n a m in g  s c h e m e .  T h i s  m e t h o d  i s  

u s u a l l y  m ore  c o s t l y  f o r  c o m p u t e r s ,  b u t  m o r e  c o n v e n i e n t  f o r  human h a n d l i n g .

There i s  a d i le m m a  i n  n e t w o r k s  w he n  i t  c o m e s  t o  l o c a t e  a n  e n t i t y  f r o m  i t s  n a m e .
Due to  d e l a y s  i n h e r e n t  i n  c o m m u n i c a t i o n s ,  i t  i s  c o s t l y  t o  s e a r c h  f o r  a  name i n  

s e v e r a l  o r  e v e n  a l l  h o s t s .  C o n s e q u e n t l y  o n e  t e n d s  t o  make up  na m es  w i t h  a  h o s t  

naiTt' c o m p o n e n t ,  w h i c h  s e r v e s  a s  a  g e o g r a p h i c a l  p o i n t e r .  B u t  t h i s  s c h e m e  i s  n o t  

v e i l  s u i t e d  t o  r e s o u r c e s  w h i c h  b e l o n g  t o  v i r t u a l  o r  d i s t r i b u t e d  h o s t s .  T h e r e  i s  

to r e  f l e x i b i l i t y  i f  r e s o u r c e  n a m e s  a r e  i n d e p e n d e n t  o f  h o s t  n a m e s .  B u t  t o  r e d u c e  
s earch  t im e  i t  i s  d e s i r a b l e  t o  r e i n s t a t e  a  g e o g r a p h i c a l  l o c a t o r ,  w h i c h  we may 

c a l l  a r e g i o n  n am e.

Regions c a n  b e  d e f i n e d  w i t h  t h e  o b j e c t i v e  o f  c u t t i n g  t h r o u g h  a min im um  t r a f f i c ,  

to t h a t  r e g i o n  and  t r a f f i c  c ^ l u s t e r s  w o u l d  r o u g h l y  m a t c h .  I n  a d d i t i o n ,  w i t h i n  

the c o n f i n e s  o f  a p a r t i c u l a r  r e g i o n  t h e r e  i s  n o  n e e d  t o  u s e  g l o b a l  n a m e s ,  s i n c e  

the r e g i o n  name c a n  b e  i m p l i c i t .  B o t h  e f f e c t s  w o u l d  co m p ou nd  t o  make m o s t  na m es  

i h o r t e r , h e n c e  m ore c o n v e n i e n t .

Other more s o p h i s t i c a t e d  v a r i a t i o n s  may b e  c o n s i d e r e d ,  i n  o r d e r  t o  s i m p l i f y  
n in in g  a c r o s s  t h e  n e t w o r k .  T h e y  a r e  i n s p i r e d  f r o m  d i a l i n g  s c h e m e s  i n  t h e  

t e l e p h o n e  s y s t e m ,  w h i c h  a r e  q u i t e  i n t e r e s t i n g  i n d e e d .  S e e  a  p h o n e  d i r e c t o r y  f o r  
Bore d e t a i l s .

D -  C o n m u n ic a t l n g  e n t i t i e s

In a m e s s a g e  o r i e n t e d  c o m m u n i c a t i o n s  n e t w o r k  s e n d i n g  i n d i v i d u a l  m e s s a g e s  i s  a  

basic  c a p a b i l i t y  w h i c h  d o e s  n o t  r e q u i r e  a n y  i n i t i a l  s e t - u p .  T h i s  c a n  b e  p u t  t o  
an a d v a n ta g e  i n  a c o m p u t e r  n e t w o r k  w h e n  c o o p e r a t i n g  a c t i v i t i e s  e x c h a n g e  s h o r t  

s e l f - i d e n t i f y i n g  m e s s a g e s , e . g .  t r a n s a c t i o n s ,  s a m p l i n g s ,  c o n t r o l  i n f o r m a t i o n .  I n  

t h i s  c a s e ,  Che o n l y  e n t i t i e s  r e q u i r e d  a t  h o s t  l e v e l  f o r  a c t i v i t i e s  t o  c o m m u n i c a t e  

are s u b s c r i b e r s . O n ce  a n  a c t i v i t y  h a s  a s u b s c r i b e r  name a s s i g n e d  t o  i t ,  i t  c a n  
j u s t  sen d  m e s s a g e s  t o  a n y  o t h e r  s u b s c r i b e r  i n  t h e  n e t w o r k  u n d e r  t h e  sam e p r o t o c o l .

But p o re  t r a d i t i o n a l l y ,  i n t e r c h a n g e s  b e t w e e n  a c t i v i t i e s  t e n d  t o  b e  m o d e l e d  a f t e r  

s e q u e n t i a l  I - O .  I t  i s  a t r a n s p o s i t i o n  a t  n e t w o r k  l e v e l  o f  p r o g r a m m i n g  s y s t e m s  

d e s ig n e d ^ f o r  s e q u e n t i a l  d e v i c e s .  I n  e f f e c t  m o s t  i n t e r - p r o c e s s  c o m m u n i c a t i o n  

schemes a r e  d a t a  s t r e a m  o r i e n t e d ,  s t e m m in g  f r o m  a n  I - O - m i n d e d  a p p r o a c h .  T h u s  i t  
. T» c o n v e n i e n t  t o  h a v e  m e c h a n i s m s  a t  h o s t  l e v e l  g e a r e d  t o  d a t a  s t r e a m  h a n d l i n g ,  

f o r  t h a t  p u r p o s e  new k i n d s  o f  e n t i t i e s  a r e  r e q u i r e d ,  t o  p r o v i d e  s o m e t h i n g  l i k e  
jata p i p e s  b e t w e e n  a c t i v i t i e s .  T h e r e  a r e  a  n um b er  o f  p o s s i b l e  v a r i a t i o n s  i n  t h e  

0*ic7Tonal d e s i g n  o f  s u c h  t o o l s .  A l s o  t h e  t e r m i n o l o g y  i s  n o t  s t a b i l i z e d .  I n  t h e  

| ? U o v i n g  we d e s i g n a t e  b y  p i p e  s u c h  a n  e n t i t y  c a p a b l e  o f  c h a n n e l i n g  a  d a t a  s t r e a m  

•^tveen tw o d i s t a n t  a c t i v i t i e s ,  and  p o r t s  t h e  n a m es  u s e d  a t  e a c h  e n d  b y  h o s t  

c t i v i t l e s .  H e r e  a r e  som e t y p i c a l  p i p e  p r o p e r t i e s  w h i c h  m ay  b e  e n c o u n t e r e d .
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U n i  - o r  b i - d i r e c t i o n a l
27.

S i n c e  a  d a t a  s t r e a m  a l w a y s  r e q u i r e s  som e  f e e d b a c k  f o r  e r r o r  a n d  f l o w  c o n t r o l ,  

i t  i s  m o s t  c o n v e n i e n t  t o  h a v e  b i - d i r e c t i o n a l  p i p e s .

On b i - d i r e c t i o n a l  p i p e s  f u l l - d u p l e x  m od e i s  o u c h  m o r e  s i m p l e  f n d  e f f i c i e n t ,  as 
i t  d o e s  away w i t h  t h e  c o n t e n t i o n  p r o b l e m  t h a t  p l a g u e s  h a l f - d u p l e x  p r o c e d u r e s .

• *

^ i s  i s  t h e  p r o p e r t y  o f  d e l i v e r i n g  m e s s a g e s  i n  t h e  sam e  o r d e r  a s  t h e y  a r e  p u t  

i n t o .  F o r  s e q u e n t i a l  d a t a  s t r e a m s ,  s e q u e n c i n g  i s  m a n d a t o r y .  B u t  a p i p e  may b e  

u s e d  b y  a . s u b - s y s t e m  w h i c h  c o n t a i n s  i t s  o w n  s c h e m e  f o r  t a g g i n g  a n d  c o n t r o l l i n g  

t h e  m e s s a g e  f l o w ,  i n  w h i c h  c a s e  s e q u e n c i n g  i s  n o t  n e c e s s a r y .

I t  i s  t h e  a b i l i t y  t o  i n s u r e  t h a t  e v e r y  m e s s a g e  s e n t  h a s  b e e n  r e c e i v e d  o n l y  o n c e .  

I t  c a n  b e  a  b y - p r o d u c t  o f  s e q u e n c i n g .  I t  i s  n o t  q u e s t i o n e d  t h a t  e r r o r  c o n t r o l  

i s  n e e d e d  a t  som e p o i n t  w he n  d a t a  t r a v e l  f r o m  h o s t  t o  h o s t .  B u t  w h e r e  t o  p u t  i t  

i s  a n  i s s u e  f a r  f r o m  s e t t l e d .  T h e r e  i s  m o r e  e l a b o r a t i o n  o n  t h a t  i n  t h e  f o l l o w i n g .

I t  i s  a  m e c h a n i s m  w h e r e b y  t h e  r e c e i v e r  c a n  c h o k e  u p  t h e  s e n d e r  t o  p r e v e n t  

o v e r f l o o d i n g .  Same c o m m e n ts  a s  f o r  e r r o r  c o n t r o l .

* £ £ £ i ! ? 2 £ 2 £ 2  *

To r e g u l a t e  t h e  d a t a  f l o w  a n d  t u n e  i t  t o  t h e  a m o u n t  o f  r e s o u r c e s  a v a i l a b l e  t o  
b o t h  s e n d e r  a n d  r e c e i v e r ,  i t  may b e  a p p r o p r i a t e  t o  a s s o c i a t e  p a r a m e t e r s  s u c h  

a s  : m e s s a g e  l e n g t h  ( m i n i .  m a x i . ) ,  t r a f f i c  r a t e ,  t i m e - o u t s ,  e t c . . .  T h e s e  
p a r a m e t e r s  c a n  b e  n e g o t i a t e d  b e t w e e n  b o t h  p a r t i e s  a s  p a r t  o f  t h e  p i p e  i n i t i a l  
s e t  u p .

I t  s h o u l d  b e  e m p h a s i z e d  t h a t -  p i p e s  a r e  o n l y  a  c o n s t r u c t i o n  i m p l e m e n t e d  a t  h o s t  
l e v é l . I n  som e c a s e s  t h e y  a r e  e x t e n d e d  en d  t o  e n d  t h r o u g h  t h e  c o m m u n i c a t i o n s  

n e t w o r k .  T h e  i m p l i c a t i o n  i s  a  s t r o n g  c o u p l i n g  b e t w e e n  t h e  d e s i g n  o f  h o s t  p r o t o c o l s  

and c o m m u n i c a t i o n s  n e t w o r k .  T h i s  may b e  j u s t i f i e d  f o r  s p e c i f i c  a p p l i c a t i o n s  ( e . g .  

T y m n e t ,  a  s e r v i c e  b u r e a u  t i m e  s h a r i n g  n e t w o r k ) ,  b u t  i n  t h e  g e n e r a l  c a s e ,  t h i s  i s  

i n  c o n t r a d i c t i o n  w i t h  o u r  p r i n c i p l e s  o f  i n s u l a t i n g  t h e  tw o  d o m a i n s ,  d u e  t o  t h e  

u n d e s i r a b l e  c o n s t r a i n t s  a t t a c h e d .

D a t a  p i p e s  a r e  t o  b e  s e t  up  . ( o p e n e d )  and  d e s t r o y e d  ( c l o s e d )  a t  t h e  r e q u e s t  o f  

h o s t  a c t i v i t i e s .  A s  o n e  c a n  f i g u r e  o u t  e a s i l y ,  i t  w o u l d  b e  a  t r i c k y  p r o b l e m  i f  

b o t h  a c t i v i t i e s  h a d  t o  a g r e e  o n  a common p i p e  n a m e ,  b e c a u s e  t h e r e  i s  n o  r e f e r e e  

t o  b r e a k  a t i e  u p .  I t  i s  m o re  c o n v e n i e n t  t o  name a p i p e  f r o m  b o t h  e n d s  w i t h  l o c a l  

n a m es  a s  s e e n  f r o m  e a c h  a c t i v i t y .  T h e s e  a r e  p o r t  n a m e s . E a c h  a c t i v i t y  r e f e r s  t o  

a p o r t  w h e n  s e n d i n g  a  m e s s a g e .  B u t  t h i s  i s i t s o w n  l o c a l  n a m e .  I n  o r d e r  t o  d e l i v e r  

m e s s a g e s  f r o m  t h e  a p p r o p r i a t e  p i p e  a t  t h e  o t h e r  e n d ,  t h e y  m u s t  a r r i v e  w i t h  t h e  

d e s t i n a t i o n  p o r t  n a m e .  H e n c e ,  p o r t  n a m e s  o f  b o t h  e n d s  m u s t  b e  e x c h a n g e d  b e t w e e n  
h o s t s  d u r i n g  i n i t i a l  s e t  u p .

P i p e s  and  p o r t s  a r e  p a r t i c u l a r l y  u s e f u l  w h e n  h o s t  a c t i v i t i e s  a r e  p ro g ra m m ed  w i t h  

I  -  0  s t r e a m s  l e f t  u n a s s i g n e d  t o  a n y  s p e c i f i c  d e v i c e ,  a n d  c a n  b e  r e f e r r e d  t o  b y  
l a b e l s ,  s a y  b y  p o r t  n a m e s .  U s i n g  a  consnand l a n g u a g e ,  o r  som e  f o r m  o f  d e c l a r a t i v e  

s t a t e m e n t s  a l l o w s  a  u s e r  t o  b i n d  n e t w o r k  a n d  p r o g r a m  p o r t  n a m e s  a t  e x e c u t i o n , t i m e . 
D e p e n d i n g  o n  h i s  r e q u i r e m e n t s ,  a  u s e r  i s  a b l e  t o  u s e  e i t h e r  l o c a l  o r  d i s t a n t  f i l e s  

a n d  I  -  0  d e v i c e s ,  j u s t  b y  a s s i g n m e n t  c o m m a n d s .  ( F i g .  IS )
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T h o s e  f u n c t i o n s  a r e  o f t e n  a s s o c i a t e d  w h i l s t  t h e y  may a p p e a r  o f  d i s t i n c t  n a t u r e ,  j 
Va s h a l l  s e e  w h y .  E r r o r  c o n t r o l  m e a n s  d e t e c t i n g  t h e  l o s s ,  o r  a l t e r a t i o n ,  o r  

u n d u e  r e p e t i t i o n  o f  m e s s a g e s .  But  d e t e c t i n g  e r r o r s  o n l y  w o u l d  n o t  b e  o f  much  
a v a i l  w i t h o u t  r e c o v e r y . T h us  a  s a t i s f a c t o r y  e r r o r  c o n t r o l  m e c h a n i s m  s h o u l d  

i n c l u d e  a  p r o c e d u r e  t o  r e s t a r t  t r a n s m i s s i o n  i n  a  p r o p e r  w a y .  Any  r e c o v e r y  

p r o c e d u r e  a s s u m e s  t h a t  t h e  s e n d e r  h a s  k e p t  c o p i e s  o f  a  c e r t a i n  num b er  o f  p a s t  

m e s s a g e s .  S i n c e  t h e y  c a n n o t  b e  s t o r e d  i n d e f i n i t e l y ,  p a r t  o f  e r r o r  c o n t r o l  

c o n s i s t s  i n  a  p r o c e d u r e  w h e r e b y  t h e  r e c e i v e r  r e l e a s e s  b a c k u p  c o p i e s  o f  r e c e i v e d ]  

M s s a g e s  s t o r e d  i n  t h e  s e n d e r ' s  s p a c e .  A l l  t h a t  b o i l s  d ow n  t o  a p r o d u c e r  

c o n s u m e r  p r o c e s s .  T h e  s e n d e r  p r o d u c e s  c o p i e s  o f  m e s s a g e s ,  t h a t  a r c  g r a d u a l l y  

c o n s u m e d  b y  t h e  r e c e i v e r ,  o n c e  i t  h a s  e x e r c i s e d  i t s  e r r o r  d e t e c t i n g  a n d  r e c o v e r y ]  

c a p a b i l i t i e s .

F l o w  c o n t r o l  i s  a  p r o c e d u r e  w h e r e b y  t h e  r e c e i v e r  a l l o c a t e s  a  p o t e n t i a l  t r a n s m i t * ]  

s i o n  c r e d i t  t o  t h e  s e n d e r  ; n o  m a t t e r  t h e  f o r m  u s e d  t o  s p e c i f y  t h i s  c r e d i t .  In  

o t h e r  w o r d s  t h e  r e c e i v e r  p r o d u c e s  e m p t y  c a n s  g r a d u a l l y  c o n s u m e d  b y  t h e  s e n d e r ,  
o n c e  s u c c e s s f u l  t r a n s m i s s i o n  h a s  o c c u r r e d .

I n  o t h e r  w o r d s  t h e  s e m a n t i c s  o f  e r r o r  a n d  f l o w  c o n t r o l  a r e  d i f f e r e n t ^  b u t  t h e  

s y n t a x  c a n  b e  t h e  s a m e .  T h u s  i t  i s  co m n o n  e n g i n e e r i n g  p r a c t i c e  t o  u s e  t h e  same 

s i e c h a n i s m s  t o  i m p l e m e n t  b o t h .  ^

To r e c a p ,  d i s c o u n t i n g  som e i d i o s y n c h r a s i e s ,  e r r o r  a n d  f l o w  c o n t r o l  a r e  tw o  

p r o d u c e r ^ c o n s u m e r  p r o c e d u r e s .  T h e  a c t u a l  m e s s a g e  t r a n s f e r  i s  a  t h i r d  o n e .  
T o g e t h e r  t h e y  m a k e m p  w h a t  we m i g h t  c a l l  a  r e l i a b l e  p r o d u c e r ^ c o n s u r o e r  coosnun ica*  

t i o n .  F o r  a s e q u e n t i a l  p i p e ,  t h e  p r o c e d u r e  c a n  b e  r e d u c e d  t o  ^  s t a t e  v a r i a b l e s ,
3  f o r  t h e  s e n d e r ,  3 f o r  t h e  r e c e i v e r .  T h e y  c a n  b e  i n t e r p r e t e d  a s  p o i n t e r s  i n  an 

i n f i n i t e  l i n e a r  m e s s a g e  name s p a c e I f  we a d o p t  t h e  f o l l o w i n g  c o n v e n t i o n s  :

E - Error and flow control

F . .  F r  .  . . . F l o w  c o n t r o l ,  s e n d ,  :

T» ,  Tr  .  .  ,. . T r a n s m i s s i o n  c o n t r o l

E . .  Er  .  . .. .  E r r o r  c o n t r o l ,  s e n d .

t h e s e  v a r i a b l e s  s h o u l d  m e e t  t h e  c o n d i t i o n s  :

E s  ^  E r  <  T r  T s  <  F s  ^  F r

T h i s  i s  a g e n e r a l i z a t i o n o f  d i e w e l l  know n p r o d u c e r - c o n s u m e r  s c h e m e  u s e d  i n  c o n v e n ­
t i o n a l  c o m p u t e r s ,  a n d  o f t e n  t e r m e d  c i r c u l a r  p o i n t e r s .  ( F i g .  16)

T h i s  s c h e m e  a p p l i e s  t o  n o n ,  s e q u e n t i a l  t r a n s f e r  a s  y e l l ,  w i t h  o n l y  a  d i f f e r e n c e  

i n  t h e  i n t e r p r e t a t i o n  o f  t h e  s t a t e  v a r i a b l e s .  I n s t e a d  o f  p o i n t i n g  t o  m e s s a g e  

n a m e s ,  t h e y  c a n  b e  u n d e r s t o o d  a s  p o i n t i n g  t o  w in d o w s  i n  t h e  m e s s a g e  name s p a c e ,  

w i t h  t h e  c o n d i t i o n  t h a t  w in d o w s  m u s t  s l i d e  s e q u e n t i a l l y .  W i t h i n  a  w in d o w  m essaged  
a r e  m a n a g e d  i n d i v i d u a l l y .  The  w in d o w  w i d t h  c a n  b e  v a r i a b l e ,  a n d  d e p e n d s  o n  

r e s o u r c e s  a v a i l a b l e  b o t h  i n  t e r m s  o f  nam e a n d  s t o r a g e  s p a c e .  T h i s  c a n  b e  a  

p a r a m e t e r  n e g o t i a t e d  a t  p i p e  i n i t i a l  s e t  u p .  A s  we c a n  s e e  n o w ,  s e q u e n t i a l  

t r a n s f e r  i s  j u s t  a  d e g e n e r a t e d  c a s e  o f  n o n  s e q u e n t i a l ,  w i t h  w in d o w  w i d t h  e x a c t l y ]  
o n e .

F -  E v e n t  c o n t r o l

C o n t r o l l i n g  m e s s a g e  t r a n s f e r  i s  i n  e f f e c t  c o n t r o l l i n g  s p e c i f i c  e v e n t s  t o  w h i c h  

we a t t a c h  t h e  m e a n i n g  : m e s s a g e  a l l o c a t e d ,  m e s s a g e  s e n t ,  m e s s a g e  c h e c k e d ,  e t c  

B u t  a n y  o t h e r  m e a n i n g  w o u l d  b e  a c c e p t a b l e  a s  w e l l ,  a s  f a r  a s  c o n t r o l  m e c h a n is m s  

a r e  c o n c e r n e d .  We h a v e  a n  e x a m p l e  i n  t h e  c o n t r o l  o f  n o n  s e q u e n t i a l  t r a n s f e r ,  

w h e r e  t h e  s e m a n t i c s  " m e s s a g e  w in d o w "  h a v e  b e e n  s u b s t i t u t e d  t o  " m e s s a g e " .
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E v e n t  t r a n s f e r  i s  a  k e y s t o n e  i n  d i s t r i b u t e d  s y s t e m s ,  s i n c e  t h e r e  a r i s e  c o n s t a n t l y l  

s o m e ^ o i n t s  i n  t i m e  w h e n  s e v e r a l  d i s t a n t  c o m p o n e n t s  m u s t  a l l  a g r e e  a b o u t  t h e  f a c t j  

t h a t  s o m e t h i n g  d i d  o r  d i d  n o t  h a p p e n  c o r r e c t l y .  E . g .  t r a n s f e r r i n g  a  f i l e ,  

e ^ c e c u t i n g  a j o b ,  u p d a t i n g  a d a t a  b a s e ,  e t c . . .  B o t h  a l t e r n a t i v e s  a r e  e q u a l l y  

a c c e p t a b l e  : c i t h e r  i t  d i d  h a p p e n  a n d  a l l  a c t i v i t i e s  c a n  g o  o n ,  o r  i t  d i d  n o t  

an d  t h e y  a l l  h a v e  t o  g o  t o  a  r e c o v e r y  p r o c e d u r e .  The  u n a c c e p t a b l e  s i t u a t i o n  i s  

som e a c t i v i t i e s  d e c i d i n g  t h a t  i t  d i d ,  o t h e r s  d e c i d i n g  t h a t  i t  d i d  n o t ,  o r  d o n ' t  

k n o w .  T h i s  we may c a l l  a  d i s t r i b u t e d  e v e n t  ; i t  h a s  t o  b e  e i t h e r  t r u e  o r  f a l s e .

S i n c e  t h e r e  c a n n o t  e x i s t  a n  i d e a l  o b s e r v e r ,  e v e n t  s e t t i n g  r e q u i r e s  p r o p a g a t i o n ,  

h e n c e  d e l a y .  F u r t h e r m o r e ,  C o m m u n i c a t i o n s  c o m p o n e n t s  a r e  u n r e l i a b l e .  C o n s e q u e n t l y , !  

t h e  f o l l o w i n g  s i t u a t i o n  c a n  n e v e r  b e  r u l e d  o u t  : " A f t e r  a l l  s o r t s  o f  c o n t r o l ,

" a n  a c t i v i t y  d e c i d e s  t h a t  a n  e v e n t  i s  t r u e ,  a n d  u p d a t e s  i t s  c o p y  ó f  t h e  e v e n t .  

" A s s u m i n g  t h a t  c o n t r o l  i s  t o t a l l y  r e l i a b l e ,  a n o t h e r  a c t i v i t y  d e c i d e s  a l s o  t h a t  

" t h e  e v e n t  i s  t r u e ,  b u t  b e f o r e  u p d a t i n g  t h e  e v e n t ,  i t  f a i l s " .
T h e n  t h e  e v e n t  i s  " t r u l s e " .  A u n i q u e  e v e n t  c a n n o t  b e  a s c e r t a i n e d  w i t h  m o r e  t h a n |  

a  c e r t a i n  p r o b a b i l i t y .

I f  a n  e v e n t  i s  s e e n  f a l s e  b y  som e  a c t i v i t y ,  d u e  t o  f a i l u r e  i n  t h e  c o n t r o l  

m e c h a n i s m  e . g . ,  a  r e c o v e r y  p r o c e d u r e  w i l l  b e  e n t e r e d  b y  t h a t  a c t i v i t y ,  and  t h e  

o t h e r s  w i l l  b e  s o l i c i t e d  a g a i n  f o r  a n  a c t i o n  t h a t  t h e y  c o n s i d e r e d  f i n i s h e d .  I f  

t h e  e v e n t  w a s  s u p p o s e d  t o  o c c u r  o n l y  o n c e ,  t h e s e  a c t i v i t i e s  may c o n c l u d e  c h a t  i t  i 
w a s  " t r u l s e "  a f t e r *  a l l ,  a n d  g o  t o  r e c o v e r y .  B u t  t h e y  may a l s o  h a v e  v a n i s h e d  und er |  
t h e  a s s u m p t i o n  C h a t  e v e r y t h i n g  w a s  a l l  r i g h t ,  a n d  t h e r e  i s  n o  l o n g e r  a n y  w ay  to  

r e c o v e r .

On Che o t h e r  h a n d ,  i f  a  s e r i e s  o f  r e p e a t a b l e  e v e n t s  i s  e x p e c t e d ,  c o n f u s i o n  may 

d e v e l o p  a s  t o  w h i c h  i n s t a n c e  i s  a c t u a l l y  o c c u r r i n g ,  u n l e s s  c a r e  i s  t a k e n  t o  makel  
e a c h  e v e n t  u n i q u e l y  i d e n t i f i a b l e .  F o r  e x a m p l e ,  A o p e n s  a  p i p e  t o  B . I t  f a i l s  f o r ]  

A b u t  s u c c e e d s  f o r  B , b e c a u s e  a n  a c k n o w l e d g m e n t  g o t  l o s t .  A p r o c e e d s  t o  t r y  agaiij  
and B i n t e r p r e t s  t h a t  a s  o p e n i n g  a  s e c o n d  p i p e .

I t  w o u l d  s e e m  a s  C ho ugh n o t h i n g  c o u l d  b e  e v e r  c e r t a i n  i n  a  d i s t r i b u t e d  s y s t e m .
I n  a  s t r i c t  s e n s e  t h i s  i s  c o r r e c t ,  s i n c e  n o  p h y s i c a l  s y s t e m  c a n  b e  h e l d , 1 0 0  Z 

■ j r e l i a b l e .  Bu t  we  u s e d  t o  t e r m  r e l i a b l e  a  s y s t e m  w h o s e  f ^ i i l u r e  r a t e  i s  w e l l  b e l o v  ] 
a  t o l e r a n c e  l e v e l ,  w h a t e v e r  C hat may b e .  T h e  p o i n t  i s  t h a t  som e c o m p o n e n t s  i n  a 

c o m p u t e r  n e t w o r k  a r e  known. Co b e  u n r e l i a b l e  b y  c o m p u t e r  s t a n d a r d s ,  s p e c i f i c a l l y  

t r a n s m i s s i o n  l i n e s .  S u b j e c t i v e l y  o n e  w o u l d  b e  s a t i s f i e d  i f  a  n e t w o r k  w e r e  a s  

r e l i a b l e  a s  a  s i n g l e  c o m p u t e r  s y s t e m ,  o r  m a y b e  so m e w h a t  b e t t e r ,  t o  c o m p e n s a t e  for^ 

a l a r g e r  c o m p l e x i t y  i n  r e c o v e r y  p r o c e d u r e s .  S i n c e  t h e  p i t f a l l s  m e n t i o n n e d  

p r e v i o u s l y  d o  n o t  n o r m a l l y  o c c u r  i n  a  s i n g l e  c o m p u t e r ,  som e a p p r o p r i a t e  p rocedu re i  

a p p e a r  n e c e s s a r y  i n  a  n e t w o r k , t o  k e e p  th e m  f r o m  h a p p e n i n g .

A u s u a l  way  f o r  o b t a i n i n g  r e l i a b l e  s e r v i c e  o u t  o f  u n r e l i a b l e  c o m p o n e n t s  i s  

r e d u n d a n c y .  S i n c e  a s i n g l e  d i s t r i b u t e d  e v e n t  c a n n o t  r a t e  b e t t e r  t h a n  t r u l s e ,  we 
i n t r o d u c e  a  p r e c e d e n c e  r u l e  a s  f o l l o w s  :

" i f  e v é n t  E ( n )  i s  t r u e  t h e n  a l l  e v e n t s  E ( i ) ,  i < n ,  a r e  t r u e " ,  

w h i c h  c a n  b e  c o n d e n s e d  i n  t h e  f o r m  : E ( n ) E  ( n - 1 ) .
T h e s e  we may c a l l  c h a i n e d  e v e n t s . T h e y  s t e m  n a t u r a l l y  f r o m  t h e  e x e c u t i o n  o f  

s e q u e n t i a l  o r  i t e r a t i v e  p r o c e s s e s .

The  o n u s  now i s  t o  e s t a b l i s h  t h a t  a t  l e a s t  o n e  e v e n t  i s  t r u e .  T h e  p r e c e d e n c e  

r u l e  a l l o w s  t o  d o  j u s t ' t h a t ,  a s  w e  s h a l l  s e e .  B u t  w e  h a v e  t o  a s s u m e  t h a t  component  
a r e  r e l i a b l e  e n o u g h ,  s o  t h a t  :

.  e v e n t s  c a n n o t  b e  " u n d o n e " ,  o n c e  t r u e  t h e y  d o  n o t  c h a n g e .
• t h e r e  c a n n o t  b e  " g h o s t "  e v e n t  r e p o r t s .

L e t  E ( i )  b e  a d i s t r i b u t e d  e v e n t  i n  a  s e r i e s  o f  c h a i n e d  e v e n t s ,  w i t h  l o c a l  

c o m p o n e n t s  ^  E j  d o m a i n s  o f  a  d i s t r i b u t e d  a c t i v i t y  A j .
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cAcvukcu D/ eacn iocax activity
p r o c e d u r e  s y n c  ( i )

Ej ( i )  t r u e  ; r e p o r t  Ej ( i )  

v e i t  u n t i l  a l l  ( i ) ,  k V  j ,  r e p o r t e d  t r u e  

w á  th e  s t r u c t u r e  o f  e a c h  Aj a c t i v i t y  w o u l d  l o o k  l i k e  :

• t e p  ( n )  

s y n c  (n )  

s t e p  ( n  + I )  

s y n c  ( n  ♦  I )  

s t e p  ( n  * 2 )  

sync  (n  ♦  2 )

From t h i s  v e  c a n  i n f e r  :

. i f  s y n c  ( n )  i s  c a r r i e d  o u t  s u c c e s s f u l l y ,  t h e n  E ( n )  i s  t r u e ,  s i n c e  e v e r y
Aj h a s  r e p o r t e d  s o .

. i f  s y n c  ( n  + I )  i s  b l o c k i n g  f o r  som e  A . ,  t h e n  n o  A^ c a n  p r o g r e s s  b e y o n d  
s y n c  ( n  2 ) ,  s i n c e  t h e r e  w i l l  b e  no  E^ ( n  * 2 )  r e p o r t .  C o n s e q u e n t l y ,

E ( n )  -  t r u e ,  E ( n  +  I )  •  E ( n  + 2 )  -  j r u l s e ,  E ( i  >  h + 2 )  •  f a l s e ,  a s  
s e e n  f r o m  A . .

J

B i n g  t h i s  s y n c h r o n i z a t i o n  s c h e m e ,  a n y  A . c a n  d e t e r m i n e  s a f e l y  t h e  s t a t e  o f  t h e  

d i s t r i b u t e d  a c t i v i t y ,  w i t h  a  r a n g e  o f  u n c e r t a i n t y  r e s t r i c t e d  t o  2 s t e p s .  I n  c a s e  
of f a i l u r e ,  i t  i s  t h u s  p o s s i b l e  t o  g u a r a n t e e  a  s a f e  r e c o v e r y  f r o m  a  w e l l  d e f i n e d  

pa int o f  e x e c u t i o n .

Let u s  remark t h a t  u n c e r t a i n t y  i s  n o t  a  n ew  p h e n o m e n o n  p e c u l i a r  t o  n e t w o r k s .

Sone way o r  a n o t h e r  i t  h a s  t o  b e  d e a l t  w i t h  i n  a n y  s y s t e m  c a p a b l e  o f  t r u l y  
p a r a l l e l  a c t i v i t i e s ,  f o r  w h i c h  t h e r e  i s  no  i d e a l  o b s e r v e r .  T h o s e  p e r s o n s  

f a n i l i a r  w i t h  m u l t i - p r o c e s s o r s  h a v e  a l r e a d y  e n c o u n t e r e d  s u c h  s i t u a t i o n s  w h e r e  i t  
i s  i m p o s s i b l e  t o  d e t e r m i n e  t h e  s t a t e  o f  som e v a r i a b l e s ,  w i t h o u t  b r i n g i n g  t h e  

system i n t o  a n o t h e r  s t a t e  i n  w h i c h  t h e y  c a n  b e  o b s e r v e d  s a f e l y .  T h i s  i s  n o t  j u s t  

aa e f f e c t  o f  t h e  c o m p o n e n t  u n r e l i a b i l i t y ,  b u t  a  b a s i c  i n g r e d i e n t  o f  a s y n c h r o n o u s  

syawers .  T h e r e  e x i s t  " f u z z y ” s t a t e s  w h i c h  m u s t  b e  c a r e f u l l y  s e g r e g a t e d  and  

aOMlyzed, i n s t e a d  o f  b e i n g  f o u g h t  o u t  w i t h  m a k e s h i f t  l o g i c .

k ith  our c h a i n e d  e v e n t  s c h e m e ,  a  d i s t r i b u t e d  a c t i v i t y  c a n  p r o g r e s s  s a f e l y .  But  

w  have n o t  s e e n  how i t  c a n  t e r m i n a t e  s a f e l y . We h a v e  t o  a g r e e  t h a t  t h e r e  m u s t  *
be a l a s t  e v e n t  p a s t  w h i c h  a c t i v i t i e s  c a n  t e r m i n a t e .  S i n c e  a n  e v e n t  s t a t e  c a n n o t  

be a s c e r t a i n e d  b y  p r i o r  e v e n t s ,  t h e  l a s t  tw o  e v e n t s  may b e  l e f t  t r u l s e ,  w i t h  som e  

a c t i v i t i e s  g e t t i n g  b l o c k e d ,  and  g o i n g  t o  r e c o v e r y .  I f  som e o t h e r  a c t i v i t i e s  h a v e  
a lread y  v a n i s h e d ,  r e c o v e r y  w i l l  n o t  s u c c e e d ,  and  h u n g  up  a c t i v i t i e s  w i l l  h a v e  t o  

g iv e  up o n  some w a y ,  l e s t  b e i n g  d e a d l o c k e d .  On t h e  o t h e r  h a n d  i f  we m ake i t  

s c c e p t a b l e  t h a t  s y n c  ( l a s t )  may f a i l ,  i s  i t  w o r t h  t o  e x e c u t e  i t  a t  a l l  ?

Eet us as su m e t h a t  t h e  l a s t  e v e n t  i s  o n l y  r e p o r t e d  w i t h o u t  s y n c ,  t h e n  n o  A.  
a c t i v i t y  i s  a b l e  t o  d e t e r m i n e  w h e t h e r  E ( l a s t )  i s  t r u e ,  i . e .  w h e t h e r  A r e a i l y  

f i a i s h e d  c o r r e c t l y .  An i d e a l  o b s e r v e r  w o u l d  b e  n e c e s s a r y  t o  c o l l e c t  a l l  r e p o r t s  

and i n v e s t i g a t e  m i s s i n g  o n e s .  I n  e f f e c t  i t  w o u l d  p e r f o r m  a  c e n t r a l i z e d  s y n c  

o p e r a t i o n ,  w h i c h  w o u l d  b e  nn  d i f f e r e n t  f r o m  a n y  o f  t h o s e  p e r f o r m e d  b y  e a c h  A . .

In p a r t i c u l a r  a  r e p o r t  may o e  m i s s i n g  f r o m  som e A . t h a t  f i n i s h e d  c o r r e c t l y  aAd 

i s  g on e . I t  a p p e a r s  t h a t  f o r  t h i s  s c h e m e  t o  w o r k  we n e e d  a  c o n t r o l l i n g  e n v i r o n m e n t
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e m b e d d i n g  A» t o  w h i c h  E ( l a s t )  w o u l d  b e  r e p o r t e d .  A c t u a l l y  t h i s  m a k e s  E ( l a s t )  

b e l o n g  t o  t h e  c o n t r o l l i n g  e n v i r o n m e n t  r a t h e r  t h a n  t o  t h e  - d i s t r i b u t e d  a c t i v i t y  A. 
T h e r e a f t e r  t h i s  e n v i r o n m e n t  c o u l d  u s e  w h a t e v e r  ad h o c  t e c h n i q u e  s u i t a b l e  t o  t h e  

p r o b l e m  a t  h a n d ,  ^ i k e  k e e p i n g  t r a c k  o f  E .  ( l a s t )  r e p o r t s  i n  l o c a l  A . e n v i r o n m e n t s  

f o r  a s  l o n g  a s  n e c e s s a r y .  T h i s  may w o r k  i f t e r  a l l ,  b u t  we d i d  n o t  A c t u a l l y  s o l v e  

t h e  p r o b l e m ,  we  o n l y  th rew  i t  i n  s o m e o n e  e l s e ' s  h a n d .  P r a c t i c a l l y  t h e  c o n t r o l l i n g  

e n v i r o n m e n t  i s  n o t h i n g  b u t  a  d i s t r i b u t e d  a c t i v i t y ,  f o r  w h i c h  E ( l a s t )  c a n  b e  

j u s t  o n e  e v e n t  i n  a c h a i n e d  s e t ,- and  t h u s  a s c e r t a i n e d  b y  s u b s e q u e n t  o c c u r r e n c e s .  
I n  t h e  en d  we h a v e  t o  a s s u m e  a  g l o b a l  n e t w o r k  e n v i r o n m e n t  w h i c h  w i l l  n e v e r  

t e r m i n a t e  i t s  e x e c u t i o n .  F o r  a l l  p r a c t i c a l  p u r p o s e s ,  t h i s  may b e  s a t i s f a c t o r y ,  

b u t  i t  s t i l l  l e a v e s  a m i x e d  f e e l i n g  t h a t  a  d i s t r i b u t e d  a c t i v i t y  b e  u n a b l e  t o  
i n s u r e  i t s  n o r m a l  t e r m i n a t i o n .

G o i n g  b a c k  t o  o u r  s y n c h r o n i z a t i o n  s c h e m e ,  we c a n  t a k e  a  d i f f e r e n t  a p p r o a c h .  L e t  

E ( n )  b e  t h e  l a s t  e v e n t  i n  A m a r k i n g  o f f  t h e  en d  o f  t h e  u s e f u l  e x e c u t i o n .  We 

i n t r o d u c e  tw o  m ore  f i n a l  e v e n t s  and  tw o  m o r e  s y n c  o p e r a t i o n s  t h r o u g h  w h i c h  e a c h  

A .  m u s t  s t e p  b e f o r e  n o r m a l  t e r m i n a t i o n .  S h o u l d  t h e y  a l l  s u c c e e d ,  o n e  may s a y  

t A a t  i t  w e r e  u s e l e s s ,  b e c a u s e  i t  d i d  n o t  add  a n y t h i n g  t o  w h a t  e a c h  A . c o u l d  t e l l  

a f t e r  E ( n ) .  B u t  t h i s  i s  d i f f e r e n t  i f  som e  o f  th e m  f a i l .  The  d i l e m m a '^ f o r  a n  A.  
g o e s  l i k e  t h i s  : " I  kno w I ' m  f i n i s h e d .  I  k now  y o u ' r e  f i n i s h e d .  B u t  d o  y o u  k n o ^
I  am , s o  I  c a n  g o  h o m e " .

A c c o r d i n g  t o  t h e  s y n c h r o n i z a t i o n  l o g i c ,  we may s t a t e  t h a t  a n y  A . h a v i n g  s u c c e s s * *  

f u l l y  e x e c u t e d  s y n c  ( n )  may c o n c l u d e  t h a t  t h e  a c t i v i t y  A h a s  b e ^ n  s a f e l y  t e r m i ­
n a t e d .  I n  c a s e  o f  f a i l u r e  o n  s y n c  ( n  I )  i t  s h o u l d  a t t e m p t  r e c o v e r y ,  b e c a u s e  i t  

may u n b l o c k  som e A^ l a t c h e d  o n  s y n c  ( n ) . I f  r e c o v e r y  J o e s  n o t  s u c c e e d ,  o r  i f  s y n c  

( n  2 )  f a i l s ,  A.  c a n  n e v e r t h e l e s s  g o  home s a f e l y .  I n  o t h e r  w o r d s ,  f a i l u r e s  o f  
E ( n  I )  o r  E ( n  2 )  d o  n o t  c a u s e  A t o  f a i l .

F a i l u r e  t o  p a s s  s y n c  ( n ) , - f o r  som e  A . ,  i s  a n  u n s a f e  t e r m i n a t i o n .  I f  r e c o v e r y  d o e s  

n o t  s u c c e e d ,  i t  may b e  t h a t  t e r m i n a t i n g  A i s  i m p o s s i b l e  w i t h o u t  e x t e r n a l  i n t e r ­
v e n t i o n .  I t  w o u l d  b e  t h e  same' t h i n g  f o r  a n y  f a i l u r e  p r i o r  t o  n .  I n  t h i s  c a s e ,  

t r o u b l e  r e p o r t s  m u s t  b e  d i r e c t e d  t o  a  c o n t r o l l i n g  e n v i r o n m e n t  f o r  f u r t h e r  

a n a l y s i s  and  r e c o v e r y .  T h u s  o n e  s t i l l  h a s  t o  r e s o r t  t o  a c o n t r o l l i n g  e n v i r o n m e n t ,  

a s  i n  a n y  c o n v e n t i o n a l  s y s t e m ,  b u t  i t s  r o l e  i s  l i m i t e d  t o  e x c e p t i o n a l  c o n d i t i o n s , 
a s  i t  s h o u l d  h e .

G -  T i m e - o u t s

A s  we h a v e  s e e n  a b u n a a n t l y ,  d u e  t o  t h e  p o t e n t i a l  f a i l u r e  o f  som e  c o m p o n e n t s ,  a 

d i s t r i b u t e d  a c t i v i t y  c a n n o t  r e l y  u p o n  w e l l  b e h a v e d  p r o c e s s e s .  T h i s  i s  a l s o  t r u e  

f o r  a n y  l a r g e  s c a l e  and  c o m p l e x  s y s t e m  i n  w h i c h  l o g i c a l  f l a w s  c a n n o t  b e  c o m p l e ­

t e l y  e l i m i n a t e d .  S i n c e  c o m p o n e n t  a c t i v i t i e s  a r e  d e p e n d e n t  o n  t h e  c o r r e c t  

p r o p a g a t i o n  o f  v a r i o u s ,  i n f o r m a t i o n ,  t h e y  m u s t  a l w a y s  b e  i n  a  p o s i t i o n  t o  e s c a p e  

f r o m  d e a d l o c k  i f  t h e  e x p e c t e d  i n f o r m a t i o n  d o e s  n o t  a r r i v e .  R e g a r d l e s s  o f  t h e  

i m p l e m e n t a t i o n  ( w a t c h d o g ,  L o o p ,  m a n u a l  i n t e r v e n t i o n ) ,  i t  b o i l s  dow n t o  som e  t im e  
d e l a y  b e y o n d  w h i c h  a n  a c t i v i t y  i s  f o r c e d  t o  c o n t i n u e .  What i s  a p p r o p r i a t e  t o  do 

i s  o f  c o u r s e  p e c u l i a r  t o  e a c h  s i t u a t i o n .

A t i m e - o u t  m ay  b e  t h o u g h t  o f  a  n i l  e v e n t  w h i c h  a l w a y s  o c c u r s  i n  l i e u  o f  a n  
e x p e c t e d  o n e .  Bu t  i t  c a r r i e s  n o  r e l i a b l e  i n f o r m a t i o n ,  o n l y  d o u b t . I n d e e d ,  i f  

d e l a y s  h a d  t o  b e  s e t  s o  t h e r e  w o u l d  b e  n o  s i g n i f i c a n t  p r o b a b i l i t y  t o  o b s e r v e  

w h a t  w a s  e x p e c t e d ,  t h e y  w o u l d  o f t e n  b e  t o o  l o n g  and  d e t e r i o r a t e  e f f i c i e n c y .  On 

t h e  o t h e r  h a n d ,  i f  t h e y  a r e  t o o  s h o r t ,  e x c e p t i o n a l  c o n d i t i o n s  w o u l d  b e  t r i g g e r e d  

t o o  o f t e n  and  a g a i n  i n c r e a s e  o v e r h e a d .  C o n s e q u e n t l y ,  a  f i r s t  p r o p e r t y  o f  a  t i m e ­
o u t  d e l a y  i a  t o  b e -  t u n e d  i n  r e l a t i o n  t o  a  p a r t i c u l a r  e n v i r o n m e n t .  I t  d o e s n o t m e a n  
t h a t  t h e  e x p e c t e d * e v e n t  d i d  n o t  o r  w i l l  n e v e r  o c c u r .
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T y p i c a l l y  a  t i m e - o u t  t r i g g e r s  som e d i a g n o s t i c s  o r  r e c o v e r y  p r o c e d u r e .  Bu t  t h e  

t i c e d - o u t  e v e n t  may h a v e  o c c u r r e d  a l r e a d y ,  o r  c a n  b e  u n d e r  w a y .  C o n s e q u e n t l y ,  

a c t i o n s  s t a r t e d  i n  t h a t  c o n t e x t  m u s t  b e  a r r a n g e d  s o  t h a t  t h e y  do  no  h a r m  when  
they a r e  r e d u n d a n t .

U s u a l l y  t i m e - o u t s  a r e  p l a c e d  i n  s e v e r a l  c o m p o n e n t s  c o o p e r a t i n g  a s y n c h r o n o u s l y .  

This r e s u l t s  i n  t i m e  d e p e n d e n c i e s  r e q u i r i n g  a  t h o r o u g h  a n a l y s i s .  As i n  f e e d b a c k  

s y s t e m s ,  o s c i l l a t i o n s  and v i c i o u s  l o o p s  c a n  k i l l  n o r m a l  b e h a v i o r .  U n f o r t u n a t e l y  
t h i s  i s  a n  a r e a  w h e r e  we l a c k  a  s y s t e m a t i c  a p p r o a c h .  C o n s t r u c t i o n s  m u s t  b e  

v a l i d a t e d  b y  h a n d ,  o r  c o m p u t e r  s i m u l a t i o n ,  and  o n l y  s i m p l e  o n e s  l e n d  t h e m s e l v e s  

to p r a c t i c a l  a n a l y s i s .

A v e r y  r e s t r i c t e d ,  e x a m p l e  a p p e a r s  o n  F i g .  1 7 ,  w h i c h  r e p r e s e n t s  a  s e n d e r  a n d  a  

r e c e i v e r  a u t o m a t o n ,  w i t h  som e s u g g e s t e d  t i m e  d e p e n d e n c i e s .  A s  a n  e x e r c i s e  

r e a d e rs  w i l l  l i k e l y  f i n d  t h a t  t h e y  w o u l d  p i c k  d i f f e r e n t  o n e s .  The  r e a s o n  i s  

th at  on e  c a n  make q u i t e  d i f f e r e n t  a s s u m p t i o n s  a b o u t  t h e  o p e r a t i n g  e n v i r o n m e n t .
I t  may a l s o  h a p p e n  t h a t  t h e  e n v i r o n m e n t  i s  u n s t a b l e . C o n c l u s i o n  ; t i m e - o u t s  a r e  

a t a n g l e d  i s s u e .

H -  M u l t i - l e v e l  e r r o r  c o n t r o l

i

As s e e n  p r e v i o u s l y ,  a d i s t r i b u t e d  a c t i v i t y ,  a s  a n y  o t h e r ,  n e e d s  a  c o n t r o l l i n g  
e n v i ronr .c nt t o  w h i c h  i t  c a n  r e p o r t  u n r e c o v e r a b l e  o r  d o u b t f u l  s i t u a t i o n s ,  

f u r t h e r n o r e ,  e a c h  c o m p o n e n t  i s  n e c e s s a r i l y  r e s t r i c t e d  t o  a  d o m a in  i n  w h i c h  some  
ty p es  o f  e r r o r s  - c a n n o t  b e  d e t e c t e d ,  b e c a u s e  i t  w o u l d  r e q u i r e  a c c e s s  t o  e x t r a n e o u s  

in f o r m a t i o n  n o t  r e l e v a n t  t o  i t s  a c t i v i t y .  E . g .  t h e  c o m m u n i c a t i o n s  n e t w o r k  c a n n o t  

t e l l  w h e t h e r  a m e s s a g e  i s  a c o r r e c t  command f o r  a n  RJE s e r v i c e ,  ( r e m o t e  j o b  

e n t r y ) .  T h e r e f o r e  c o n t r o l  m u s t  b e  d i s t r i b u t e d  a c r o s s  s e v e r a l  l e v e l s  o f  e n v i r o n ­
ment,  s t a r t i n g  f r o m  im."-r  l e v e l  c o m p o n e n t s  ( t r a n s m i s s i o n  l i n e s ) ,  t h r o u g h  l o g i c a l  

components o f  t h e  c o m m u n i c a t i o n s  n e t w o r k ,  h o s t  p r o t o c o l s ,  u s e r  a c t i v i t i e s ,  
network o p e r a t i n g  s y s t e m .

S in ce  c o n t r o l  m e a n s  c o s t ,  o r  o v e r h e a d ,  t h e  o b j e c t i v e  i s  t o  make i t  c o s t - e f f e c t i v e . 
In o t h e r  w o r d s  i t  s h o u l d  b e  i m p l e m e n t e d  w h e r e  i t  i s  m o s t  e f f i c i e n t ,  and  i t  

should  n o t  b e  r e d u n d a n t  w i t h o u t  s e r i o u s  j u s t i f i c a t i o n s .  C o n s e q u e n t l y ,  a  l o g i c a l  
approach c o n s i s t s  i n  s p e c i a l i z i n g  c o m p o n e n t s  i n  som e t y p e s  o f  c o n t r o l  w h i c h  t h e y  

can p e r fo r m  w e l l .  E r r o r s  t h a t  a r e  d e t e c t e d  b u t . c a n n o t  b e  c o r r e c t e d  w i t h  e n o u g h  

r e l i a b i l i t y  s h o u l d  b e  r e p o r t e d  t o  t h e  o u t e r  l a y e r ,  w h i l e  i n n e r  l a y e r s  s h o u l d  b e  
t r u s t e d  f o r  w h a t e v e r  c o n t r o l  t h e y  a r e  i n  c h a r g e  o f .

Vhen p r o p a g a t i n g  i n f o r m a t i o n ,  a  f i r s t  t y p e  o f  c o n t r o l  i s  t o  make s u r e  t h a t  b i t  

p a t t e r n s  a r e  n o t  c o r r u p t e d .  T h i s  i s  t y _ p i c a l l y  t h e  s o r t  o f  f u n c t i o n  w h i c h  a 
h.irdware l o g i c  u s i n g  c y c l i c a l  r e d u n d a n c y  c h e c k i n g  (CRC) .c a n  do  e f f i c i e n t l y  w i t h  

high r e l i a b i l i t y .  On t h e  o t h e r  h a n d ,  o t h e r  m e t h o d s  a r e  m o re  e x p e n s i v e .  T h u s ,  

b i t  c o n t r o l  i s  t o  b e  e n t r u s t e d  t o  I -O  a d a p t e r s .  Bu t  t h e y  u s u a l l y  d o  n o t  c o r r e c t  

e r r o r s ,  b e c a u s e  i t  r e q u i r e s  some p ro g ra m m ed  l o g i c .  T h i s  s e c o n d  l e v e l  o f  c o n t r o l  ■ 
i s  d e v o t e d  t o  t h e  I -O  a d a p t e r  e n v i r o n m e n t ,  i . e .  a  t r a n s m i s s i o n  p r o c e d u r e ,  w h i c h  

c o r r e c t s  e r r o r s  b y  r e p e a t i n g  c o r r u p t e d  m e s s a g e s .

At a f u r t h e r  l e v e l ,  m e s s a g e s  may b e  a s s u m e d  c o r r e c t  a s  f a r  a s  b i t  p a t t e r n s  a r e  

co n ce r n e d .  But  d u e  t o  t h e  p a r a l l e l  and  a d a p t i v e  s t r u c t u r e  o f  t h e  c o n a n u n i c a t i o n s  

network , some m e s s a g e s  may b e  l o s t  o r  d u p l i c a t e d . A n o t h e r  l e v e l  o f  c o n t r o l  i s  

thus r e q u i r e d .  I t  may b e  l o c a t e d  w i t h i n  t h e  c o m m u n i c a t i o n s  n e t w o r k ,  b u t  s i n c e  
i t  r e q u i r e s  some f o r m  o f  en d  t o  en d  f e e d b a c k ,  m e s s a g e s  m u s t  b e  s t o r e d ,  i d e n t i f i e d ,  

a c k n o w led g ed ,  and  t h e  c o r r e s p o n d i n g  m a c h i n e r y  a p p e a r s '  f a r  t o o  i n v o l v e d  i f  

r< s s a g e s  c a n  f l o w  o u t  o f  t h e  c o n x n u n i c a t i o n s  n e t w o r k  t o  a h o s t  t h r o u g h  s e v e r a l  

n odes ,  ( t h i s  was  o n e  o f  o u r  n e t w o r k  c h a r a c t e r i s t i c s ) .
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TIME-OUT

ŝend-> î^^mes)-»^— ACK— 

t i m . l ^ ^ ^ t i m - 2

I------------ ^ 8 —  E R R - « ®

rec m es->^—(ACk) —5©

fcim-3 tim-4 

^ ERR'

t im -1  »> A t r .  (trans. del.)

2 L t r  «  tim-2 < t im -4  + A t r  

t im -3  N . t im - 2  + A t r
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At a n o t h e r  l e v e l » m e s s a g e s  may h a v e  t o  f o l l o w  som e d e f i n i t e  p r o t o c o l  im p l e m e n t e d  

in  a h o s t .  T h e r e  m e s s a g e  f o r m a t s  and c o n t e n t s  a r e  c h e c k e d ,  and  i f  n o t  a p p l i c a b l e ,  
r e c o v e r y  i s  a t t e m p t e d .  T h i s  i s  a c t u a l l y  a  r e d u n d a n t  fo r m  o f  m e s s a g e  c o n t r o l , 

which w ould  n o t  b e  n e c e s s a r y  i f  h o s t  i m p l e m e n t a t i o n s  and  m e s s a g e  t r a n s f e r  w e r e  
r e l i a b l e  e n o u g h .  S i n c e  c o m m u n i c a t i o n s  n e t w o r k  c o n t r o l  c a n n o t  e x t e n d  up t o  

b u f f e r s  i n  t h e  p r o t o c o l  s o f t w a r e ,  t h e r e  a p p e a r s  a  g a p  i n  m e s s a g e  c o n t r o l  w h i c h  

j u s t i f i e s  somehow a  d u p l i c a t i o n  o f  f u n c t i o n .  Bu t  o n e  m i g h t  a r g u e  t h a t  m e s s a g e  

c o n t r o l  s h o u l d  o n l y  b e  l o c a t e d  a t  h o s t  l e v e l ,  b e c a u s e  i t  i s  n e c e s s a r y  a n y w a y ,  
m d  I t  e n c o m p a s s e s  a l l  i n n e r  c o n t r o l s  a t  a  m a r g i n a l  c o s t .  .H o w e v e r ,  som e m e s s a g e  

. o n t r o l  a l o n g  t r a n s m i s s i o n  l i n e s  may r e d u c e  e r r o r  c o r r e c t i o n  b y  h o s t s ,  b u t  i t  

^oes n o t  h a v e  t o  b e  h e l d  r e l i a b l e .

For some t y p e s  o f  a p p l i c a t i o n s  ( d a t a  p i p e s )  m e s s a g e s  m u s t  b e  d e l i v e r e d  i n  a  

c o r r e c t  s e q u e n c e . A g a i n ,  t h i s  i m p l i e s  m e s s a g e  c o n t r o l . On t h e  o t h e r  han d  

s e q u c n i i a l  d e l i v e r y  t o  a u s e r  d o e s  n o t  i m p l y  s e q u e n t i a l  d e l i v e r y  t o  a  h o s t .  
R eo rd er in g  c a n  b e  d o n e  b y  t h e  r e c e i v e r  p r o t o c o l ,  t o g e t h e r  w i t h  m e s s a g e  c o n t r o l .

This i s  f u r t h e r  r e a s o n  t o  p u t  m e s s a g e  c o n t r o l  a t  h o s t  l e v e l .

More and m ore l e v e l s  c o u l d  b e  e x a m i n e d .  T h e y  w o u l d  t a k e . u s  i n t o  s p e c i f i c  f u n c t i o n s  

Such a s  t e r m i n a l  c o n t r o l ,  f i l e  h a n d l i n g ,  e t c  . . .  P e r h a p s  t h e r e  i s  a l r e a d y  

s u f f i c i e n t  m a t t e r  t o  l e a v e  i t  up t o  r e a d e r  i n v e s t i g a t i o n .

I “ F r a g m e n t a t i o n

What we c a l l  f r a g m e n t a t i o n  i n  t h e  c o n t e x t  o f  c o m p u t e r  n e t w o r k s  i s  t h e  b r e a k i n g  

of i n t e r - a c t i v i t y  m e s s a g e s  i n t o  s m a l l e r  p i e c e s ,  s o  t h a t  t h e y  f i t  i n t o  c om m u n i­
c a t i o n s  n e t w o r k  p a c k e t s . T h i s  i s  d e s i r a b l e  b e c a u s e  t r a n s i t  t i m e  i s  s h o r t e n e d  

and b u f f e r  r e q u i r e m e n t s  a r e  s m a l l e r .  On t h e  o t h e r  h a n d  o r i g i n a l  m e s s a g e s  m u s t  b e  
recomposed b e f o r e  d e l i v e r y  t o  t h e  d e s t i n a t i o n  a c t i v i ' y .  T^his i s  c a l l e d  r e a s s e m b l y .

It  i s  c l e a r  t h a t  b e t w e e n  a  2 - c h a r ,  c o n t r o l  m e s s a g e ,  a  3 0 - c h a r ,  t r a n s a c t i o n ,  a 

1 3 6 -ch a r ,  p r i n t e r  l i n e ,  an d  a  5 0  M c h a r .  f i l e ,  t h e r e  c a n n o t  b e  a n y  s a t i s f a c t o r y  

"sta n d ard "  m e s s a g e  l e n g t h ,  E v e n  i f  p a c k e t s  c a n  a c c o m o d a t e  a  f e w  h u n d r e d s  o f  
c h a r a c t e r s ,  t h i s  w i l l  n o t  c o v e r  1 0 0  Z o f  c a s e s .

I f  f r a g m e n t a t i o n  i s  p e r f o r m e d  i n  t h e  c o m m u n i c a t i o n s  n e t w o r k , a l l  p a c k e t s  c o m p o s i n g  

a m essage  m u st  b e  r e a s s e m b l e d  a t  t h e  d e s t i n a t i o n  n o d e .  C o n t r o l  m e c h a n i s m s  a r e  
n e c e s s a r y  t o  a l l o c a t e  s t o r a g e  and  p r e v e n t  d e a d l o c k  b e t w e e n  s e v e r a l  m e s s a g e s .  

Fu rth er m o re , t h e  maximum m e s s a g e  l e n g t h  i s  s t i l l  t o o  s m a l l  f o r  b u l k  d a t a  t r a n s f e r .  

C o n s e q u e n t ly ,  a n o t h e r  l e v e l  o f  f r a g m e n t a t i o n  i s  r e q u i r e d  a t  h o s t  l e v e l .

Another a p p r o a c h  i s  t o  d o  a l l  f r a g m e n t a t i o n  a t  h o s t  l e v e l  and  h a v e  t h e  c o m m u n ic a ­
t i o n s  n e t w o r k  c a r r y  j u s t  p a c k e t s .  U n q u e s t i o n a b l y  V h i V  r e d u c e s  s i g n i f i c a n t l y  t h e  

c o m p le x i t y  o f  m e s s a g e  t r a n s f e r ,  b u t  i t  may i n c r e a s e  t h e  o v e r h e a d  a s s o c i a t e d  

with  any h o s t  I - O .  Some b l o c k i n g  s c h e m e  may a l l o w  I - O  t o  t a k e  p l a c e  f o r  a b u n c h  

of  p a c k e t s ,  a s  i f  t h e y  w e r e  s e p a r a t e d  i n  t i m e .  C h a i n e d  I - O  c h a n n e l  c o n t r o l  w o r d s  
can u s u a l l y  f a c i l i t a t e  t h a t  s h o r t c u t .  A n o t h e r  w a y  i s  t o  m ak e n e t w o r k  I - O  

M to n o n o u s  b y  u s i n g  d e d i c a t e d  i n t e r r u p t s  and  s o f t w a r e ,  o r  a  f r o n t  en d  p r o c e s s o r  

having d i r e c t  memory a c c e s s .  I n d e e d  I - O  o v e r h e a d  i s  b y  f a r  a n  o p e r a t i n g  s y s t e m  
syndrome.

J ■  C o n g e s t i o n

Wi use t h i s  t e r m  t o  m ean a p a t h o l o g i c a l  s i t u a t i o n  w h e n  a  c o m m u n i c a t i o n s  n e t w o r k  
i s  svanped w i t h  m e s s a g e s  w h i c h  c a n n o t  f i n d  t h e i r  w ay  o u t .  I t  c a n  b e  a  l o c a l  

e a a g e s t i o n  d u e  t o  a b r o k e n  l i n k  o r  a  d e a d  h o s t ,  o r  a t o t a l  c o n g e s t i o n  d u e  t o  a n .  
e x c e s s  o f  a c c e p t e d  m e s s a g e s .  I n  m a n y ' r e s p e c t s  t h i s  c a n  b e  c o m p a r e d  t o  a u t o m o b i l e  

t r ^ i c  j a m s .  T h i s  i s  p r e s e n t l y  a s u b j e c t  o n  w h i c h  i n t e n s i v e  r e s e a r c h  i s  p u r s u e d .  
Here s p e c i a l i z e d  p a p e r s  a r e  r e c o m m en d e d  t o  g e t  a  t h o r o u g h  t r e a t m e n t .
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37.

IV -  OVERALL ARCHITECTURE

A -  A b s t r a c t  m a c h i n e s

A l t h o u g h  v e  w a n t  t o  i n s u l a t e  t h e  c o m m u n i c a t i o n s  n e t w o r k  f r o m  h o s t  s o f t w a r e  

i d i o s y n c h r a s i e s ,  t h e  sam e  d e s i g n  a p p r o a c h  c a n  b e  u s e d  s u c c e s s f u l l y  t o  d e f i n e  

h o s t  c o m p o n e n t s  i n  t e r m s  o f  a b s t r a c t  m a c h i n e s ,  ( s e e  H. Zir am erm an n 's  p a p e r ) .  

I n s t e a d  o f - h a v i n g  a  s p e c i a l i z e d  h o m o g e n e o u s  s y s t e m ,  we h a v e  a  g e n e r a l  p u r p o s e  

h e t e r o g e n e o u s  o n e .  C o n s e q u e n t l y ,  t h e  e m p h a s i s  i s  p u t  o n  c r e a t i n g  n e t w o r k  
s t a n d a r d s  o u t  o f  s o f t w a r e  c o m p o n e n t s ,  i n  a  w a y  C ha t a l l o w s  i n d e f i n i t e  e x p a n s i o n  

e v o l u t i o n . T h i s  i s  a l a y e r e d  s t r u c t u r e ,  i n s t e a d  o f  a  r e c u r s i v e  o n e .

B -  H o s t  c o m p o n e n t s

S t a r t i n g  f r o m  t h e  c o m m u n i c a t i o n s  n e t w o r k ,  we  f i n d  a  l i n e  t r a n s m i s s i o n  p r o c e d u r e ,  

i n  c h a r g e  o f  e x c h a n g i n g  m e s s a g e s  c o r e  t o  c o r e  w i t h  a  h o s t .  E a c h  l i n e  i s  co n tro l* -  

l e d  w i t h  a s i n g l e  p r o c e d u r e ,  b u t  t h e r e  may b e  v a r i o u s  p r o c e d u r e s  f o r  d i f f e r e n t  

l i n e s .  ( F i g .  18 )

The n e x t  l e v e l  i s  a  s i n g l e  c o m m u n i c a t i o n s  i n t e r f a c e  w h i c h  c a r r i e s  o n  a  c o n v e r ­
s a t i o n  w i t h  t h e  d a t a  s w i t c h i n g  m a c h i n e . I t  f o r m a t s  i n s t r u c t i o n s  ( m e s s a g e s )  

h a n d e d  o v e r  t o  a  l i n e  p r o c e d u r e ,  and  r e c e i v e s  r e s u l t s  ( m e s s a g e s  o r  s t a t u s  c o d e s )  

o u t p u t  f r o m  t h e  n e t w o r k .  I n  c a s e  t h e  n e t w o r k  i n t e r f a ' * e  m i g h t  c h a n g e ,  a l l  
m o d i f i c a t i o n s  a r e  l o c a l i z e d  a t  t h i s  l e v e l  o f  m a c h i n e .

A b o v e  t h a t  we f i n d  p r o t o c o l  l e v e l s .  I t  s e e m s  t h a t  f l e x i b i l i t y  s u g g e s t s  t o  h a v e  

a s e t  o f  b a s i c  p r o t o c o l s  o r g a n i z e d  i n  a 2 - l a y e r  f a s h i o n .  The  l o w e r  s e t  im p le m en t!  j 
b a s i c  c o n v e n t i o n s  p e c u l i a r  t o  a  d i s t i n c t  c o m p u t e r  n e t w o r k ,  o r  a p r i v a t e  c l u b .  
S i n c e  a h o s t  may b e l o n g  t o  d i f f e r e n t  n e t w o r k s ,  o n e  n e e d s  s e v e r a l  p r o t o c o l s .  These | 
p r o t o c o l s  a r e  o r i e n t e d  t o w a r d s  h o s t  e x c h a n g e s . B a s i c a l l y  t h e y  i m p l e m e n t  a  
m u l t i p l e x i n g  o f  h o s t  s u b s c r i b e r s - . ( F i g .  5)

The u p p e r  b a s i c  l a y e r  i s  d a t a  c o m m u n i c a t i o n s  o r i e n t e d  a t  u s e r  o r  a c t i v i t y  l e v e l .
I t  p r o v i d e s  f o r  v a r i o u s  m e a n s  o f  h a n d l i n g  d a t a  f i e l d s  e x p r e s s e d  a s  u s e r  e n t i t i e i  

r a t h e r  t h a n  n e t w o r k  m e s s a g e s .  E x c e p t  f o r  som e i n c o m p a t i b i l i t i e s ,  d a t a  t r a n s f e r  
p r o t o c o l s  c a n  u s e  s e v e r a l  h o s t  e x c h a n g e s ,  a s s u m i n g  t h e y  c a n  g e t  a  c o u n t e r p a r t  

i n  a * d e s t i n a t i o n  h o s t .

G o i n g  f u r t h e r  u p ,  we  e n t e r  a n  a r e a  o f  s p e c i a l i z e d  p r o t o c o l s  o r i e n t e d  t o w a r d s  

s p e c i f i c  a p p l i c a t i o n s , s e r v i c e s ,  o r  d e v i c e s .  E x a m p l e s  o f  t h i s  s o r t  a r e  f i l e  

t r a n s f e r ,  j o b  h a n d l i n g ,  d a t a  b a s e  m a n a g e m e n t ,  v i r t u a l  t e r m i n a l  ( a n  i d e a l  

s t a n d a r d  t e r m i n a l ) .  T h e y  c a n  b e  m o r e  o r  l e s s  i n t e r t w i n e d ,  an d  u s e  e a c h  o t h e r  

c a p a b i l i t i e s .

A t  a n y  l e v e l  a b o v e  t h e  c o m m u n i t a t i o n s  i n t e r f a c e ,  m o re  p r o t o c o l s  c a n  b e  a d d e d ,  

i n c l u d i n g  t h o s e  d e v e l o p e d  b y  u s e r s  f o r  p r i v a t e  e x p e r i m e n t .  The  p r a c t i c a l  l i m i t  

i s  t h e  c o n f u s i o n  s t e m m i n g  f r o m  t o o  many  p r o t o c o l s  p o o r l y  d o c u m e n t e d ,  e t c  . . .
T h e r e  i s  c l e a r l y  a  n e e d  f o r  a  f e w  w e l l  e n g i n e e r e d  p r o t o c o l s ,  s a t i s f y i n g  m o s t  
u s e r  r e q u i r e m e n t s ,  ond  p r o p e r l y  m a i n t a i n e d  b y  a r e s p o n s i b l e  o r g a n i z a t i o n .  T h ese  

w o u l d  b e  n e t w o r k  s t a n d a r d s .
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As we h a v e  s e e n ,  m a c h in e s  p r o l i f e r a t e  a t  h o s t  l e v e l .  B u t t h i s  i s  n o t  a  

d i s t r i b u t e d  m a c h in e ,  i t  i s  a . h i e r a r c h y  o f  d i s t i n c t  a n d  n e s t e d  m a c h in e s .  However j 
t h e  c o n c e p t  i s  s t i l l  t h e r e .  I f  w e s i n g l e  o u t  a  s e t  o f  f u n c t i o n n a l l y  i d e n t i c a l  

( s a y  i s o m o r p h ic )  c o m p o n e n ts  l o c a t e d  o n  d i f f e r e n t  h o s t s ,  t h e y  a r e  m u t u a l ly  
c o m p a t ib l e  an d  o f f e r  t h e  sam e i n t e r f a c e  t o  h i g h e r  l e v e l s .  T o g e t h e r  t h e y  a r e  a 

d i s t r i b u t e d  m a c h in e  n e t w o r k - w i d e ,  a t  som e h o s t  l e v e l .  I d e a l l y  t h i s  m a c h in e  i s  

s u p p o s e d  t o  b e  f u n c t i o n n a l l y  h o io o g e n e o u s ,  b u t  s i n c e  i t  h a s  t o  f i t  w i t h i n  h e te *  

r o g e n e o u s  e n v ir o n m e n t s ,  e q u i v a l e n c e  c o n v e n t i o n s  m u s t  b e  e s t a b l i s h e d  o n  e x o t i c  

h o s t s .

C - Distributed machines

V -  FINALE

T h e s e  n o t e s  h a v e  n o  a m b i t io n  t o  b e  e x h a u s t i v e  o r  e v e n  c o n s i s t e n t .  L ik e  t h e  

s u b j e c t ,  i t  i s  d i s t r i b u t e d  a n d  o p e n - e n d e d  d i s c o u r s e  a b o u t  w h a t  c o m p u te r  

n e t w o r k s  a r e ,  o r  c o u ld  b e ,  i n  o u r  i n s t a n t  f u z z y  s t a t e  o f  m in d . S i n c e  t h e y  nudge I 
a t  c o n v e n t i o n a l  w e l l  e s t a b l i s h e d  s t r u c t u r e s ,  t h e y  a r e  c o n t r o v e r s i a l ,  and in  
t h i s  d o m a in  o n e  s h o u ld  p a y  a  b l i n k  a t  t h e  a u t h o r ' s  p e r s o n a l  b i a s .

B e s i d e s  t h e  o b v io u s  f a c i l i t y  o f  g i v i n g  a  l a r g e  n um b er o f  u s e r s  a c c e s s  t o  a 

l a r g e  n um b er o f  c o m p u t e r s ,  c o n s i d e r a b l e  w o rk  i s  y e t  t o  a c c o m p l i s h  b e f o r e  

n e t w o r k s  c a n  b e  m ade u s e f u l  o n  a  c a s u a l  w a y . T he i d e a  o f  a  g e n e r a l  p u r p o s e  

h e t e r o g e n e o u s  c o m p u te r  n e tw o r k  m ay t u r n  o u t  a  c h im e r a  a t  l e a s t  w i t h  t h e  p resen t  

a n d  n e x t  t o  com e g e n e r a t i o n  o f  c o m p u te r  s y s t e m s .  B u t i t  c a n  b e  h i g h l y  s u c c e s s f u l ]  

f o r  s e l e c t e d  a p p l i c a t i o n s ,  f o r  w h ic h  t h e  t e c h n o l o g y  i s  n e v e r t h e l e s s  n e e d e d .

N e tw o r k  s t r u c t u r e s  a r e  a l r e a d y  f o r c i n g  u s  i n t o  new  v i s i o n s  o f  t o o l s  a n d  c o n c e p t  

som e o f  w h ic h  w e r e  r e a c h i n g  a t  r e l i g i o u s  s t a t u t e .  We w i l l  h a v e  t o  l e a r n  how to  

i n t e g r a t e  u n c e r t a i n t y  an d  p a r a l l e l i s m  i n  o u r  C h in k in g  an d  o u r  la n g u a g e s .  

C o m m u n ic a t io n s  a r e  n e x t  c h a l l e n g e  i n  c o m p u te r  s t r j c t u r e s .
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ATgrRACT

There are a variety of network types according to their structure or 
their use, e.g. packet switching, or computer network.Miether they are 
hoBogeneous or heterogeneous, their general structure is the same : 

f. processing, transmission, terminal distribution. Packet transmission 
pis a now technolog)', with substantial advantages, but also with some 
: adaptation problems. Commiunications between terminals and applications 
require conventions (protocols) which will be integrated in future 
coraputcr systems. Existing systems may be adapted with converters 
(sateways). Networks are now technically accepted as a tool for resource 
waring. Tliey may have much more potential in the domain of human 

Leodittini cation.
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TlTES OF NT.UDRKS

Networks ha\'e been arour.d for a decade. However, their characteristics 
wore somewhat restricted, and usually tailored to a particular usage. , 
Also, the tern "network” being presently successful tends to be used 
to desigi'.ato constiricticns that barely qualify for that. But this is ■ 
not so important, as long as it is made clear what sort of network is 
considered. Here follow typical examples ;

Netv.’ork_of_teHr.inals

A central coinputing facility (one or several computers) is linked to 
a score of distant terminals througti a tree-structured set of commu­
nications-lines. Multiplexers and concentrators may be used along the 
way, to improve communications service and reduce cost. Ex : any large 
computer installation.

One or several computers used in a store and fon-;ard mode to transport 
messages point-to-point. It is a very specialized computer nettvork.
Ex : SITA network.

Packet switching

It is a particular variety of message switching, with very short transij 
delay. Ex : SITA high level network, or ARPA' sub-network.

Cgmputor_network

Several interconnected computers carrying distinct tasks in a coope­
rative manner. This type of network can also be categorized according 
to some of its characteristics.

?SD§r5l_EyrE9§§_£2§2yí®í-S§íb'2l'̂

It is a category within the previous t)TJe. Tasks submitted to the 
network are not predefined. Tliey can use resources such as : compilers,̂  
files, peripherals, storage, etc. Basically, the rationale for this 
kind of network is resource sharing. Ex : ARPANET, GfCLADES.

§2§2i§l_B2rE222_22-S2yí2I_ü§i'Í°rk

Even though computers may be used individually for a variety of ser­
vices, only specific applications are accessible to network users.
Ex : information dissemination.

It is clear that the term "ner.v’ork" will gradually lose its glamour, 
as practically every cor^uter installation will beccm.e more or less 
part of a network.
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E.mw'-'VrTfXIF. MiTOORK

rihis tciTi K i l l  be used to designate any kind of network composed of pro- 
-cessing elements, transmission elements, and distribution elements,(Fig. 1)

PROCESSI NG

DI S TRI BUTI ON 
Figure 1 - INFORVATIQUE NEITiORK

Ihis temar/ decomposition is typical in many industrial and' commercial 
■ systems. In terms of informatique, processing elements are computer 
lysteis; transmission elements are communication lines, modems, or a 
sjiccialited network; distribution elements are terminals and controllers.

It should be noted that this type of structure, where functional levels 
are carefully delineated, appeared quite recently. It may be observed in 
ARTA;<ET, C1'CL-\DES, and new products announced by com.puter manufacturers 
(DEC, I&O • Previous networks impler.ent all these functions, but their 
stnicture is so confused that it is difficult to distinguish elements 
performing well defined basic functions.

M informatique network is homogeneous when all of its elements have 
been designed to be compatible. Tliis is the case when the whole netivork 
coses from a single’supplier, or when plug-to-plug compatible elements 
cese from other vendors.

An infomatique netvrork is heterogeneous ivhen it is built out of ele- 
' uents that have been designed independently, lliis is the case when 
cceputer systems com.e from different m.anufacturers. Heterogeneity m.ay 
result frdm the association of equipmen-S which wore already installed 
irdcpendontly.' It m,ay also be a policy of diversification in order to 
get the best products at the best price.
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Tn 1 vcM r <; T PM 1 ■! K' írviTS

Telcpiiono lines

They are tlie most conmonly used transmission elements. Ntodems (interfacij 
adaptationŝ  arc used to convert digital signals to analog. A variety 
of speeds are available, from 200 bits/s to 19 200 bits/s.

Other specialized circuits include telegraphic lines (50 or 75 bits/s) 
and indmaiy groirps (48 K bits/s).

Configuratiore maybe point-to-point, or multipoint. Dial-up circuits nayj 
be used ia the first case, only leased ones in the second case.

^ ^ i 5 i S i £ 5 Í D S

In Older to save on transmission costs, several cb.annels may be routed 
through a single transmission line. Various techniques are used. Recent] 
ones are based on time division, and packetizing of bit streams. Then, I 
configurations take the form of hierarchical levels, with one or severalj 
levels of traffic concentration.

E S S l'S  Í  _  § l / i I £ b i D 3

It can be thought of specialized message switching with short transit 
delay, or a variety of time division multiplexing in which time slots 
are variable. Packet switching is becoming a basic tool for data trans-j 
mission, as it is well adapted to digital techniques.

Satellite^

Thiey are commonly used for the transmission of analog signals on inde­
pendent channels. l:ew techniques are developing for the transmission 
of digital sipals in broadcast mode. This would complement terrestrialj 
packet netw'orks for long distance or large bandwidth transmission.

An extremely promising domain of satellite transmission is the possi­
bility of using small antennas without terrestrial link to a ground 
station. This would make television, telephone, and computer services 
available in any point of the world, at the cost of a small portable 
ground station.

PACIOcT TibV\S>!ISSIO\’

As seen as specialized store and fofvard message switching, the cha­
racteristics of packet switching are following ;

Transit_delay

T̂ njically 100 ms to a few' seconds, depending on netiíork parameters. 
Tlie delay is made up of as many queueing times as tliere are switching 
nodes to be traversed. Thus, short packets, fast lines, and few nodes 
are reconnrended to get the shortest delay.
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P Frror rnte

Since bits are la'apped into packets, transmission errors may be detected 
and corrected v.ith higli reliability. V.'ith 2000-bit packets and 16-bit 
checicsums, the probability of bit error is lower than 10~’0. This may 
b'.' considered rs error-free for most purposes.

Ho. .'ver, there is hot such a high reliability in terms of co.'iplete 
packets. T!iero may be losses or duplication in some pathological condi­
tions. Although very unfrequent, it cannot be completely ignored.

Enougli redundancy may be introduced in the netitrork topology so that 
thsi'e is always a minimum of two distinct routes between any wo points. 
Coirponent failures have no other effect than reducing the network 
througi'put.

Transparency

There is no difficulty in making a packet netirork transparent to infor­
mation exchanged tlirough it. However, due to transit delays, it may 
not be transparent to transmission conventions (also called procedures 
or protocols]. Therefore, inmost situations packet netv.'orks require 
some interface adaptation because most existing transmission procedures 
were designed for plain circuits, on which transit delays are negli­
gible.

Supervision

Packet networks introduce a larger set of transmission components 
equipped with more intelligence. Locating failures would be extremely 
tine consuming if there were not built in mechanisms intended for fault 
reporting, statistics, etc. Such facilities could have been inserted 
much earlier, but the problem was not well identified until the first 
packet networks were built.

PROTOCOLS

The principle of independent layers has been generally accepted as a 
sound approach in the construction of large, systems. In nemrorks, it 
was logical to introduce system boundaries between the major distinct 
functions.

lí“-írSÍ}5!l4§SÍ?5_D2i'i’2r'í is the lower layer. Its function is to carry 
packets frör.i one point to another. Tliis can be accomplished through a 
variety of tróinsmission techniques, including leased circuits. Packet 
switching is an adequate solution.

.̂ÍMDlE9ri.fyDSiÍ22 is a second layer. Its role is to move blocks of 
3áta from öné uier to another. A user maybe an application program 
running in a computer, or a sub-system such as a transaction processor. 
A user .may also be a tenninal controller, or an intelligent terminal.
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Tlio transport fuiictioa takes care of the constraints associated with thaJ 
existence of a uans;. issio.n layer, o.g. error correction, iragisentaticn ] 
into packets and reassa.Tbly into larger blocks. It also provides for 
additional facilities such as multiplexing independent strc:uns of data, 
and flow control between sender and receiver.
Tl'.o transport function operates end-to-ond so as to provide for tlie 
highest guarantee of error free service Cfig* 2).

Figure 2 - PROTXOL LA'l'ERS

6_'í2rr4L!3=.5£S§r5_fy5£ii£Ií usually a third layer, since the most 
common form ,5f uiing computers is from a terminal. The role of this 
layer is to -allow the control of remote terminals through a set of mes­
sage conventions.

These end-to-end conventions are called protocols A.n the network, lingo 
Tliey make no assumption about local implementations, as long as messages! 
are exchanged with proper formats. Owing to this discipline, it becomeŝ  
possible to associate heterogeneous systems witliout putting too many 
constraints on tiieir design.

In t)’pical implementations terminal and transport protocols are wrapped! 
into a network access method which can be located in a front-end mini-■ 
coitputer. Un tiie teiminal side, it is located within a remote concentra-1 
tor, or even micro-programmed within an intelligent temiinal.
V.hen data exchange takes place directly between application programs, 
they may call only on the transport function. This öjm of association 
opens tile way to distributed processing in which several computer 
systems are simultaneously involved tor the same application.
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fc\PTATIC\' OF EXISnXC SYSlTvíS

(hiture ccii'puter s)'stcn's váll be designed for a neti-.'or'k environment. But 
■esent syste;r.s need adaptations to become network partners.

I first problsm is the insertion of packet svdtdiing, which is not 
• CCr.p.vtib,’c '..ith most o:;isting trcrismission procedures. A second problem 
, i» the insc-;tion of end-to-end protocols várhin existing access methods, 
f Both problcr.'s would normally be solved '.'.’ith proper adapt.ations in 
i'cccputer nanufacturer software. However, very few customers are willing 
to take tlie responsibility of mingling vitli theirnnnufacturer's products. 

f-Bn interim, but popular,solution is a gatev;ay.~

"̂This term of gateway is commonly used to designate an interface and 
'protocol converter, fs seen from a computer system, it behaves as a 
I cluster of friendly terminals. As seen from the network, it impleiTients 
kill necossr.iy network protocols (fig. 3). Converting local terminal 
iprotocols into network protocols and vice versa may be a tricky ga.T.e, 
'since they era not necessarily functio.nally equivalent. But there exist 
vUSually soir.e acceptable expedients.

Figure 3 -  gATEVlAY

Typically, a gateway may be implemented in a mini-computer. It can use 
j in existing front-end communication processor, although this may require 
SOM .ndaptations in manufacturer software

BEStXJkCE SIL'hIXG IM AN' I.NFOPl'ATigiE irT.'.'ORK

B̂ata bases are a t)'pical form of resources, likely to be shared, since 
1 they are not easily moved, and their up-dating requires a well defined 
[authority in charge of maintaining them. Accessing simultaneously 
jiev'eral data bases from a single application opens the way to distribu- 
I ted data bases physically disseminated, but logically integrated.
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NETWORKS IN WESTERN EUROPE 

D L A B a rb e r

D i r e c t o r  

E x e c u t i v e  Body

European I n f o r m a t i c s  Network 

ABSTRACT

This paper  g i v e s  an ov e r v i e w  o f  t h e  deve lopmen t  o f  d a t a  

communicat ions ne t wo rks  i n  Wes t e rn  Eu rope .  I t  d e s c r i b e s ,  

b r i e f l y ,  a number o f  p u b l i c ,  p r i v a t e  and r e s e a r c h  ne tw o rk s  

and t ouches  upon some o f  t h e  p rob l ems  y e t  t o  be s o l v e d  

before peop le  w i t h  t e r m i n a l s  a r e  a b l e  t o  communica t e  f r e e l y  

with compute rs  and o t h e r  t e r m i n a l s ,  u s i n g  a p u b l i c  d a t a  

network.
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1. INTRODUCTION

There  a r e  now a s u r p r i s i n g l y  l a r g e  number o f  d a t a  networks 

p l an n e d  o r  i n  o p e r a t i o n  i n  Wes t ern  Eu rope .  Th i s  makes i t  

I m p o s s i b l e  i n  t h e  p r e s e n t  p a pe r  t o  t r e a t  a l l  o f  t h e s e  in 

any d e t a i l ,  and r a i s e s  t h e  p rob lem o f  how to  c l a s s i f y  and 

r e l a t e  them to  each o t h e r .  One method would be t o  dea l  

w i t h  them on a n a t i o n a l  b a s i s ,  bu t  t h i s  would make a 

d i v i s i o n  i n t o  t y p e s  and p u r po se  d i f f i c u l t ;  a l s o ,  t h e  

i n t e r n a t i o n a l  n e t w o rk s  would pose  a s p e c i a l  prob l em with 

such  a'n a p p r o a c h .  I n s t e a d ,  i t  seems b e t t e r  t o  c o n s i d e r  

ne tw o r k s  a c c o r d i n g  t o  p u r p o s e ,  i e  p u b l i c ,  p r i v a t e  and 

r e s e a r c h ,  and t o  comment on n a t i o n a l  a s p e c t s  where t h i s  

seems a p p r o p r i a t e .  Very co mp re he n s iv e  d e s c r i p t i o n ^  of  

many o f  t h e s e  ne tw ork s  a r e  a v a i l a b l e  i n  t h e  l i t e r a t u r e  

( r e f  1 ) ,  so o n l y  a b r i e f  summary o f  key f e a t u r e s  w i l l  be 

g i v e n  h e r e .

P u b l i c  ne tw or k s  i n  Europe w i l l  a lm o s t  c e r t a i n l y  be 

p r o v i d e d  o n l y  by t h e  P o s t a l  and T e l e comm un ica t i o ns  

A u t h o r i t i e s  (PTTs) and n a t i o n a l  v e r s i o n s  a r e  l i k e l y  to 

d i f f e r  i n  t h e i r  d e t a i l e d  d e s i g n  b ec au se  t h ey  w i l l  depend 

on t h e  e x i s t i n g  i n f r a s t r u c t u r e  o f  t e l e c o m m u n i c a t i o n s  

r e s o u r c e s .  However ,  t h e  k i n d s  o f  s e r v i c e  t h ey  w i l l  

p r o v i d e  and t h e i r  i n t e r f a c e  w i t h  t h e  s u b s c r i b e r s  a r e  the 

s u b j e c t  o f  CCITT r e commen da t i o ns  and i t  i s  t o  be hoped 

t h a t  t h e s e  w i l l  be i n t e r p r e t e d  i n  t h e  same way f o r  a l l  

n e t w o r k s ,  so t h a t  a s u b s c r i b e r ' s  equ ipmen t  can be used 

e q u a l l y  w e l l  i n  any c o u n t r y .

Apa r t  f rom t h e  p u b l i c  n e t w o rk s  which have been announced 

by a number o f  European c o u n t r i e s ,  an i m p o r t a n t  

de ve l opm en t  has  been t h e  E u r o n e t  P r o j e c t .  Th is  i s  an 

i n f o r m a t i o n  d i s s e m i n a t i o n  ne tw ork  w i th  a communica t ions  

s ub n e t w or k  p r o v i d e d  by a c o n s o r t i u m  o f  PTTs.  A noteworthjJ 

a s p e c t  o f  t h i s  ne twork  i s  i t s  p o s s i b l e  use  f o r  c a r r y i n g  

p u b l i c  t r a f f i c  i n  a d d i t i o n  t o  t h a t  o f  t h e  Eu ro ne t  Centres.J
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The publ i c  ne tworks  have a r r i v e d  r e l a t i v e l y  l a t e  on t h e  

scene fo r  t h e r e  have been p r i v a t e  and e x p e r i m e n t a l  

networks fo r  many y e a r s .  The s u c c e s s  o f  such n e t w or k s  ha s  

shown the need f o r  p u b l i c  s e r v i c e s ,  and t h i s  i s  p e rh ap s  

p a r t i c u l a r l y  t r u e  o f  t h e  p r i v a t e  n e t w or ks  which a r e  

opt ' ated on a commerc i a l  b a s i s .  Of t en  t h e s e  a r e  ve ry  

large compared wi th  t h e  p l ann ed  p u b l i c  ne tw ork s  and i t  

will  be i n t e r e s t i n g  t o  s ee  how t h e s e  p r i v a t e  ne tw o rk s  a r e  

af fec ted when t he  new p u b l i c  s e r v i c e s  become a v a i l a b l e .

I deal ly ,  one might  suppose  t h a t  t h e  p r i v a t e  ne tw o rk s  shou ld  

be d i s c o n t i n u e d ,  and t h e i r  t r a f f i c  t h e r e b y  t r a n s f e r r e d  to  

the publ i c  ne two rk .  T h i s  would p ro v i d e  a r e ve nu e  f o r  t h e  

new networks t h a t  would- j u s t i f y  a l a r g e  c a p i t a l  i n v e s t m e n t  

and an imp l emen ta t i o n  on a l a r g e  s c a l e ,  w i th  a l l  t h e  

benef i t s  t h a t  would b r i n g  t o  us^^rs.  However,  t o  a c h i e v e  

t hi s ,  t he  p u b l i c  ne tw or ks  would have  t o  o f f e r  e q u i v a l e n t  

services  and t he  ' a m o r t i s a t i o n  o f  e x i s t i n g  p r i v a t e  n e t w or ks  

would have to be t ak en  i n t o  a c c o u n t .

The r e se a r ch  and e x p e r i m e n t a l  n e t w or ks  have p l ay e d  a v i t a l  

role in i l l u s t r a t i n g  t e c h n i q u e s  and t h e  f e a s i b i l i t y  o f  

using new methods f o r  d a t a  co mm u n ic a t i o ns .  I ndeed  many 

basic f e a t u r e s  o f  p u b l i c  and p r i v a t e  commerci a l  ne tw o rk s  

were f i r s t  de mo n s t r a t ed  i n  e x p e r i m e n t a l  n e t w o r k s .  But  t h e  

growth of  p u b l i c  s e r v i c e s  would s u g g e s t  t h a t  t h e r e  i s  a 

diminishing r e q u i r e m e n t  f o r  r e s e a r c h  n e tw o r k s ,  and t h i s  i s  

c er t a i n ly  t r u e  w i th  r e g a r d  t o  t h e  sim'ple d a t a  

t r an s po r t a t i o n  f a c i l i t i e s  t h ey  p r o v i d e .

However, t he  a t t e n t i o n  o f  r e s e a r c h  worke r s  i s  now moving 

towards s o l v i n g  p rob l ems  a r i s i n g  when u s e r s  sy s t em s  

i nt er ac t  t h r oug h  t h e  medium o f  a ne tw or k ;  an a r e a  which 

will become p a r t i c u l a r l y  i m p o r t a n t  when p u b l i c  ne tw o rk s  a r e  

avai lable  and can ,  p o t e n t i a l l y ,  c o n n ec t  any u s e r  w i th  any 

other u s e r .  With t h i s  i n  p r o s p e c t ,  t h e  sad l a c k  of  

standards a t  t he '  u s e r  l e v e l  becomes a p p a r e n t ,  making i t
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d i f f i c u l t ,  I f  no t  i m p o s s i b l e ,  f o r  two u s e r s  t o  communicate 

e f f e c t i v e l y ,  u n l e s s  t h ey  b e l on g  t o  t h e  same o r g a n i s a t i o n  

and u se  t h e  same p r o c e d u r e s .

T h i s  p ap e r  c o n s i d e r s  t h e s e  v a r i o u s  a s p e c t s  o f  Eu ropean  dataj  

n e tw o r k s  befor*e t o u c h i n g  upon some o t h e r  f e a t u r e s  and 

p r o b l em s  o f  ne tw o r k in g  which seem n o t  y e t  t o  have been 

c o n s i d e r e d  In any d ep th  In  Eu ro pe .

PUBLIC NETWORKS

The f i n d i n g s  o f  t h e  E u r o d a t a  S tudy  ( r e f  2) has  prompted 

many Eu ropean  PTTs t o  announce  t h e i r  I n t e n t i o n  o f  

p r o v i d i n g  p u b l i c  da ta ,  n e t w o r k s , a l t h o u g h  i n  many o a s e s  

d e t a i l e d  p l a n s  have no t  been g i v e n .  Three  n e t w o r k s ,  

ho wev e r ,  have  been d e s c r i b e d  i n  c o n s i d e r a b l e  d ep th  and,  

s i n c e  t h ey  a r e  based  on r a t h e r  d i f f e r e n t  p r i n c i p l e s ,  i t  is 

u s e f u l  t o  c o n s i d e r  e ach  o f  them more c l o s e l y ,  f o r  I t  i s  

v e r y  l i k e l y  t h a t  o t h e r  p u b l i c  n e t w or ks  w i l l  be d e s i g n ed  

a l o n g  l i n e s  s i m i l a r  t o  one o r  o t h e r  o f  t h e s e  ex amp le s .  

They a r e  t h e  F rench  T rans pao  n e tw or k ,  t h e  Nordi c  Network 

o f  t h e  S c a n d i n a v i a n  c o u n t r i e s  and t h e  i n t e g r a t e d  t e l e x  and 

d a t a  ne tw ork  o f  t h e  F e d e r a l  R e p u b l i c  o f  Germany.

However ,  i t  i s  f i r s t  w o r t h w h i l e  t o  o u t l i n e  t he  v a r i o u s  

CCITT r e commenda t i ons  t h a t  a r e  r e l e v a n t  t o  t h e  new p u b l i c  

n e t w o r k s ,  and t h a t  w i l l j  h o p e f u l l y ,  e n s u r e  t h a t  a l l  of  

t h e s e  ne tw or k s  a p p e a r  t o  be s i m i l a r  a s  f a r  as  u s e r s  a r e  

c o n c e r n e d .

2 .1  CCITT Recommendat ions

The CCITT ( I n t e r n a t i o n a l  T e l e g r a p h  and Te l ephone  

C o n s u l t a t i v e  Commi t t ee)  i s  an o r ga n  o f  t h e  I n t e r n a t i o n a l  

T e l e co m m u n ic a t i o n s  Union .  I t  i s  r e s p o n s i b l e ,  i n t e r  a l i a ,  

f o r  p r e p a r i n g  r eco mmen da t i o ns  c o n c e r n i n g  d a t a  

comm un i ca t i on s  f o r  t h e  v a r i o u s  t e l e c o m m u n i c a t i o n s
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a d m i n i s t r a t i o n s .  N ea r l y  t h i r t y  X s e r i e s  r e commenda t i ons  

( r e f  3) a p p r o p r i a t e  f o r  p u b l i c  d a t a  ne t wo rks  have  been 

p r e p a r e d  by S tudy Group VII  and o t h e r s  a r e  unde r  

d i s c u s s i o n .  T y p i c a l  o f  t h e s e  a r e  t h e  f o l l o w i n g : -

Ge ne ra l  S e r v i c e s  and F a c i l i t i e s

XI -

X2 -

User  c l a s s e s  o f  s e r v i c e ,  c o v e r i n g  c a t e g o r i e s  

such  as  s t a r t - s t o p /  syn ch ro no us  and g i v e s  

v a r i o u s  s p e e d s  t o  be made a v a i l a b l e  

User  f a c i l i t i e s  a r e  g i v e n  i n  t h e  form o f  

e s s e n t i a l  and o p t i o n a l  f e a t u r e s .

P h y s i c a l  I n t e r f a c e s  Between Da t a  Te rm in a l  Equipment  (DTE) 

and Da t a  Communicat i ons  Equipment  (DCE)

X 2 0 / X 2 0 b i ^ -  Cover s  c o n n e c t i o n  t o  t h e  t e l e x /  t e l e p h o n e  

ne t wo rks  eg V s e r i e s  modem I n t e r f a c e s  

X21/X21bi s  -  Cove rs  o o n n e c t l o n s  t o  new d i g i t a l  c i r c u i t  

sw i t c h ed  d a t a  ne tw or k s

F u n c t i o n a l  S p e c i f i c a t i o n s  Co ve r ing  t h e  Be hav i ou r  o f  

Components  and F a o l l t i e s

X3 (XA) - S p e c i f i e s  t h e  p r o p e r t i e s  r e q u i r e d  i n  a PAD 

(P a c k e t  Assembly D i sa s s em b ly )  f a c i l i t y

P r o c e d u r a l  I n t e r f a c e s  C o n t r o l l i n g  Dat a T r a n s f e r s  Between 

DTE and DCE

X25 -

X28 (XB) 

X29 (XC)

D e s c r i b e s  a p a c k e t  mode i n t e r f a c e  o f f e r i n g  

pe rmanen t  v i r t u a l  c i r c u i t s  and sw i t c h ed  

v i r t u a l  c a l l s

Dea l s  w i t h  s t a r t / s t o p  DTE a c c e s s i n g  a PAD 

Gives  p r o c e d u r e s  f o r  ex cha ng in g  c o n t r o l  

i n f o r m a t i o n  and u s e r s '  d a t a  be tween  a p a c k e t  

DTE (Hos t )  and a PAD
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Among the many other recommendations the following are 

also worth mentioning here:-

X50 -

X7x - 

X95 -

A multiplexing scheme between synchronous 

networks

An internetwork interface protocol 

A hypothetical model for a data circuit

Key issues today are the question of whether public 

networks should be circuit-switched or packet-switched, and 

whether packet-switched networks should provide datagram or 

virtual-circuit based services. These questions remain 

only becaue they cannot be resolved by rational 

considerations, and so operational experience is urgently 

required to remove the many prejudices that tend to cloud 

discussion at the present time.

Ideally, the type of network they are using should not 

matter to subscribers, who should receive similar 

facilities wherever they are located. Fortunately, one of 

the main purposes of CCITT is to seek compatibility at the 

international level, and this inevitably has an impact on 

the design of national networks, making them appear more 

similar to users than if they were developed independently 

of eachother.

2.2 France

Following an earlier assessment of packet switching 

techniques using the RCP (Reseau Corautati,on de Paquet) 

(ref 4) the French Post Office decided in 1976 to 

introduce a switched/permanent Virtual Circuit public 

service in the form of the Transpac network (ref 5), due 

to come into service in June 1978 with 12 exchanges. By 

1 9 8 0 there will be 25 exchanges, and the number could rise 

to 100 by 1 9 8 5 , depending on the demand from subscribers.
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The exchanges are designed around the CII Mitra 125 

coBputer for call management, and a purpose designed 

processor for basic packet switching in the data transfer 

phase of a call.

Access to the exchanges will be by direct connection, by 

the telex network, by leased circuits or by the switched 

telephone network, and the speeds available will range 

from 50 bits/s to 48 k blts/s, using V24 or V35 physical 

interfaces as appropriate. Recommendation X25 and X29 

vlll be used with packet terminals and X28 for character 

terminals which will be connected to packet assembler 

disassemblers (PADs) X29. The services provided will 

include closed user groups, and reverse charging.

The tariff will be based on a monthly rental together with 

a duration and a volume charge, all of which are 

Independent of distance. Typically, the connection charge 

will be 800 FF for a two-wire circuit, the annual charge 

will vary from about 3000 to 15000 FF depending on speed, 

while the volume charge will be 0.05 FF per 1024 octets.

2.3 Scandinavia

The PTTs of Denmark, Finland, Norway and Sweden are 

cooperating in the development of the Nordic Public Data 

Network (ref 6). Following studies of the most 

appropriate techniques for a Scandinavian network a 

circuit switched system was chosen and will come into 

service during 1979, with four exchanges (Copenhagen, 

Helsinki, Oslo and Stpokholm) : there are expected to be 

12 to 14 exchanges by 1985. The possibility of 

introducing packet switching services is also actively 

under consideration.

The basic building blocks of the network are the Data 

Switching exchanges (joined by 64 k bit/s links derived
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from the carrier network), and the data circuit 

concentrators and multiplexers to, which are connected data 

circuit terminating equipment located in subscribers* 

premises. Access by subscribers is either directly using 

baseband transmission, or through modems and leased 

circuits. Speeds available will range from 600 k bit/s to 

9.6 k bit/s, using an "8 plus 2" bit envelope structure in 

a synchronous network, which is compatible with the PCM

64 k bit/s telephony standards.
I

From the beginning, a wide range of services will be 

offered, Including "closed user group","direct call", 

"abreviated address", etc. By 1980 further facilities such 

as "connect when free" and "charge transfer" will be added 

to give virtually all the user features that have been 

considered within CCITT recommendations XI and X2.

The tariff structure is still being worked out, but it 

will be possible for subscribers to have a detailed record 

of their calls upon request, as well as a count of items 

such as call attempts and connections less than five 

'seconds, calls ovei’ five seconds, and the types of 

facilities used.

2.4 Germany

The electronic data switching (EDS) system (ref 7) was 

developed by Siemens for the Federal Republic of Germany*s 

Post Office, primarily for handling telex and datex traffic 

at speeds up to 200 bit/s, although it was designed to take 

some higher speed traffic also. The original system has 

been extensively developed to handle a' greater proportion 

of high-speed data traffic and is now called the Integrated 

Data Network (IDN). In addition to datex 2400 (,2.4 kbit/s) 

which has been available since July 1976, speeds of 4,8 

kbit/s are planned for late 1977 and 9.6 kbit/s for 1980, 

IDN is essentially a circuit switched system, but packet
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íKltching facilities will be added in 1977/78 in the form 

of a pilot project. Presently seven exchanges are in 

operation and there will be 21 in service by 1980.

The facilities and services available are those detailed in 

CCITT recommendations XI and X2 and the interfaces conform 

with recommendations X20 and X21 and (in due course) X25.

The tariff for the datex network comprises a monthly fixed 

charge depending on speed, a duration charge and a distance 

charge based on the areas of the public telephone network. 

The duration and distance components of the tariff are 

lower during the night. As an example, for datex 2*100 the 

fixed charge is 290 DM per month, the local call charge is 

200 seconds per DM during the day and 900 seconds during 

the night. These times are reduced to 5*t and 200 

respectively for areas which are more than 100 km apart.

2.5 Other PTT Networks

Two other PTT networks are worth mentioning in this paper. 

One is a packet switching service operated by the Spanish 

PTT (ref 8), the other is the experimental packet 

switching service of the UK Post Office (EPSS,ref 9).

The Spanish network RETD (Red Especial de Transmission de 

Dates) was the first public network to enter into operation 

In Europe, and is somewhat Intermediate between a packet 

switched and a message switched system. It currently has 

two nodes and about 700 terminals but this is expected to 

rise to 7000 terminals by 1978, when there will be 9 remote 

concentrators and three switching centres. At present, the 

network does not offer the X25 interface and the services

provided do not line up with the CCITT recommendations.
»

RETD has been oper/atlng with a regular tariff for some time 

now, although it is difficult to compare this with those of
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other networks since the services are not the same. The 

tariff is based on the quantity of data transmitted and 

includes components for distance and time of call. There 

is also a connection charge.

In the United Kingdom, The Post Office experimental 

network became operational in early 1976, although it was 

not officially opened until early 1977. It has three 

nodes based on highly reliable packet switches and can 

handle nearly 2000 character terminals and over 80 packet 

terminals. Access is by leased lines and the switched 

network, while both datagrams and virtual circuits are 

provided. EPSS is noteworthy in being the earliest true 

packet network put into operation by a European PTT but 

because it was implemented before the X25 recommendation 

was published it does not offer this interface at present. 

It can however provide most of the facilities recommended 

by CCITT.

The key purpose of EPSS was to allow potential users of 

packet networks to experiment with the adaptation of their 

systems and a free service has been provided for this 

purpose. However, the tariffs have now been anounced. 

These are structured similarly to those of other networks 

in that there is a connection charge, a monthly access 

charge and a volume charge.

2.6 Euronet

Euronet (ref 10) is particularly interesting because it is 

an international network that will be operated by the PTTs 

on behalf of the Commission of the European Communities 

and in that respect it is quite different from other 

networks. Before the advent of Euronet one might have 

supposed that international services would be provided by 

the Interoonneotlon of national public data networks, and 

indeed this is still one way in which future public
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services might be organised. But an attractive 

alternative could be to provide an international high 

level network linking national public networks, and 

connectingIto each of them by a similar interface. This 

would avoid the need for- many bilateral agreements between 

individual countries.covering the connection of different 

national networks.

Euronet has the technical capability to s e r v e  as an 

international high-level network although at present it 

provides services directly to subscribers. In this way it 

apparently by-passes the services that may be provided in 

future by bilateral connection of public networks and it 

will be interesting to see whether the growth of public 

services which are likely to be required to meet the 

demand in the 1980's will be met by expanding and adapting 

Euronet or by connecting national networks to each other.

The technical basis for Euronet is the Transpao design 

already described above and the appropriate CCITT 

recommendations are, of course, to be employed,. In 

addition to the basic service, however, it has been 

foreseen (ref 11) that some remote terminal handling and 

concentration may be necessary in addition to the PAD 

facility, and the design of Euronet may be extended to 

include the use of character interface pi^ocessors (CHIP) 

and packet interface processors (PIP) connected externally 

to the network. The former handle clusters of character 

terminals while the latter are concerned with clusters of
I

packet terminals.
>

2.7 Network Tariffs

The cost of using a data network is obviously one of the 

key considerations for subscribers planning new systems, or 

considering the transfer of existing systems to use the new 

services. Some brief mention of tariff structure and, in

117



some cases, actual charges, has already been made above, 

when describing the various public networks. This is 

sufficient to indicate that the cost of using new services 

is by no means easy to determine and, when this is further 

complicated by the costs involved in adapting equipment to 

use the new services, it is not easy to estimate how 

rapidly subscribers will wish to move over to the new 

networks. The principles adopted by the various PTTs in 

formulating their tariff structues and charges obviously 

differ, and indeed are bound to do so due to the differing 

constraints they must meet. This can lead to anomolles 

with international services that are sometimes puzzling 

and may perhaps be exploited by some subscribers. Some 

Interesting comparisons of published tariffs are contained 

in ref 12.

3. PRIVATE NETWORKS

There are a wide variety of private networks now in 

operation throughout Europe; these are mainly national 

networks, although there are a few international networks 

owned by multinational companies. The technical principles 

used by most of the networks are similar (ref 13), with 

multidrop lines joining remote concentrators and terminals 

to a central computer complex. However, two networks 

operated by consortia, the SITA network and the SWIFT 

network are worthy of a brief description because they are 

shared networks serving groups of users with differing 

needs.

3.1 SITA

One of the oldest commercial networks is the SITA network 

(ref 14) which first went into service in 1970. SITA 

(Societe Internationale de Telecommunication Aeronaut1que) 

was established in 1949 by a group of airlines in order to 

provide them with an economical means of exchanging 

messages.
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Originally the SITA network was a low-speed rnessage- 

swltohed network, but this had evolved Into a 

packet-switched network by 1970 and has since grown until 

It now handles over 10 000 teleprinter terminals and nearly 

1 500 visual displays. The SITA network is therefore much 

larger than the planned public data networks at the present 

time, and it will be interesting to see, in the longer 

term, whether these public networks can provide facilities 

for the SITA network which would enable it to continue to 

offer services to airlines, without having to modify its 

operations to any slgnfioant extent.

3.2 SWIFT

The SWIFT network (Society for World Wide Interbank 

Financial Telecommunications) (ref 15) was founded in May 

1973 by 239 banks in 15 different countries following a 

study in the late 1960's initiated by 68 banks from some 

half a dozen countries. Membership of SWIFT has now 

reached over 980 banks and this certainly reflects the 

vital need for the SWIFT network.

As Its name Implies SWIFT is world wide but it is 

worthwhile including it as a European network becaue its 

headquarters are located in Belgium, and, in its first 

phase, it covers most of Western Europe and North America. 

The size of the network, as is the case with the SITA 

network, is potentially larger than the presently planned 

public networks, and similar considerations apply to its 

long term relationship with these networks. The user-level 

standards being developed by the participants have not been 

widely publicised, but the emphasis placed on security and 

privacy could have significance for network users in other 

fields.
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The research networks in Europe are important because they 

have played a significant role in the development of the 

public networks and because they allow on-going study of 

the development of techniques for using these public 

networks.

The European networks that will be discussed briefly below 

are: the NPL network, the Cyclades network, the GMD

network ,and the EIN network.

4.1 NPL

1(. R E S E A R C H  N E T W O R K S

In the United Kingdom, the research network designed and 

built at the National Physical Laboratory (ref 16) was the 

first packet switching network to come into service in 

Europe, and began experimental operation in early 1970, and 

has long since become a reliable data transportation 

mechanism for the whole Laboratory. Unfortunately no trunk 

network was developed to match the NPL lócal network, and 

this has inhibited the use outside NPL of the advanced 

techniques for using packet switched networks that continue 

to be developed by the Laboratory.

Architecturally the NPL network contains all the elements 

of a well-structured data network, but uses only a single 

switch to provide a datagram service for exchanging packets 

between various computers (known as user machines). One of 

these is resonslble for terminal handling, others provide 

the various computing facilities to the Laboratory, while 

some act as gateways to other networks.

Over 200 terminals, mostly Visual Displays, are connected 

to the network through Peripheral Control Units and any 

terminal may access any of the user machines. This is done 

by establishing a virtual circuit between the peripheral
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control unit and the terminal handler which assembles and 

disassembles packets on behalf of terminals. These packets 

are exchanged with the other computers in the network 

through the medium of the packet switch which, untypically, 

is located in the same computer as the terminal processor.

The cciinection of the NPL network to the EIN network has 

been an important recent development which has greatly 

widenéd the opportunities for further research on the use 

of data networks, by allowing fruitful cooperation with 

other European research centres.

IRIA

In France, the CYCLADES network (ref 17) with its packet

switching subnetwork Cigale, was designed by IRIA

(Institut de Recherche d*Informatique et d*Automatique) as 
(

a research network, and came into operation in 1973 

eventually growing to seven nodes at five sites.

Following the decision to develop the French public 

network Transpac, the CYCLADES network has reduced in 

size, but is expected to continue in operation as a 

research network and a tool for experiments by 

universities and other experimental establishments. It is 

presently a three node network, with two nodes in Paris 

and the third in Grenoble.

The CYCLADES network has had a considerable impact on the 

thinking, about the architecture of data networks, because a 

purist approach was adopted towards the development of a 

network based on well-defined levels of protocol. These 

are implemented in the Host computers which are served by a 

pure datagram subnetwork, Cigale.

The formal approach to protocol definition that was 

adopted for the CYCLADES network has had a significant 

influence on other networks. In particular, the European

I
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Informatics Network has adopted the work of CYCLADES as a 

basis for the development of the end to end protocol, or 

Transport Station, The work of IRIA in connection with 

other levels of protocol has also been a major influence 

in the thinking about the EIN network.

U.3 GMD

In the Federal Republic of Germany, the Gesellschaft Fur 

Mathematik Und Datenverarbeitung MBH (GMD) has developed a 

research .network, GMDNET, (ref 18) with four nodes at 

three sites. The project did not begin until 197^, so 

active research network studies are relatively recent in 

Germany, However, developments are now very rapid and 

there is a very effective cooperation between GMD, the 

Ministry of Research and Technology, the PTT and various 

user groups in a number of pilot projects (ref 19). Of 

these, FIX seems most significant in the research area.

FIX is an association of several groups interested in 

networks, cooperating in the specification of various user 

level protocols based on the X25 interface. These include 

an end-to-end transport protocol, a virtual terminal 

protocol, and various applications oriented protocols.

ii.U EIN

The European Informatics Network Project (ref 20) was 

conceived as a joint European research venture as long ago 

as 1 9 6 9 * although it took until,November 1971 to sign an 

international agreement to establish to Project, and until 

1 9 7 3 before the treaty was ratified. Since then, the 

Project has passed through the stages of network 

specification by EIN experts followed by its design and 

construction by contractors, resulting in the completion 

of a five node subnetwork in May 1976. This presently 

provides a datagram service between research centres « 

located in the UK, France, Italy and Switzerland, These
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are NPL and IRIA (mentioned above) together with CETIS 

(Centre Europeenne de Traitement de 1'Inforraation 

Scientifique, Euratom, Ispra), CREI (Centro Rete Europea 

Informatica) in Milan and ETH (Eidgenoessischen Technischen 

Hochschule) in Zurich.

EIN is the first government sponsored international 

research network and has undoubtedly played an important 

role in bringing together people working with other 

experimental networks. With the announcement of the 

.various public networks, the EIN communications subnetwork 

has become less important, but the efforts of the 

participants in the Project have now moved on to solving 

the problems of using the network and of reconciling the 

differences between the various systems that it 

interconnects (ref 21). These systems range from large 

computers at CREI, ETH and CETIS, to the local network at 

NPL, and the CYCLADES network connected through IRIA.

A recent decision to adapt EIN to opei^ate with X25 

interfaces makes it a much more attractive test bed for 

experiments in user-level protocols, and its use in this 

role could well prove one of the more significant aspects 

of the Project.

5. USER ASPECTS

All networks are similar in so far as they provide data 

transportation facilities to interconnect the component 

parts of users' data processing systems. It therefore 

seems appropriate to consider them according to their 

impact on users, particularly future users who will,be 

profoundly affected by the new public data networks 

offering features not available at the present time.
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The agreement of the CCITT X25 recommendation Is very 

significant for us’ers, because the public networks will 

appear largely identical thrbugh this virtual circuit 

interface. However, the lack of standards for use within 

the users' systems will continue to inhibit their ability 

to interact effectively.

The research networks are actively involved in the 

development of suitable protocols (ref 2 2 ) for linking 

users' systems, but there remains much to be done. 

Furthermore, the aspects which most affect the users 

themselves, such as a standardised user interface and 

control language to manipulate network services have 

received very little consideration so far.

6 . OUTSTANDING PROBLEMS

Looking ahead, it seems likely that the advent of a 

relatively cheap data terminal based on the teletext system 

(ref 2 3 ) may well sopn bring terminals into ordinary 

people's homes. This will create a demand for 

communications facilities which cannot be provided by 

present plans, as far as one can see.

The first requirement is the provision of efficient and 

economical means of connecting large numbers of terminals 

to the proposed public data networks. These have been 

largely intended to serve a low density of terminal 

population on a nationwide or international scale. But 

when many home terminals have to be handled, connections 

using people's local telephone circuits would seem 

essential, and this must be achieved without disrupting the 

normal telephone service. Possibly a subscriber's loop 

carrier scheme is required (ref 2 h), but this could be 

difficult to introduce in some networks.
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A second issue is the agreement of a uniform method for 

users to manipulate the network, so that wherever a user 

«ay wish to work, he still uses the same commands and 

procedures to carry out a particular task. The telephone 

networks in different countries differ in minor but 

Irritating ways, and there will be great scope for even 

bigger differences between data networks, unless the 

problem of standardisation is addressed now as a matter of 

urgency. Unfortunately there seems little sign that this 

Is happening yet.

There are many other problems that will arise- due to the 

growth of public data networks in the next few years, but 

the economic and social benefits that they undoubtedly will 

bring to ordinary people, as well as to large public and 

private organisations, will, hopefully. Justify the 

considerable Investment that' has been made in the study and 

development of data networks in the past ten years.
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AN OVERVIEW'OF THE EUROPEAN INFORMATICS NETWORK

D 1, A BARBER

Director,

Executive Body

European Informatics Network 

ABSTRACT

The achievements of the European Informatics Networks and 

the oustanding issues now under consideration are reviewed 

briefly in this paper, with the intention of giving an 

overview of the present (June 1977) state of the project.

A brief history of the project and its objectives is 

followed by a description of the communications sub-network 

and the problems it has raised. This leads on to a 

discussion of the work of the national Centres connected to 

the sub-network, and the paper concludes by considering 

some future possibilities.
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EIN was conceived when a number of co-operative projects 

were proposed in 1968 by the PRÉST Committee (Politique de 

la Researche Scientifique et Technique) of the European 

Economic Community. In 1969 the COST group (Co-Operation 

Europeenne dans le domains de la recherche Scientifique et 

Technique) took up these proposals, forming study groups to 

examine them in detail. As a result, project number 11, to 

establish a European Informatics Network, became the 

subject of an international agreement (ref 1), which was 

signed on November 23rd 1971, between:

France, Italy, Norway, Portugal, Sweden, Switzerland, the 

United Kingdom, Yugoslavia and Euratom.

The Kingdom of the Netherlands joined in mid-197^ and the 

Federal Republic of Germany in early 1976, while more 

recently both Spain and Belgium have also expressed 

interest in taking part.

Two levels of participation in the project are possible: 

Signatories may receive information only, or may also 

nominate and operate a Centre connected to the network.

Information only: Norway, Portugal, Sweden, Yugoslavia, 

Netherlands, Germany

Approximate Total Cost: 13M Belgian Francs each Signatory

With Centres: France, Italy, Switzerland, United Kingdom, 

Euratom

Approximate Total Cost: 100 MBF each Centre.

2. PURPOSE OF THE PROJECT'

The Agreement states:

1. H I S T O R Y
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(Art 1) that the network will facilitate research at the/ 

Nodal Centres into data processing problems and will permit 

the sharing of resources, and

(Annox) that it will:

1) allow the exchange of ideas and the co-ordination of 

research programs

2) allow the comparison of ideas for national networks 

and promote the agreement of standards

3) be a model for future networks, whether for 

commercial or other purposes, and will reduce the 

differences between future systems.
«

The Annex goes on to say that the hardware and software 

developed should be suitable as a basis for any permanent 

international network which might be built in future.

3. PROJECT STRUCTURE

The organisation for carrying out the project is as 

follows :

- Management Committee, set up by the Agreement, comprising 

representatives of all Signatories, and having ultimate 

responsibility for the project

• Executive Body, consisting of a Director who reports to 

the Management Committee and three technical assistants;

- Technical Advisory Group, also comprising representatives 

of all signatories, to advise the Director;

- Centres Coordination Group, responsible for guiding work 

that requires coordination between the Centres;
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- ad hoc Working Groups and Special Interest Groups, for 

example, concerned with drafting the specification and 

assessing tenders.

i|. CONTBACTORS

In order to ensure that maintenance and extension of the 

system can be done with rapidity and assurance, it was 

decided to entrust the development and installation of the 

communications sub-network to the contractor. The 

Signatories proposed about 50 firms in total from which to 

make the selection. Nineteen firms expressed keen 

interest, and five Consortia were formed and submitted

tenders. Eventually:
r

SESA (France) and Loglca (UK) as main contractors with 

SELENIA (Italy) and FIDES (Switzerland) as subcontractors

were awarded a fixed-price contract - signed 197** October 

17.

This "Initial Contract" was to design and demonstrate a 

"Network Switching Centre" (NSC) suitable for use in EIN 

(Contract price - 30 MBF). The technical specification wasj 

prepared by the TAG, with observers from CEPT; it includes] 

requirements on facilities, performance and acceptance 

testing. The processer selected is the Mitra 15, from CII.̂  

The demonstrations called for under the Initial Contract 

tasks were completed in 1975 October, according to 

schedule.

The Initial Con_^ract gives proprietory rights in the 

resulting software to the Contractors, but free use is 

allowed to a Signatory of the Agreemeni, to the PTT of that] 

Signatory, or to a non-profit making body for its own 

internal purposes, provided such use is only within the 

territory of that Signatory.
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The Contractors have given an assurance that they would 

■ake the software available on a fair commercial basis for 

purposes not covered by the above provisions. Use for 

other purposes would be relatively easy because of the 

adaptability of the design and the exceptionally high 

standard of documentation.

Supply contracts, separately negotiated between the five 

Centres and the Contractor, covered the installation of 

NSCs to form the initial network. As planned, this was 

handed over to Centres on 1976 May 26 (approximate cost for 

5 Centres = 35MBF).

5. SUB-NETWORK DESIGN

The sub-network design (ref 2) is based on techniques 

proved by earlier networks. Key points are:

- a Datagram type of service is provided, together with 

optional end-to-end sequencing and traffic control 

facilities;

- the HDLC frame is used for transmission;

- adaptive routing is used within the sub-network;

- connection of a subscriber to more than one node is 

permitted to enhance reliability;

- well proven hardware is used, as over 1000 Mitra 15s are 

now in operation;

- all relevant international standards have been met;

- extensive facilities are available at the nodes for

statistics collection, recording of alarms, modification 

of network parameters, and the modification and remote 

loading of node software through the sub-network;
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- nodes are capable of entirely unattended operation.

6. NETWORK CONFIGURATION

The Computer Network comprises the Nodal Centres with their 

data processing systems connected by the communications 

sub-network developed under the Initial Contract. The 

Centres and their installations are:-

London - National Physical Laboratory

- NPL network & services - KDF 9

Paris - Institut de Recherche d' Informatique et

d'Automatlque

- Cyclades network i services - IRIS 80

Zurich - Rechenzentrum der Eidgenoessischen Technischen 

Hdchschule 

- CDC 6it00

Milan - Centro’ Rete Europea Informatics

- Unlvac 1108

Ispra - Centre European de Traitement de 1'Informatlon

(N.Italy) Sciehtiflque (EURATOM)

- IBM 370/165

The communications sub-network uses one NSC at each 

Centre, connected thus:
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Each link comprises a channel bandwidth line working in 

full duplex at 9600 bit/s (total rental cost: 7.4 MBF/yr).

Other Research Centres are expected to Join the network, 

which is designed for easy expansion up to fifteen NSCs. 

Possible future Nodal Centres under consideration are in 

Sweden, Norway and Yugoslavia.

There are also a number of Secondary Centres linked to 

their National Nodal Centres, either by leased lines or 

through a national network. So far the following have been 

connected: Grenoble (France), Harwell (UK), Zurich

(Switzerland), and Bari, Bologna, Pisa and Milan (Italy).

7. EXPERIENCE WITH THE EIN SUB NETWORK

Dur 1ng the first year of life of the sub-network , standard

f ault finding techniques have been developed and compiled

into an Operator's Manua 1 to iaugment that provided by the

oontractors. A Working Group has also been establlshed to

control the day-to-day operát ions of the network , and this

has now become a fairly rout! ne matter.

A noteworthy problem has been the locatlon of faults In

line s between Centres. Unf ortunately, the orlginal

spec IfIcatlon did not providé adequately for thi s task, and
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F
no facilities were requested for looping lines at inputs to 

modems. Without this feature, the Identification of  ̂

whether faults are in switches or lines is difficult and 

time consuming. A solution now being considered is the 

provision of commercially available units which allow lines 

to be looped by command over a dial-up telephone line.

This will permit line checking Independently of the 

sub-network Itself.

The NSC hardware Installed at the five Centres has suffered 

only two major faults, and a dozen or so minor ones - such 

as switch failures - since the network was commissioned. 

This represents a high degree of reliability over the 

network as a whole.

The software has proved to be robust, and the basic 

funct^lons of packet switching are performed well. Minor 

problems have arisen, but these are not untypical of the 

kind of complexity that Is 'Characteristic of the 

sub-network. Following discussions with EIN technical 

experts, some changes are being made by the Contractors, 

and the resulting detailed Improvement In the design will 

be one of the benefits obtained from the Project,

Unfortunately, It takes an exceptionally long time to deal

with changes to the design of the sub-network. This Is due

largely to the fact that each of the NSCs Is owned by a

different Centre, and there is therefore no single

authority which has complete charge of network operations.

The success achieved so far In spite of this

decentralisation is a great tribute to the high calibre of

the staff Involved at each o>f the Centres. But It suggests

that the successful operation of any International network

will demand the attention of dedicated people of the

highest quality.
/
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7.1 S u b - N e t w o r k  C o ntrol and M e a s u r e m e n t

The sub-network design allows many features of its 

operation to be controlled from the operator's console, 

using an external command language which is processed by a 

Command Language Interpreter (CLI) to produce commands to 

invoke statistics gathering and control processes in the 

various NSCs, Commands can be to control the network, such 

as to shut or reopen a line or node, or to request 

information such as the error rate on a line. Information 

a rising • inside the network can be directed to the NCC 

(the location of which is moveable) and to the teleprinter 

log of the NSC in which the information originated. Such 

information can be generated in three basic ways:-

- Automatically on a periodic basis

- When an "event" count passes a preset threshold

- On request from the NCC (or local operator)

However, a much more complete control of the network can be

obtained by using a Network Control Centre. Apart from the

benefit of havihg an NCC, the problems encountered in its

development have led to a much increased understanding of

the NSC design. One implementation of the NCC at the

National Physical Laboratory (ref 3) is based on the use of

a small computer (PDP8E), with a floppy disc backing

store, connected as a subscriber computer. This NCC

collects certain statistics using the network command

primitives and also provides more sophisticated control

facilities to the user through the medium of a more

user-friendly control language. The activities of the NCC
V

are classified into four headings:

- Routine status monitoring

- Error detection reports

- Diagnosis

- Recovery
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Boutlne status reports may be obtained in three ways.

Firstly, reports of traffic and performance statistics and 

snapshots of selected areas of store can be sent 

periodically to the NCC. Secondly, the NCC can request any 

of the above reports on demand as well as partial dump of 

any core store area. Thirdly, values of important parameters 

say be requested periodically in order to indicate a more 

continuous state of these parameters than is achleveable in 

the other ways.

Error detection reports are generated by the NSCs and sent 

Inuedlately both to the NCC and the local NSC teleprinter 

log. In addition, if some selected measurements exceed a 

pre-determlned threshold, occurrence reports are generated. 

These occurrences are not transmitted Immediately but are 

scanned periodically and reports generated as appropriate.

From the routine status and error detection reports, the 

NIC maintains a map of the current sub-network topology 

with a list of current NSC and link states and their 

failure rates and down times, together with a global log of 

network occurrences.

The NCC can, i'n some cases, perform automatic diagnosis by 

comparing reports from several nodes. It may, for example, 

be able to determine that a link failure reported by one 

NSC is, in fact, a link failure, instead of a failure of an 

adjacent NSC. After any such refinement in the location of 

a fault, or if none is possible, the NCC operator is 

Informed by a system of messages to the NCC operator's 

console and - in the case of probable serious faults - by a 

radio paging system. The NCC operator has several 

diagnostic tools at his disposal. He may, if there is a 

route open to an NSC, examine the memory of an NSC and 

iodlfy it if this is appropriate. He may remove lines and 

NSCs from service selectively, and request a dump of a 

failed NSC for later analysis and he may request test 

patterns to be generated to obtain information about the path 

of traffic through the network.
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Recovery following a node failure may sometimes be achieved 

by reloading It through the sub-network. This may be. done 

automatically by the NCC or on request by the NCC operator. 

More often It will be necessary to start maintenance 

activities. The reload mechanism Is also used to modify 

the system software In the NSCs to correct errors, to make 

configuration changes and to release a new version of the 

software.

Another problem area related to network control Is 

sub-network measurement. There Is a great deal of 

Information that may be gathered from the network about Its 

day-to-day operation. To facilitate this a number of 

statistics and parameter values can be recorded by 

commanding the network appropriately. Some Centres are 

Interested In measurements of the sub-network, but no 

Centre has yet taken on the task of acting as a network 

measurement centre. Until this Is done, systematic 

measurements of the operation of the sub-network cannot be 

undertaken In a comprehensive manner, so It Is difficult to 

know how effective are the measurement facilities that have 

been provided In the design of the ,NSCs.

8. USER ASPECTS OF EIN

Within the EIN community the majority of users are 

Interested mainly In problems related to the communications 

sub-network, although some people are now beginning to 

consider how to use the facilities comprising the 

sub-network together with the computer systems at the 

Centres. So far, most of the work within the Project has 

centred" on the adaptation of the Centres' systems to 

communicate with and through the sub-network. Because 

these systems are so different, a considerable degree of 

adaptation Is necessary before effective communication can 

take place.

142



The Inherent Incompatibility between different computer 

syatems has always been a serious problem, but the advent 

of data networks has made it much more worthwhile to find a 

solution. The current approach is to define a set of 

layered protocols which cffer standard methods of 

interfacing at a variety of levels; it then remains for 

each of the systems to be adapted to communicate using 

these protccols in addition to, or possibly Instead of, 

their existing methods.

The protocols being developed for EIN are shown in Fig 2. 

They fall broadly into two categories: those which augment 

or adapt the basic datagram facilities to have a more 

suitable Interface for certain users, and those which make 

users' systems mutually compatible.

8,1 Network Related Protocols

Protocols to adapt the users' systems to use or control the 

sub-network are as follows

THE LINE PROTOCOL (LP) deals with problems of error 

detection and retransmission and the Identification of line 

and switch failures. It is responsible for ensuring 

packets arrive error free at the level of the Transport 

Station, and, in effect, creates the datagram service 

Interface within the users' own system. This protocol was 

defined by the EIN contractors and is fully described in 

refjerence 4,

THE TRANSPORT STATION (TS) essentially provides a 

multiplexer and demultiplexer attached to a link into the 

sub-network. It operates on the packet stream flowing to 

and from the Line Protocol and assigns and examines 

addresses which allow the stream to be merged and sorted 

into many sub-streams. This creátes many 'Ports' which
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time share the sub-network link to provide communication 

, with Ports on other Transport Stations. A protocol is 

defined governing the interactions between Transport 

Stations so they may provide services to processes, 

representing higher level protocols, that are connected to 

their ports. Services include the maintenance of the order 

of packets in a sequence flowing between ports; the 

exchange of groups of packets forming messages or 

'lettergrams*, and the creation of liaisons (or calls) 

between pairs of ports. It is also possible 

to send an interrupt signal or 'telegram* which bypasses 

any queue of packets waiting for transm ssion via a 

liaison. This protocol was defined by experts from the 

signatories, and has been implemented by the Centres (ref 

5) .

THE NETWORK CONTROL MODULE (NCM) is situated above the line 

protocol at the same level as the Transport Station. It 

has the task of interacting with the sub-network facilities 

and with network control modules at remote sites in 

order to monitor the behaviour of these facilities. The 

NCM may also contain a mechanism for signalling alarms to 

operators' consoles at attached computers, and for allowing 

them to communicate with and to control the communications 

sub-network.

Once the end-to-end protocol has been implemented at a 

Subscriber Computer (SC) attached to a network, a large 

number of ports are available for a liaison with ports in 

other SCs . The communication between these ports can be 

regarded as error free, because problems of retransmission, 

sequencing, etc. are taken care of in the lower levels of 

protocol. It is therefore convenient to regard each pair 

of ports as connected directly together with Just a delay 

Inserted in the path between them. The line protocol and 

the transport station, therefore, greatly simplify the use 

of the communications sub-network.
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8.2 S y s t e m  M a t c h i n g  P r o t o c o l s

The second type of protocol Is intended to make computer 

systems more able to interact together. Very active 

discussion of such protocols is in progress within the BIN 

community and a number of papers now exist on various 

aspects of high level protocols. It is likely that a 

number of changes in current ideas will occur, but an 

Indlcaticn of present thinking on possible higher level 

protocols is given in the centre part of Figure 2, which is 

briefly described as follows:-

THE VIRTUAL TERMINAL (VT) is able to perform an arbitrary 

set of terminal-like operations, typical of a range of real 

terminals that might be connected to the network. Handlers 

in each of the Centres' systems can be written to 

manipulate the virtual terminal and this allows the 

applications programs in Subscriber Computers to drive the 

virtual terminal through the sub-network in. a standard way. 

It is then necessary to associate a terminal handler with 

each type of physical terminal, in order to translate the 

virtual terminal's commands and responses into those 

appropriate for the real terminal.

A NETWORK CONTROL LANGUAGE (NCL) or network command 

language is highly desirable to allow users to communicate 

with the network sérvices in a standard manner. It is, 

however, difficult to define a universal language, and a 

number of application oriented languages may be the best 

practical way to suit different users.

THE FILE TRANSFER PROTOCOL (FTP) is required to transfer a 

structured file of information from one system to another. 

The definition of a uniform structure for files exchanged 

between different systems connected by a netwcrk makes it 

possible to map from the particular file structures used b; 

each system onto the standard FTP.
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In 1 9 7 4  when the design of the EIN sub-network was froz.en, 

so that construction could begin, .the CCITT discussions 

centred on the ■ Datagram facility. Accordingly, this was, 

made the basis of the design. Since then, work in CCITT 

has continued, and agreement has been reached -on 

recommendation X25 <ref 7) which describes a virtual 

circuit interface for packet terminals.
(

I

The agreement by CCITT of recommendation X25 has been an 

Impbrta.nt development for the authorised carriers who are 

providing new data networks in several parts of the world,, 

for it offers a uniform interface fer users of all of their 

networks. This poses some problems for EIN, because X25 

duplicates some of the facilities that are provided by the 

Transport.Station, described earlier in this paper, which 

has already been implemented by the Centres. However, the 

higher levels of protocol are.independent of the transport 

mechanism, and the work of EIN in these areas should be 

relevant for users of all types of network.

\
In May 1977 the Management Committee for EIN gave its 

approval for the development of an adaptor unit to convert 

EIN to operate with X25 interaces, A number of variations 

of this unit are possible as is shown in Figure 3.

The^simplest version, Unit C, has two roles; firstly it 

allows the leased lines presently connecting the NSCs to be] 

replaced by permanent virtual circuits and secondly it 

permits interworking between existing EIN subscribers, and 

a subscriber using an X25 interface. These possibilities 

are detailed below:-

148



£ I H  S ua - f ^ e r  
L e A is s 'n  u N é s  f  a y

P e iíM ft^ /^ H T  V itíru A L  c ii tc u iT S  
/N XZ5" N S T í^ e O K

f f i t c K P A t e  \üT*r
-

/-N
y  . m x z s \ i c

' ' —^C o t^ P u re A .
S'fSTWM% use  

\ e>N  SuStJeXirioliK.

\

{ v e  - s e ) —

U^^IT

Í A N )

UWIT

o ^ ' ) ( — ( v e  s e )

I SC‘ i^sciUTePFAce ' '  S c -
^  ' '  N S C .  MSe. V.

1 1

u 1 UHlT I10 á / 1 ÍD \r• ^
1 ’ D  ^

i s
1

' £ I N  D G  
S u 6 S c Hi 6 € A  Co a a P u x e k s  

L im e s D  s y  s v u r c a e ^  v i c t u a l  

C / A c u i T S  l A í ^ X x s  N e r ^ a i i K

.25.

1 1 t *
1
\

u n n

'6 '

1

\ !
u

1 j
1 1 is

{ v e  3 c y - ^ : ^ i í -

UUIT

©  £■ / /s/ S u & -K e r^  

p t H o y iv e - s  

V/ATUAL CáU. 
ftfJŐ C iA t u lT  
F A a u T i E S U N IT

I I I I
N ors  — All uAiht A « i/ t  o/»e dafa-grann mt'erfwc.a O  

d « e í  ortC y trh ta l c irc u it m ter-fne*. X  
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1. Existing EIN Centres P and Q communicate using 

datagrams

Other

Protocols

DG

I—  EIN — I

Other

Protocols

2. New EIN User(X25) connects through Unit C, using

virtual circuit but Implements existing EIN protocols 

on top of the Virtual Circuit Protocol.

DG

-- VC

I Unit 

I C

D G ---

EIN

3. Two Independent users of a VC network may Implement DG 

and upper levels of EIN protocols, thus exploiting EIN 

protocols and retaining an ability to communicate with 

EIN Centres as In 4.

DG

VC

VC

Network ---
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4. New X25 User communicates through VC Network with 

present EIN Centres

I
DG

V C -- --- DG

VC

- Network

Unit

C - EIN -

Of the remaining two units, unit B allows an existing EIN 

subscriber to link to a network offering only an X25 

interface, while a pair of units A allow the EIN 

sub-network to simulate an x25 network.

The development of the three varieties of the X25 adaptor 

unit will bring the sub-network up to date, and make EIN 

more suitable to cotlnue in its role of an advanced network 

research project for Europe.

10. CONCLUSIONS

The European Informatics Network Project has already 

fulfilled many of the early expectations of the signatories 

to the Cost 11 Agreement, and, apart from its intended 

purpose of providing an operational computer network for 

European research scientists, has acted as a valuable 

natalyst in discussions about a future public network for 

Europe'.

In many ways, however, the most important role of EIN is 

Just beginning: namely, the fostering of co-operation 

between users of the new data services that will be coming 

into use in the near future. EIN has already served to 

bring together research workers co-operating in studies on
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'the design and implementation of networks, and now 

attention is concentrating on the problems of their use.

It is in this area that EIN may offer its greatest rewards.’;

1 a
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T R A N S P A C  /  A  P U B L I C  N E T U O R K  P A C K E T  D A T A  T R A N S M I S S I O N

FREDERIC PLATET

Administration Fran^aise des PTT

ABSTRACT ^

TRANSPAC is a public packet- switching network to be 

introduced in France by the French PTT by mid 1978.

This paper first provides a list of the objectives witch 

the French PTT have had in designing TRANSPAC. It then goes 

on with a description of the services offered, giving 

particular consideration to thte public data network aspects 

of TRANSPAC. The network structure and its components at 

switching centers are then examined, giving importance to 

technical considerations.

Finally the general structure of the tariffs is described, 

emphasizing the distance-independent volume-sensitive 

characteristics of TRANSPAC Tariffs.
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1. INTRODUCTION

In 1972,.the CNET and the CCETT started studies on packets 

switching. In 1973, the "Direction Générale des Télécomnm- 

nications" gaves priority to the development of such a 

technique because it could apply to a public Service. This 

resulted in a confirm commitment to start the development 

of a public packet switched data network named TRANSPAC.

This network will be based on the results of the experimen­

tal network RCP {Réseau de commutation par Paquets) which 

has been operating at the beginning of 1975.

Expanded marketing studies were made involving in particular 

an association of large potential users of TRANSPAC. 

Furthermore France took an active participation in the work 

of relevant International standards; in particular a strict 

collaboration between Canada, USA, U.K, Japan and France hasi 

lead to a CCITT recommendation for standardization of packet j 

data-transmission network access interface: the X25 recom­

mendation .

The following is a description of the services offered and 

the network structure.

Some indications will be given concerning the planning and 

the tariffs.
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The network objectives and consequently the characteristics 

can be presented in terms of public service, universal 

service, and security.

. Public service first means that any user must have access 

to the network witch, then, must offer a big capacity to sa­

tisfy large-scale wide users. But Economy due to réssource 

sharing must allow small users to go to teleprocessing. 

Furthemore the service has to be extended throughout the 

French territory so that any terminal or computer in any lo­

cation can be connected to the network. And this is reflec­

ted in the tariffs witch are distance independant.

. When speaking about universal service, we understand three 

main aspects:

- the service is cohfomn to international standards. Users 

and manufacturers are sure of generality of procedures.

Users can buy theirs equipments on a world wide market, and 

manufacturers dispose of a wider market than a national one. 

Moreover interconnections with simij.ar foreign networks are 

possible.

- access links are various; leased lines, switch telephone 

network,and also telex network.

- both kinds of services are offered, switch and permanent 

virtual circuit.

. At last, users have to be guarantee for performances and 

disponibillty. This is achieved by a mesh network and a du­

plication of equipments. Furthermore to palliate failure of 

access link, a multiline procedure is offered, which is such 

that service is disrupted only when all physical lines are 

out of order. A single line failure only reduces the overall 

throughput on the access link. The availability of operations 

is insured by operating people working 24 hours a day. By day, 

operators monitor every node on-site. At night, the network 

is operated by the Management Center, with control over.

2 .  O B J E C T I V E S

1 5 5



the whole network.

The confidentiality of the information being passed over 

the network is preserved by locking devices in the

nodes, while access to users'index can be restricted by 

protective mechanisms incorporated within the network, 

supplementary to those in existence at user system level. 

Where switched virtual circuits and datagrams are concerned, 

a firm or any group whatsoever, can indeed be protected 

from access to or from the outside thanks to the definition 

'closed subscriber groups'.

Each subscriber c?n belong to one or more groups which can 

include the group of ordinary subscribers. For each one of 

these groups authorization can be given either for the 

transmission or for the reception of calls, or for both. 

Protection is guaranteed by means of tv;o controls made on 

each call.

(1) The caller subscriber has to have authority for the 

transmission of calls in the group he has named in his call 

command.

(2) The subscriber being called will be authorized to receive 

calls in the group named by the caller.

3.. SERVICES OFFERED

As far as access Interface is concerned,TRANSPAC offers tvro 

main types: one for synchronous terminals which is X25, and 

one for asynchronous terminals v;hich corresponds to three 

projects of recommendations: X3, X28, and X29.

3.1. The X25 protocols establihes the set of rules regulating! 

the exchanges between a terminal or a computer (ETTD) and thej 

network in order to allov/ communications with one or several 

others subscribers. The service offered is the "VIRTUAL 

CIRCUIT".

The main characteristics are:

- preservation of the order of the packets: the packets are
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send in sequence and delivered in the same order to the 

receiver without loss or duplication.

- Flov; control: each of the correspondent can regulate, in 

a selective manner, the sending bit rate of the other.

A virtual circuit can be:

- either permanent: that is to say it is setting up in a 

fixed manner between two given correspondents

- either switched: in this case, it is setting up and 

clearing down when any of both correspondents wants so.

X25 is a three layered interface:

. Level 1 is the physical and electrical parts: it is the 

modem interfaces of CCITT Recommendation V24 and V35: this 

means that transmission is performed in a four wires, full 

duplex manner.

. Level 2 is the frame level where HDLC { High level data 

link control ) procedure is used, which is standardized by 

ISO. A special byte, the flag, is devoted to synchronisation 

of receiver. The transmission is bit sequence independant 

(data transparency) because a systematic insertion of one 

bit"0" is made after five consecutive bits"l". At last, 

transmission errors are detected and corrected; the detec­

tion is made by a frame Control Sequence(PCS) which is a 

cyclic redondant code of 16 bits; the correction is achieved 

by a mechanism of retransmission of wrong frame. This 

mechanism is based on the principe of frame numbering,accep­

tance, and permit to send with anticipation thank to the 

use of positioning window. '

. Level 3 is the packet level which indicates the functions 

to be provided, the packet format and the rules of exchange.

- a multichannel service is offered; it enables tc dialog 

simultaneously with more thap one subscriber over a single 

link.

- Cohtrol of virtual circuit: setting up and clearing down 

and resetting a circuit when necessary. Data transfer 

including a selective flow control applying to each communi­

cation, which preserves the order of the packets and is
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based on the principe of the window: it allows the slavery 

of the speeds .Other parameters Include the adaptation of 

packets length (with bit I!=more data) and the interrupt 

packet which is not submitted to flow control.

3.2. For asynchronous compatible TTY terminals, adaptation 

is made by the network. Actually, the access node contains 

a PAD - Packet Assembler Disambler program - which main 

function is to made packets from characters - chiefly by 

Return Carriage or by time constant - and in the reserve 

direction to deliver character from packets.

Physical and electrical level are the modem interfaces up 

to 1200bit/s. Two projects of recommendations deals with the 

control procedure between PAD and remote ETTDX25 and between 

PAD and asynchronous terminal as well as data transfer.

4. NETÍ-JORK STRUCTURE

4.1. Means of access (fig. 1)

It will be possible for subscriber equipment to access the 

nearest TRANSPAC entry point(switching centre, or multi­

plexor) by one of the following means:

- leased line for all speeds(up to 48 kilobits per second 

per line)

- switched telephone network in the case bf asynchronous 

terminals, for speeds of up to 300bauds;

- 50 baud telex network.

Base band converters or modems on the subscriber's premises 

will be automatically supplied by the French Administration 

as part of the TRANSPAC service(except for 300 baud asyn­

chronous modems). The speed categories offered will be 

suitable for all asynchronous terminals up to 1200 bauds and 

for synchronous speeds of 2,400, 4,800, 9,600, 48,000 bits 

per second (also 19,200 bits per second close to access points]
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The packet interleaving principle used on the network can 

be retained for the station line of a subscriber(generally 

a computer) who converses simultaneously with more than one 

subscriber: this type of connection is known as multi-access 

or multi-channel and enables this multiple dialogue to be 

conducted over a single link.

4.2. Architecture (fig. 2)

The network is made of components geographically distributed 

which are the following;

. Switching centers making up a mesh network, and local 

centers to give a better penetration of country and making 

no transit. Both of them are made of same equipments, so the 

distinction is due to operating mode.

. Multiplexors to connect asynchronous terminals. Víhen 

remote, they are connected to the local multiplexor, the 

interface of which to the switch being dealt by a special 

handler.

. PCL(Local Control Point) is associated with some nodes and 

it allows the local programs and routing tables loading in 

the switches which are under its control - to pick up infor­

mations relative to the operations of switches, MUX, and 

lines - to record alarm data and taxation data - 

. The Network management center for national monitoring. It 

receives every major alarm and it decides upon routing. It 

receives also every information concerning taxation in order 

to allow subsequent billing. Furthermoré it can take the 

control of a decaying PCL. In a short term, a second center 

will be created.

. The links between swltchs are, at last, two 72 kbit/s on 

telephone primary groups. They are managed according to a 

multiline procedure.

. The subscribers links Include modems(except 300 bauds) 

witch give possibility of telemaintenance(by loops)
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4.3. Switching center structure (fig. 3)

. The principle, which the structure is based on, is to 

share, in two separate computers, the simple repetitive 

functions and the function which needs a more complex treat­

ment.

. Level 1 and level 2 of X25 protocol. That is to say 

physical level and frame level, as well as data switching 

functions are realized in a specific mini computer called 

CP50. It was designed by french compagnies TRT and TIT.

. The management of virtual circuit and the control of 

switch operation are made in a standard mini computer 

playing the part of a control unit(C.U). For TRANSPAC,

MITRA 125 was choosen.

The link between CP50 and C.U is a bus temporel which is 

able to handle several CP50 and several C.U.

Each CP50 can deal with 500 subscribers and switch 1 Mbit/s 

Now, we have limited at 16 the number of CP50 in one center. 

Except handlers and memory in CP50, every eguipment is 

duplicated by reason of reability.

. The main performances are:

- Setting up time less than 1.5 sec.

- Transit time: {>he mean value will less than 150 ms
1 "y

- The error rate on bits will better than 10“

- Disponibility will be better than 99,99%

4.4. Network operation will start in June 78 with 4 Switches 

In the following three months, 12 switches and 25 asynchro­

nous access points (13 of' witch in remote places from 

witches) will be installed in the French territory. Later 

on new switches and MUX will be installed. There, we foresee 

that there should be 25 switches and about 40 asynchronous 

sites in 1980 - 1981.
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5. TARIFFS

An extensive study has been conducted on the economical 

aspects of using TRANSPAC in the framework of teleproces­

sing systems, consulting with several potential customers.

It has checked for typical samples of applications that the 

proposed tariffs enable offering in most cases an economi­

cally attractive solution.

The tariffs presented here do not have a firm value. Not 

taking into account general economic variations constraints, 

the offic.ial tariff when published may change their level 

in a range of - 10%.

One may notice several innovations in these tariffs, 

detailed in the tables in the folloviing pages:

- monthly rental (l)is "all inclusive"(line and subscribers 

modem) and independent of the distance tó the switch: no 

geographic region is at a disadvantage.

- the usage of the service is mainly charged according to 

the volume of data transmitted (4) ,in the case of switched 

virtual circuits, the charge is a function of the duration 

of the communication ( 3 ), remain very lov/, and is mainly 

intended as an incitation to the user to clear the communi­

cation if he, remains inactive during a long period.

- the charges for using the network are independent of the 

geographic locations of the parties.

- installation charge:

800 F per connection up to 300 bit/s 

1600 F above

( 1 ) Monthly Subscription

Package including all the network access harware rental

- subscriber port at the switch

- subscriber modem(except for the 300bit/s modem which has 

to be supplied by the user)

- dedicated link to the Transpac access point
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.subscriber line 

data rate

monthly rental

UP to 300 bit/s 270 F per month

600 570 •

1200 600

2400 650

4800 680

9600 750

19200 800

48000 1300

- rental is independent of geographic location of the user, 

however:

. Access at 19200 bit/s is only available close to the 

switches.

. Access at 48000 bit/s is available everywhere. In certain 

geographic locations a subscription fee of 5000 F/month may 

be required. For these both access types consult the sales 

department.

( 2) Rental of a permanent virtual circuit OR 

( 3) Call duration charge of a switched virtual circuit 

hither one or the other of these two tariffs applies 

'according to the type of virtual circuit. Charging depends 

on the "throughput class" of the circuit(typical data 

transmission rate of the virtual circuit link).

This value is choosen by the user, either at subscription 

time or dynamically on a per call basis, to cover its needs, 

taken into account that it could reach this maximum data 

transmission rate contracted but not exceed it.
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Troughput Class .2.Rental of a 

permanent virtual 

circuit

.3. Call duration 

charge (•)(•)

up to 300 bit/s 90 F per month 0.01 F per min

600 90 0.01

1 200 90 0.01

2 400 180 0.02

4 800 270 0.03

9 600 360 0.04

19 200 720 0.08

.( 4J volume charge DISCOUNT

The unit of volume charge of transmitted data is a segment

of 64 octets.

This permits to the user to be charged on the same way if 

he uses a maximum packet leegtlli of 32 or 128 octets (those 

two maximum packet lengblt are available on TRANSPAC user 

interface).

After having chosen a maximum packet length(either at 

subscription time or at the Call request on a per call 

basis), the user chains its packets into SEQUENCES by the 

mean of a marlcer called the "MORE DATA BIT".

For the purpose of charging, the network measures each 

SEQUENCE with an integral number of SEGMENTS.

Example:

User A transmits a sequence of 900 octets:

900 ^ 14.0625 

64

Volume charge: 15 segments

i.e. 15 X 64 = 0.96 Koctets
1 0 0 0

Value of the volume charge: 0.05F per Koctet (■¥•) 

A minimum charge of n segments per call applies
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off p e a k  d i s c o u n t

Off. peak discount

Applicable for ITEMS 3 and 4 only

3 AM-7 PM 7 PH-12 PM 

'6 AM- 8 AM
0 AM-6 AM

Working days 40% 80%

Saturdays 40% 40% 80%

Sundays and 

Holidays 80% 80% 80%

Options

- Multiline access

The host computer is connected to its normal access node 

by more than one physical line:

The full monthly subscription rate applies for each line.

- Multichannel access

The number of channels subscribed for defines the max. 

number of virtual circuits that can be simultaneously 

established at a given time:

10 F/month per additional logical channel x

- Closed user group

Per subscriber belonging to a closed user group: lOF/month 

A single bill is provided totalling the dues of all the 

subscribers of the group.
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A quantity discount applies on the total volume charge of 

the group:

10 Koctets/month : 0.05F/Koctets 

,6
10^---- 2.10^ Koctets/month : 0.04F/Koctets

>2.10 Koctet/month : 0.03F/Koctets 

This discount is cumulative with off peak discount.

- Switched network access (telephone or telex)

The user can choose either a:

. General use port . Allows a general call in TRANSPAC 

network 1

. Private port ; Assigned permanently to a fixed TRANSPAC 

subscriber, it is equivalent to a permanent virtual circuit 

between the oort and one host.

Private port 

monthly rental

General use port 

Duration charge

Telephone

access
180 F / month 0.05 F/ minute

Telex

access
280 F / month 0.08 F/ minute

Access port charge(either item 5 or 6) includes virtual 

circuit charge.

In any case the volume charge (4) is the same as for 

Dedicated Line Access.
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6. CONCLUSION

To answer the needs of data market, we believe that packet 

switching technology is the best appropriate" one, in 

particular to satisfy the need of spreading the traffic, 

we must give the possibility to switch data towards 

changing destination, and to establish a communication 

between equipments of different speed.

Furthermore, several countries have got already such an 

operating network or intend to do so. They offer their own 

standards, but offer, or will offer, the Standardized 

X25 Interface.

It will be possible to realize interconnections with those 

similar network and then an extended service all over the 

world will be available.
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ABSTRACT

CIGALE is designed to handle message transfer between 

computers at the best possible speed. Messages are handled 

independently, as letters in the mail. The<^e are no end-to- 

end functions, but any higher level protocol may be used to 

control message flows. Hosts may be connected through several 

lines, and there can be several hosts on a line. The host 

edress space is independent from the topology. Regions make 

up a 2nd level adressing and routing. They can be viewed as 

local networks. Also, hosts can be networks. A network name 

is a 3rd level intended for inter-network traffic. Various 

services may be added for some classes of users and terminals 

may be connected through concentrartors, or a packet 

Interface. Congestion control and routing are associated to 

control the message flow. A simple message interface is all 

that is needed to interconnect networks. Complicatec) 

interfaces make networks incompatible. The best value is 

transparency.
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1. INTRODUCTION

CYCLADES [̂ 1 j  IS a generol purpose computer network being Installed 

in Fronce under government sponsorship (Fig. I). Its gools ore to 
foster experiment ond develop know-how in computer-to-computer 

communications, dota tronsmissipn techniques, and distributed data 
bases. CYCLADES is also to be on operational tool for the French 
Administration. The project started on the beginning of 1972. Vorious 

demonstrotions of distributed octivities have been presented in 
November 1973, including 4 host computers and a packet switch. The 

complete network of 16 computers, linked by a 5-node packet switching 
network, is to be on the air by mid-1974. Additional hosts ond nodes

Fig. 1 - CYCLADES topology
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|The communicotions network williin CYCLADES is colled CIGALE 

• | j, 3 ]. It IS o store-ond-lorword packet switching network similor to 

' the one included in Arponel [^ ]  A brief summary o( the CIGALE  

description will be given here. More detoils moy be found in the 

referenced popci s.

[2, THE CIGALE NETWORK

' Nodes ore MITRA-15 minicomputers, with 16 K words (16 bits). Except 
for 0 teletype, no other peripheral is necessary. Communicotion lines 

ore point-to-point PTT leosed lines ranging from 4.8 Kbs to 48 Kbs.
All host computers ore connected via telephone lines and V24 inter- 
faces, typicolly using 19.2 Kbs base-bond modulation on voice grode 

circuits (Fig. 2). Transmission procedures between hosts and nodes 
ore those of the various computer manufacturers, in fronsparent 
binory synchronous mode.

O

ASkbK

19.2 kb>

----- A.akbs

Fig. 2 • CIGALE topology
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Specific components within CIGALE provide for some basic services, 
such os : echoing, stotistics recording, debugging oids, node configu* 
ration, ortificiol traffic, clock. Other services may be requested with 

regard to a porticulor packet : priority, tracing, routing. Switching is 

implemented on a very simple manner by asynchranous processes 
feeding each other through queues.

A control center receives various reports ond helps in locating foiling 

components. Every node can be reloaded individually from this center 
by sending its program in packets.

3. DESIGN OPTIONS

The remainder af this paper will conceritrate on the choices made at 
the design stage, and discuss the rationale behind. Indeed, a distinc­

tive character of CIGALE is not its godgelry, but its bosic simplicity. 
The result is on unusual flexibility in hondling all sorts of protocols 
and connections. It will be o trivial tosk to connect CIGALE with other 

packet*switching networks, os long as they-do just that

3.1. Computer-to-computer traffic :

No statistics are yet available. Consequently, only prospective 

assumptions can be made. A set of frequently mentionned chorocteris- 
tics are follawing :

a) Bursty traffic, ranging from sparse short messages to o file transfer 
steady flow.

b) Very short deloy, ideally nil. Actually, a few milliseconds or 
seconds may be acceptable, depending on the environment.

c) Error rate less thon 10'^® bit.

174



d) II on initial tat up tima i t  raquirtd, it thouid ba tmoll a t comparad 
to (rontmittian tima.

t) Trontmittion availobility at leott 98 of the tima.

I) Throughput .at high at luitobla for on l>0 chonnat (tavarai Mbt).

g) Traffic bctwaen hett and network mulliplaxed on a tmoll numbor of 
1-0 portt, typically 2 for raliobility.

h) Standard communieotion intarfoca whero opplicoblo.

i) Host computert ore heterogeneout,

i) Data to be corned unaltered, in o transparent mode.

3.2. Packet twitching ;

Direct circuits between computert would not meet conditions e ond g.
II circuits ore switched, conditions d ond f would not be met. Other 

tnedia'could be considered [S, 6, 7j (radio, satellite, coaxial cables), 
but equipment and infrastructures ore not available. Packet switching 

on mini-computers has been introduced recently, but its validity i t  now 

well established. It can be implemented with existing hardware at a 
smoll cost. All constraints above can be reasonably met, within the 

speed limits of presently ovailable tronsmission lines, (typically 48 
Kbs). When PCM links are installed, they will provide for higher 
throughput and shorter delay.

3.3. Tronsit delay ;

Conventional message switching systems, using secondary storage, 
toke 0  few seconds, or a few hours, to carry a message through, 
depending on priority[9]. On the other bond, in the range of 100 ms, 
Aiponet is the only known network of large geographical extension. 
CIGALE i s  aiming at this domain of performance.
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Very disfinct orchitecfures result from these two different ranges of 
oh|eclives. CIGALE is not designed to cuter for traffic with deferred 
delivery ond long term storage. However nothing prevents o conventi* 
message switching system from using CIGALE as a commuitrcation I 
between centers. As CIGALE basic service is fast transit delay, ihii 
objective carries a major weight in the choice of other choracterislici 
of the network.

3.4, Added services ;

This objective of fast transit deloy suggests eliminating some mecha­
nisms, which certain kinds of users might find desirable in a doto 

communicotions system, e.g. for terminal hondling[9]. But various 
services may be added on, as custom-tailored devices, for certoin 
classes of users. E. g. asynchronous character terminals, data 
conversion, hot circuits, restricted trolfic, multiple addresses, etc... 
This can be implemented as pluggable pieces of hardware/softwore. It | 

may also entail some odditionaf delay or restricted throughput in 
carrying messoges.

This opprooch, which is classical in properly designed systems, 
insulates basic functions from morket oriented services [lOj. Indeed, 
the former must be kept very stable and customer independent if it hal | 

to be reliable, while the latter may be introduced on demand for 
changing needs. Customers who rely on on interfoce providing only 
basic facilities are guoranteed to protect their investment agoinit 
modificotions likely to occur in more specialised services. Furthen 

they are not penalised in being forced to use functions that they dot 
need.

Com^uter-to-computer traffic is predictably going to be the most 
demanding data transmission consumer in terms of throughput and 

transit delay. Furthermore, computers do not require any help in 
monaging their own data transfer. Therefore, the communications 

system they need should offer the simplest possible functions and I 
highest possible throughput.
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Along these lines, CIGALE offers o basic service, message transfer, 

and allows grafting additianal functions through more specialized 
interfaces The development of micro components with a parallel 
decrease in cost will rjradually inolre tliese devices appear as triviol 
liiiiilwnrn irifrn(rrilrrf in iisr-r r(|ui|iiiieril. f «r exiiiiipln, r liriror ter 
lirieiilril ilevires will sririii he r<|iiip|(t<(l with ii inc’.Stiijn iiilrtliir n, su 

that they be linked directly to a network. They will look like simple 
computers. This is one of the reasons not to consider terminal handling 
in a packet switching network, since present terminal interfaces will 
fade Out .

3.5. Packet size :

The term pocket refers here to bit strings exchanged between CIGALE 
nodes. Various studies might be mode to evaluate an optimum size 
depending on o number of parameters. Practicolly, os long as efficiency 

and deloy stay within on acceptoble range, it seems that its main virtue 
is to be stable. This allows on adequate optimizotion of customer 
software and hardware.

Furthermore, it will be necessary to Interconnect different packet 
switching networks. A generally agreed moximum size for o packet 
would be highly desirable in order to simplify interface mechanisms. A 
proposal has been mode to set 255 octets as the maximum text size [ l  ij. 
This is long enough to accept packets from existing networks, and it 

suits nicely present computer hardwore. This choice has been made for 
the British Post-Office network presently being implemented[l2y So it 
IS for CIGALE.
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3.6. Packet hcoder :

It contains the following items :

• Heoder format 4 bits
• Header length 4 bits
• Text length 8 bits
- Packet identification 16 bits
. Focilities, accounting 16 bits
■ Destinotion network 8 bits
- Source network 8 bits
- Destination host 16 bits
• Source host 16 bits

The header length is 96 bits, o multiple of 6, 8, 12, 16, 24, 32.. This 
facilitates formatting on most types of computers. The formot field 
anticipates future adjustments in connection with other networks. 
CIGALE may hove to hondle various packet formats in o mixed troffic. 
They will be segregated easily.

The ident i f icat ion  field is left for the user to identify his packets. It 
is not processed nor altered by CIGALE, but it is used to report about 
onomolies, or when special servicés are invoked. An obvious use is to 

contain all or part of a tog for multiplexing internal users within a 
host along with some serial number. But this belongs to host level 
protocols, ond CIGALE does not require any specific scheme, since it 
is transparent to any outer protocol.

A 3-bit t ime out field will be introduced in a future version, so that 
older pockets be exterminated rather than roam about the network for 
any reason. It will not oppear at the host interfoce.
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3.7. Host interface \

The term host refers here to any computer connected to CIGALE. A 
host it assumed to be locoted at some distance away from a CIGALE 
node, ond must use PTT lines. Indeed, putting a node on host premises 
comes several drawbacks :

• it increases the network cost ond ploces on additional tronsit delay.
• it reduces reliobility, since the node is under user's control.
• it is 0  security risk, as it con be tapped and tompered with.

A tingle line between a host ond CIGALE would be somewhot unreliable. 
Two lines in porallel would not help in case of node failure. Therefore, 

it It possible to run several lines between a host and several CIGALE 
nodes. The troffic con be dispotched orbitrorily over oil lines, according 
to speed ond load. It is also a way to increase the maximum throughput 
when lines connot be speeded up.

In order to avoid any predicament usually associated with special 
hqrdwore, the electricol interface is typically CCITT V24 up to 19.2 
Kbs. At higher speeds, V35 is required.

Also, it was found undesirable to introduce o special tronsmission 
procedure between o host ond CIGALE. Current manufacturer procedures 
oie occepted, even ihouijh the,y ore generally not very efficient. Mence 

n i l  fiKxIilii iitinns to oprinlinii syslmiis (ir>* neressory, oS lung tts O 

tronsporent binory synchronous procedure is available, which happens 

in most cases. A consequence is that host-to-host protocols may be 
implemented ot user level without modification to operating systems.
This is of course immoteriol in CIGALE, but it mokes quite o difference 
for users who wont to keep their system under manufacturer's responsi­
bility.

A 16-bit cyclical checksum is o common feoturq of synchronous trans­
mission. Any polynomial is acceptable, but the ISO standard X h 
X'^+X^-h 1 is recommended to mointoin the error rote below 10 ' ®per
bit.
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3.8. Message site

In some networks the quantum of information exchanged between nodes 
is different from the one exchanged between host and node [l3, Idj. 
is called a messoge, in order to prevent confusion. This need arises 
when message sizes adapted to user traffic ore too different from an 

adequate packet size. But computers can exchange messages of many 
different sizes :

• a few characters for control messages
- o few dozens of chorocters for transactions
- a few hundreds of characters for file records
- millions of chorocters for complete files.

Since we lock statistics it would not moke sense to pick an ideal siii.  ̂
Furthermore, pocketizing costs overhead. Since o host is to fragment 
his data anyway, the advantages of putting an additional level of 
fragmentation do not appear to compensate for its inconvenience JlSj. 
Consequently, a host message is simply a packet.

A possible obieQtion is thot too short host messages increase 1-0 over.j 

head. Let us remark that this is mainly traceoble to o clumsy design of j 
communications software in some operating systems. 1-0 would be betN 
handled by direct memory occess. On the other hand, if this turns out 
to be a critical factor, some blocking scheme might be instolled, to 
wrap several unrelated packets into a single 1-0 burst.

3.9. Nome space ;

Existing networks consider messoge addresses as meaning some physi­
cal component : a node, a line. As a result, there is a solid coupling 
between host addresses ond network topology. CIGALE implements on 
obstract nome spoce independent from the physicol components. 

Consequently there is no constroint in naming hosts.
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Furthermore, messages moy be delivered to o single host address from 
several distinct nodes. Also, several host addresses may be reached 
over the some line. The first cose is intended for reliobility, os said 

before-hand. The second case allows several l og i ca l  hosts to be 
connected on the some line. This is porticulorly convenient for having 

severol distinct host protocols within the same host (oŝ ’in CYCLADES), 
or to hove severol virtual hos.ts (os in IBM-CP 67), or to reach several 
hosts through a front end computer, or to have o set of hosts making up 

a privote network. Actuolly, the exact noture of o host is immateriol in 

CIGALE ,' it is a name capable of sending and receiving messages over 
one or several lines.

Part of the CIGALE nome space is reserved for its internol components, 
such os softwore modules providing special services for network control 
ond diognostics oids. This saves the overhead ond complexity associa­
ted with speciolly formatted pockets. As for os switching is concerned, 
CIGALE handles only one packet formot. But on internal component 

moy be o reol host, considered os port of CIGAL.E. This is a hondy 
woy to plug in ony desiroble function without moking any technical 

modification to the CIGALE software, except putting o name in tobies. 

This would be quite of o hang up if network services were designoted 

with special bits in speciol fields of special packets. Some variotions 

in the oddress format ollow to locote on internal component within o 
porticular node, some nodes, or all the nodes. On this woy network 

services moy be distributed according to troffic patterns, ond even 

relocoted dynomicolly, should the need orise.

A brute opplicotion of the previous principles would result in every 

node contoining the list of all possible addresses (internal components 
ond external hosts). This is perfectly acceptable for small networks, 
but not large ones, as lists would be too bulky. Therefore, the CIGALE 

name space is divided up into regions, and host nomes are prefixed
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with o region name, like telephone numbers. Thus, only local hosts and 

other regions need be listed in any node. Addressing ond routing is 
based on host nome within o region, ond on region name ocross regions. 
In this respect, CIGALE is on aggregote of local CIGALE's (Fig. 3).

Fig. 3 ■ Address space

A region con contoin one or several nodes, or not ot all. This allows 
implementing an addressing plon without necessarily putting immediotely 
as many nodes os regions. In addition, o host can be linked to nodes of 
different regions, even though its name belongs to one. This is intended 
ly restricted to hosts which connot ovoid straddling regions due to their 
geographical location. Or else address tables could become too large.
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This name spoce is only o (irsi step towords a getierol network inter­
connection scheme. In a multi-network context, the total nome space is 
to be tree-structured at several levels[^16]. Local networks (or regions) 
are to carry local traffic using shorter addresses, and long distance 
traffic using longer addresses. A common addressing plan is a prere­
quisite to network interconnection.

3-10. Circuits ;

This term means a point-to-point logicol connection established between 

two network users, be they hosts, or some entities within hosts. This 

can be simulated on both ends within the network[l?J, or even imple­
mented physically os a fixed path through specific resources allocated 

within intermediote nodes (buffers, names, slots) [14] . Another common 

terminology is col l  set up [ l 2 j

Circuits con be predefined, and their use requires some ollocotion schen

[ 4 ] .  Or they must be established on demand [ 1 2 , 1 4 ] .  In both coses a 

initiol phose is mondatory before message transfer con toke place.

Circuits moy be useful for simple terminals which corry on a conversa­
tion with a single correspondent (or a certain period of time. This is 

typical of time-sharing ond remote batch users. On the other bond 
terminols moy switch ropidly between various correspondents, when they 

porticipate in distributed octivities, such as dato bose inquiries, moni- 
toring. They moy even hove to handle severol conversations in parallel,
i.e. severol circuits.

The host softwore is necessarily designed to manage o variety of 
paroliéi and independent activities, including logical connections with 

other hosts over a network. This is precisely the core of host-host 

protocols, which should be completely insulated from packet network 
chorocteri sties [10]. Setting up network circuits is on additional cons­
traint without ony useful counterport. Presumobly, it is also on additio-
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nal trouble-maker, since circuits will hove jinxes of their own requiring 

special recovery procedures. Moreover circuit shortage or overhead con 

create congestion without ony reol traffic. One also looses the relio- 
bility of multiple links between host ond network.

Since circuits present far more undesiroble aspects then useful ones 

they do not exist in CIGALE. However, they moy be implemented on 

vorioui woys as added services, os long os some users request'it. 

Fixed or switched circuits moy be custom-toilored through privote inter. 

foces[l7]

Actually packet switching networks with virtual circuits ore a complete 
ly different approach to doto communicotions. Insteod of offering a 

message tronsfer service, like a mail system, they simulote a circuit 
switch. But the nature of the circuits do not allow transmitting bits ot 

any time, like on a couple of wires. That sort of circuits con only 
transmit packets of bits, in some predefined manner, which is imposed 

by the network. In other words, a specific transmission procedure is 
required. Pocket switching is corried out inside the network,, but this 

is no longer a service. As for as the user is concerned, he only gets o 
circuit with a transmission procedure, which is not loo unfamiliar.

3.11. Sequencing ;

This is o usual corollary of circuits, i.e. the property of delivering 

packets in the some order as they hove been sent over a particular 
circuit.

Bit transmission should be independent from applications, but data 
transmission is not. Indeed, data ore bits plus structure plus semantics, 
So for semantics is transferred through human channels. Structure is 
application dependent and is taken care of by specific user protocols. 
Some of them ore sequential, some are not. Tronsactions, labeled 
records, statistics, are usually independent pieces of data and can be 

delivered in ony order.

Since there are no circuits in CIGALE, there is no sequencing.
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3.12. Error control ;

In CIGALE pockets ore checked and acknowledged between nodes. 
However node and line failures coupled with adaptive routing may 

result in packets being lost or duplicoted. Consequently, some control 
mechanism is-necessary to catch this type of error. It can only be done 
as part of o tronsmission procedure between a poir of correspondents. 
There is none in CIGALE, for several reasons ;

- due to multiple links between host and CIGALE, there is no corres­
pondent pair at network level,
- user protocols require end-to-end error control, since host mechanisms 
ond host-node lines may olso fail.

Consequently, end-to-end error control within CIGALE would not be 

sufficient, would not easily fit multiple links, ond would introduce 

additional overhead [15].

As a general rule, protocols using CIGALE should include message 

error control. This is done in CYCLADES [ l8 , 19]. Actuolly these 
mechanisms are on intrinsic part of host-to-host protocols.

3.13. Flow control :

This term covers usually mechanisms intended to keep a sender process 

from overrunning a receiver. Again this implies end-to-end control 
between a pair of correspondents. Only transmission lines are controlled 

in CIGALE. On the other bond, error and flow controls can be identicol 
mechanisms, as they ore no more thon producer-consumer relationships 

[10] . They should normally be part of host-to-host protocols. This is 

done in CYCLADES.

End-to-end flow control has sometimes been considered os a mechanism 

for controlling traffic congestion within a network. E.g. this idea was 
behind the fink mechanism in Arpanet, which is a variety of circuit [ 4 ]  . 
Since then, it has been shown that congestion could still develop, while 

thicughput on links is restricted [20, 2?]. Actually they ore two diffe­
rent classes of problems.
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3.14. Congtttion ;

This term meons a stole within which network throughput drops to nil, 

or almost, due to saturation of network resources, such os buffers, line 

bondwidth, processor time, etc... It is o ubiquitous problem In resource 

shoring systems, where supply is constont, while demand is at rondom.

[ 2 1 ] .

Congestion moy be local if it is only limited to o few nodes, e.g. when 

o receiver stops working, but not senders. Tolol congestion moy also 

develop if the network gels so crommed with pockets that they con 
lierdly move. This phenomenon is somewliul elusive on reol networks, 
os most ot them ore too small to allow for significant experiments. 
Actuoliy most investigations ore based on models and simulation ^21, 
72, 2 3 ]

Research pursued in Arpanet and NPL indicotes that global network 
control should be obtained by using simple queue disciplines and sto­
rage allocation [24. 2 7 ]. Although CIGALE is smoll enough to dispense 
with sophisticated control techniques, it appeared worthwhile to experi. 
ment some voriotion of congestion control. Modelling studies hove been 

undertaken, but no results were avoiloble at the time of the preparation 

of this poper. The bosic ideo is to couple routing and buffer allocation 

as two related facets of a global resource sharing exercise over the 
network[2S].

Similorly to Arpanet [26], routing information propagates continuously 
throughout CIGALE. In addition to on estimation of transit delay, on 
estimation of available buffers is given per destination. Due to the 

hierarchical name space of CIGALE, o destination is actually a region, 
or 0  local host in o region. Again, this 2-level structure saves conside* 
roble overheod in handling routing tables. When solicited for entering 
packets, o node allows in only a limited number, based on buffer 
availability towards the requested direction.
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At this point, it IS clear thot vonous traffic dosses might be occomo- 
dated, e.g, a shortest deloy class, within the limits of o few packets per 
destination, ond o highest throughput class using most of the buffer 
supply on alternote routes towords the some dcstinotion. This scheme it 
expec Ad to prevent locol congestion insteod of Curing it once on 

increase in delay shows that it is developing.

Furthermore, eoch node moy evaluate the total available capacity in the 

network, by adding up the supply for eoch destination. By convention, 
eoch node moy be allowed to accept no more thon o certain fraction of 
this total supply, until it gets fresh reports. Assuming thot all nodes 
are solicited for an upsurge of entering traffic, the network might f i l l  up 

to its maximum allowed capacity, but no more, so that troffic keep flo­
wing. On the other hand, it is statistically predictable that only a few 
nodes will have to choke excess traffic at any given time. In this case, 
the propagation of the ovailable network capacity results in o gradual 
obsorption of the transient, following roughly a logarithmic law.

Thui, both local ond total congestion ore expected to be in control. 

Actuolly, thi^ scheme is okin to the isarithmic technioue[21 j ,  at least 
for controlling total congestion. A signifi'-ont difference is that buffer 
supply is reevaluated constantly, instead - > being assumed fixed.
Indeed, o weokness of the isorithmic technique is that no error is 

supposed to occur. If a node smuggles permits in or out, the whole 

network gels out of hand. Also, network portitionning may throw traffic 

off balance. Such accidents should be corrected automotically in 
CIGALE.

As a safeguard, old packets will be destroyed, so that solid hang-up be 

excluded. But this is only a way to recover from a pathological condi­
tion, not a normal management policy. Actually, eliminating old packets 
is mainly intended to reduce the deviotion of transit delays, so thot host 
protocols be tuned for quick reaction on lost packets.
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Thtit ore just examples oi a more general capability (Fig. 4). 
Host I

Virtual 
Hosts

Fig. 4 - Network i/iler-connection

As long as o network carries messages os in o moil system, putting 
severol networks together does not olter the picture, so thot :

'.network^ : : = <network'> ■-.nelwork> ... -Cnetwork 
Passing o message between netv.'orks redu.fes to o locol border problem,
i.e. a mutually ogreed fronsmission procedure.

Routing o message is a distributed activity. A common noming scheme 
is necessory at network level, so that each network know on which 

direction it should send a messoge to the network contoming the finol

189



.destinolion. Routing to the local user Is only token core of within the 

end network. As for os addressing ond routing ore concerned, inter­
connected networks behave like nodes of o super-network.

This meons thot one might opply recursively the some approach to 
design o network, or a network of networks. Actually, there ore real 
life differences which put some restrictions. Nodes of o network ore 

homogeneous, and obide by the some rules. Networks tend to belong to 
different organizations, which do not necessarily wish to be homogeneous 
However, they may ogree that they are willing to carry one onother's 

messoges under minimum constroints.

In that context o network interface like CIGALE is likely to be the 
least constraining. A few common agreements would be required among 

all networks[l6j :
- on addressing plan to designate networks
- o basic header formot
- o maximum packet size
- a ploin packet delivery service, without gdditional function

- o set ô  occounting practices.
Other necessary agreements are just neighbour problems.

V

In view of inter-connection experiments with other networks, e g. NPL, 
the CIGALE header contains source and destinotion network nomes, 
according to the CATENET proposal [ ló j .  Linking with Arpanet would 
not roise any porticular difficulty, as long os messoge length is restric­
ted to one packet. On the other hand,experience now acquired tends to 
support the desirability of redesigning Arponet protocols olong simpler 

principles, such as in CYCLADES CIGAL E [28J, But there remain 

unsolved issues with EPSS-like systemsp2J.

If is cleor that the CIGALE transparency is its major trump to provide 

o communication service between existing systems. Any additional 

well-wishing function tied with the external world is likely to be 
incompatible ond detrimental t^ a  good service. In particular, communi-

19Ü



cations networks studded with all sorts of bells and chimes will end up 
as one of a kind networks, unoble to communicote, unless on od hoc 

kludge be interposed so that they at lost exchange pockets.

S. CONCLUSIONS

CIGALE hos been developped os the communicotions tool of o computer 
network. However, it is designed so that it con be inserted os o 
component of forger systems to carry ony dota troffic in o transparent 
mode. Except for tim ng parameters, CIGALE does not impose ony
porlicular protocol. Furthermore, it moy include custom-tailored 

components to implement specific services.
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FORMAI APPROACHES TO DESIGNING PROTOCOLS

ABSTRACT

Some approaches to describing formally the protocols of da­

ta communication or computer networks are dealt with. The­

se approaches represent the first phase of a logical de­

signing or implementing process. The paper discusses the 

basic idea of the approaches, the formal tool and the meth­

od of description. The suitability of the approaches the 

advantages and limitations are examined and a brief compar­

ison of eight techniques — one of which was elaborated by 

tne author — is made.

195



1. INTRODUCTION

For the logloal design of a digital system, two related re­

quirements [1j need to be satisfied, viz.

(1) to define the digital system in a formal way 

{2) to translate the formal description into a logical di­

agram of the system.

The resultant logical diagram can he Implemented by hard­

ware, by software, or by firmware [2j.

The present paper deals with the solutions of the first 

requirement, i.e. with the formal descriptions of a spe­

cial kind of digital system, the protocols.

A protocol is a set of rules which determines the main con­

ditions of the interaction between two elements of a data 

communication or a computer network. As the architecture 

of such a network is composed of different levels, the con­

struction of protocols follows this multilevel struotur^, 

and possesses a system hierarchy [̂ 3].

The formal description is very important from the viewpoint 

of the implementation, particularly if such a protocol sys­

tem has to be implemented which is described in the form 

of a living language, e.g. JSnglish. This form of descrip­

tion can be transformed by a formal method into another 

form which is much more convenient and useful, because the 

system hierarchy and the relationships between the adja­

cent levels of the hierarchy can be elucidated and the im­

plementation will be easier. The formal way is applicable 

for examining the protocol system from the viewpoint of 

the possibility of deadlock situations. The interaction 

between the oommunlcatlng processes will be clear, and tne 

faults occurring in the coordination process can be avoided
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As the necessity for formal definition of protocols arose 

in all data communication and computer networks designed 

and implemented earlier, some formal techniques have been 

suggested for this purpose. A brief discussion of these 

approaches is the subject of this section. The basic idea 

of the presented approaches, is examined as are the formal 

tools and the method used for the description, for which 

protocol level, and for what kind of protocols the ap­

proaches are suitable and what are the advantages and lim­

itations. The first seven subsection present the approach­

es elaborated earlier. The eighth subsection is a brief 

discussion of the approach worked out by the author. The 

next main section compares the approaches.

2,1. Multilevel iteration

The technique of multilevel iteration [a] was not new when 

Bjorner [2] attempted to use it for the formal definition 

of data oommunloation line control procedures as a special 

type of data link level protocols. The essence of the meth­

od is that initially it describes the total system, then 

its major subsystems and subsequently the components of 

each subsystem. Finally a complete logic of each component 

is given. This'top-down"presentation technique, which re­

sults in a system hierarchy on the basis of the lasers of 

abstraction, is in close contact with Dljkstra’s sugges­

tions [5̂  and it is this approach that Bjorner [2] presents.

2. FOipAL APPROACHES

une half-duplex nonswitohed multipoint data oommunloation 

Line control procedure with centralized operation [öj is 

lefined by means .of finite state automaton graphs. The le- 

rels of the abstraction are the following:

1) The first level reflects the basic relationship between 

the central device, e.g. the computer, and one or more
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remote deTioes, e.g. keyboards or displays.

(2) The second level examines the major subsystems (the cen­

tral and remote devices) separately taking Into consid­

eration the transactions between them on the basis of 

polling and selecting.

C3) The third level results In a more detailed graph ref­

lecting -the operation of the components of the subsys­

tems .

(4) The fourth level describes the generation of charac­

ters flowing through the transmission lines.

(5) Tne fifth level shows the generation of bits of char­

acters. As this procedure Is a character oriented one 

the previous level Is chosen for further examination 

and for Implementation.

This methodology lends Itself to the provision of layers 

of abstraction and to a well structured system for Imple­

mentation. The finite state graph was chosen for modelling 

the system, because the data communication control proce­

dures' are of a finite state nature.

1
2.2. Formal grammar approach I

A linguistic approach to describing communication line con­

trol procedures 6 is presented by Hoffmann [?]. When such 

a procedure is followed, signals may be observed on the li­

nes Which represent a string of characters, transmitted one 

after the other in half-duplex mode, if another communica­

tion link,is observed probably another sequence of charac­

ters occurs.

Are the sequences provided by the same control procedure 

or not?

Which is the set of sequences satisfying a communication 

line control procedure?

V̂ hat are the common characteristics of such sequences?

— these are the main questions concerning a linguistic

198



approach to describing a oommunioation protocol.

On the basts of the theory of formal languages 8 Hoffmann 

gives a grammar definition of a control procedure with a 

5-tuple
C = (S ) n> i'j < frame G > , < frame R>)

where

Z is a finite, nonempty set of a terminal alphabet of 

characters;

is a finite, nonempty set of a nonterminal alphabet of 

phrases disjoint from E ;

’ is a finite, nonempty set of productions of the form 

r -*■ f , where F eUand t «(2U 11) ;

< frame G y and <, frame R ■> are the sentence symbols.

n

The terminal set consists of three subsets: the subset

of graphics, control characters and alphabet extensions 

(special characters for observation of beginning and end of 

the existence of the link, for observation of the time-out 

condition and the redundancy check).

The set of productions is composed of five subsets; estab­

lishing productions, status switching productions, termina­

ting productions, generation productions, and reception 

production.

The two sentence symbols are necessary for the description 

of generation and reception statuses.

A full-duplex transmission can be modelled by considering 

it to be a simultaneously operating pair of links each op­

erating in unidirectional half-duplex mode [9,10,11] . Con­

tention during the link establishment is not considered ex­

plicitly.

2.3. Automata composition

’ The serial composition of finite state automata is used af-
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ter a method suggested bj Rusbridge and Langsford [I2]. An 

Individual process having a single input and a single out­

put may be specified abstractly as an automaton. The auto­

maton seems to be a useful formalisation of a process be­

cause every state transition is associated with an imput- 

-output event. An extension of the classical definition of 

automata is needed to allow the triggering of a transition, 

by the arrival of an input symbol.

As the protocol can be considered as a set of rules gover­

ning the interaction of two cooperating processes, and.as 

these rules are part of the process definition the formal 

description of the protocol will be given after the formal 

description of the interaction of two cooperating processes.

As was shown earlier a single process may be formalized as 

an automaton. Now there is a need to represent the inter­

action of two of these generalized automata. These automata 

are linked by communication lines, which can be represented 

as a third relatively passive automaton, as between the de­

parture of a symbol from the first automaton and the arri­

val of the same symbol to the second there is a non-zero 

time-Interval, i.e. the symbol is transferred at a finite 

rate. As the Interations of the automata models of proces­

ses, are triggered by hand-shaking, the serial composition 

of these three automata provides an appropriate formal de-- 

finition of a protocol.

The related paper [I2 ] presents the technique how the com­

posite automaton can be constructed from the component au­

tomata models of processes and tne line automatop. The meth­

od is illustrated by examples, some of which were taken froi 

the host-to-host type of protocols.

The approach provides an unambiguous, machine Independent 

specification of protocols, it provides a technique wherby
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a given protocol may be proved, it provides a prescription 

of the protocol which can be easily implemented, and provi­

des a description of protocols which could be adopted as a 

standard. 'I'he method has some limitations too. The forma­

lism does not express the hierarchical structure of the 

protocols used in the networks, and does not clarify the 

effects of the adjacent levels i.e. the interfaces between 

tne levels.

2.4, üraph module approach

Toe uCLA-Graph Model of Computation ( developed by Estrin 

[13] and Improved by Gostelow [14J and by Cerf [I5J ) is 

the graph modules modelling technique worked out by fostel 

06]. tie points out that the communication protocol can be 

successfully analysed by graph models, but the analysis 

leads very quickly to very complicated graphs. Extending 

the power of the graph model with a useful definition of 

the graph module concept a methodology can be given for the 

design of communication protocols which ensures that the 

resulting protocol is "well behaved": i.e, it has no dead­

locks. The concept of reducing the complexity of the graph 

model by modularizing is useful from two points of view:

(1) the computational complexity of the graph analyses grows 

oombinatorlally with the size of the graph and'for the sake 

of easier handling it is necessary to break them into small­

er pieces; (2) in a complicated graph there is the possibi­

lity of finding identical structural element, and if such 

elements occur, it is sufficient to replace them by the 

corresponding concise module representation. The result of 

modularization is a box containing a few concise transfor­

mation expressions describing the function of the subgraph 

in terms of its input to output relationships. Two types 

^̂ f graph modules are defined: (1) proper and completely re­

ducible modules and (2) constructed modules. These modules 

substantially reduce the complexity of graphs of communi­
cation protocols.
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This graph modelling technique allows designers to check 

every step of their protocol designs. The use of this 

technique to investigate a protocol may result in errors

(1) in deriving the transformation expressions from the 

graph, (2) in the mapping from the protocol to. the graph,

(3) in interpreting the protocol, and (4) in the protocol 

itself.

No information in the related work is given about the ap­

plicability of this method to all aspects of protocols 

(hierarchy of the protocol system, effects of the adjacent 

levels, etc).

2.5. Time Petri-net. tTPHJ approach

biased on works which studied the recoverability of computing 

systems [l8,19] Merlin [l?] presented a methodology for the 

design and implementation of communication protocols, in 

Ref.15 üostelow pointed out that the UCiA Graph Model of 

Computation and the Retri-nets are equivalent, inis means 

that the same approach can be applied using Petri-nets and 

graph models, or any other equivalent model of computation 

which is able to represent a concurrent environment (e.g. 

a computer network). The complexity of such a model can be 

reduced by dividing it into modules, and so a structured, 

nierarchical, "top-down'J modular design can be provided 

and relatively easily described by Petri-nets by otner 

equivalent tools £2oJ. if the process is represented by 

Petri-nets there will be a lack of knowledge about tne ex­

ecution time of its parts, in certain oases (e.g. in the 

communication protocols) however, it is important to have 

a way of representing tne time spent by tne events, or the 

relationship between the different types of time-periods.

Tne time Petri-net (TPN) introduced by Merlin is convenient 

as a means of cnnsidering the effects of different time-pe­
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riods. The original definition of Petri-nets is extendended 

additional elements. Each bar has two elements specifying 

tnei elapsed time: the first of them denotes the minimal ti- 

me which needs to elapse from the time when all input con­

ditions of a bar are evabled until this bar can be fired; 

the second denotes the maximum time which can elapse from 

that moment when all input conditions of a bar are enabled 

:• end the bar does not fire, but after this time the bar must 

fire. This extension acts as a means of changing the origi­

nal nondeterministio Petri-net into a deterministic one.

This approach takes into account the problems encountered 

during the design of a process and a communication protocol 

System; among these problems are deadlocks, incomplete or 

inconsistent specifications, etc. The approach does not dif­

ferentiate between the hardware and software parts of the 

processes. The Petri-net, however, is not always the best 

design tool; the representation of data and other structu­

res modelling large systems creates difficulties. This tech­

nique has all the limitations that the Petri-nets have.

2.6. Variable structure sequential machine (VSM) approach

line variable structure sequential machine is a tool for 

|desorlbing protocols. This tool was elaborated by Mezzalira 

[and Sohrelber on the basis of Gill’s work [.2 2 3 . The VSM

ban be considered as a Mealy automaton whose transitions 

depend on secondary inputs too. The primary input symbols 

are the symbols of the input alphabet (as in the usual se­

quential machines) which Influence the state transition and 

pause the emission of an output symbol. The secondary input 

wmbols have no direct influence on either the state or the 

jutput emission, they are considered as parameters during 

these actions. The symbols of the primary input alphabet 

lan be regarded as a set of messages, and the symbols of 

he secondary input symbols as a set of commands that guide

203



the behaviour of the machine. The VSM can be represented 

by a state transition (or s-) graph or a message (or m-) 

graph, which Is a directed multigraph with labelled and 

coloured nodes and labelled edges. The nodes of the first 

colour are labelled with the symbols of the primary Input 

alpabet (l.e. Input messages) and the nodes of the second 

colour are labelled with the symbols of the primary output 

alphabet (l.e. output messages). The edges are labelled 

with an element of the secondary Input alphabet tl.e. a 

command), and two elements of the set of states (old state 

and new state).

The VSM Itself Is not a model of the protocol system but 

on the basis of the VSM a formal description can be given. 

The syntactical rules of the Interaction of two VSM-s - 

connected with each other in such a way that the output of 

the first is the same as the Input of the second — will be 

reflected as the formal representation of the protocol. The 

most convenient tool for demonstrating the interaction 

seems to be the m-graph.

Tne VSM concept allows one to describe the Interaction for-I 

mally thereby elucidating the rules of this interaction, 

but from the other details of this technique there Is no 

information.

2,7• Interlocutor approach

The Interlocutor approaoh was developed by Uanthine and 

Bremer [23, 24j after some extentions and Improvements of 

the theory of colloquies proposed by he Moll [25]. The in­

terlocutor is a mechlne which contains 3 types of inputs,

3 types of outputs and a set of internal states. The three 

types of Inputs are: (1) messages coming from the other in­

terlocutor, t2) commands coming from the user of the inter­

locutor, (3) texts coming from the user and to be trans-
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nitted to another user. The three types of outputs are;

(1) messages for the other interlocutor, (2) commands for 

the user of the interlocutor, (3) texts for the user 

coming from another user. The set of internal states are 

defined hy the set of two state vectors. The internal 

structure of an interlocutor contains a processing unit 

with two registers according to the two state vectors. The 

protocol representation is based on the idea that any in­

teraction between two processes can be modelled as a col­

loquy between tvio Interlocutors. The two interlocutors 

are linked such a way, that the output of one is the in­

put of the other. Each interlocutor receives and sends 

both commands and text. An axiomatic description of a col­

loquy can be given by defining the behaviour of the pro­

cessing unit of the interlocutor when it receives an in­

put command or an input message. Each group of relations 

of the axiomatic description defines a Mealy automaton. 

These automata are, hov/ever, really separate ones because 

the set of the first state vectors is influenced only by 

the set of input commands and the set of the other state 

vectors is influenced only by the Set of input messages.

In order to describe a protocol it is necessary to define 

(1) the set of the input and output commands and the set 

of the first state vectors, (2) the set of the input and 

output messages and the set of the other state vectors,

(3) the operations important from the viewpoint of command 

and message generation.

For the sake of formal representation of a type of host- 

-to-host protocols there is a need to extend the model de- 

velepod earlier to take into consideration the effect of 

the multiplexing-demultiplexing, the context and the in­

ternal mechanism.

The approach is suitable for the description of the system 

hierarchy of protocols as well as the protocol semantics.
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2.8. Formal greinunar approach II

Another formal grammar approach different from that is 

Ref.7 was developed hy the author [26, 2?]. The idea of 

the present approach is the following. Let us consider the 

protocol as a set of rules which influfenoes the process in 

a remote computer during the interaction. It is found that 

the "dialogue” consists of sentences communicated by the 

participants-of the inferaotion. The sequence of sentences 

shows an orderliness so it can be supposed that it might 

be generated by a grammar. If we can find the sets of sym­

bols from which the participants compose their sentences, 

and we can constructed the grammar containing the rules 

correctly generating these sentences, we can get the for­

mal description of the protocol system. But for the sake 

of design and implementation we have to decompose the gram­

mar described earlier and have to construct some other 

grammars too according to the lower layers of abstraction 

produced by the decomposition. Having constructed them we 

must define the interface between the adjacent layers. The 

steps for constructing such a grammar are:

(1) To construct the grammar describing the dialogue:

a) To determine the set of symbols sent by the first 

partner to the second, and to determine the set of 

symbols sent by the second to the first. The union 

of these two sets forms the set of symbols flowing 

along the transmission lines, i.e. the set of ter­

minals .

b) To provide the set of nonterminals.

c) To construct the set of produotlon rules following 

the sequence of ideas of the text of protocol re­

commendation or the sequence of other Individual 

ideas.

(2) To decompose the process of "dialogue" into separate

layers of operation.

(3) To construct the grammars of the decomposed lower lay-
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ers of the protocol system in the same way as was shown 

in the step (1) .

(+) To dp-fine the Interface between the adjacent layers.

(5) To construct a system grammar which reflects all the 

decomposed,layers and the interfaces too.

To define the interfaces between the adjacent layers it is 

necessary tc demcnstrate the technique used. The idea of 

tne definition of the interface is the following. Víhen a 

production sequence is o.ompleted at the lower layer, i.e. 

during a whole production sequence only one production rule 

is completed at the upper layer. This means that some trans­

formation rules are necessary in connection with each pro­

duction rule of the grammar at a layer from the left-hand 

side nonterminals to the sentence symbols of the grajnmars 

at tne lower layer, and some other transformation rules 

are required from the nonterminals of the last production 

of the production sequence of a grammar at the lower layer 

to tne rlgnt-hand side nonterminals of the production rules 

of tne grammars at the upper layer.

The existence o*f a system grammar allows the design and 

implementation of a protocol system with a hierarchical way 

from separate modules, and the relationship between them 

are elucidated. This approach is convenient mainl-y for syn­

tactical (structural) definition of protocols. Further re­

search is necessary to examine the applicability of the
;

approach for describing other protocol levels as well as 

for the describing the hierarchy of the protocol system.

3. COMPARISONS

Some significant feature of the approaches presented in the 

previous section are collected in a table, thereby enabling 

a number of comparisons to be made.
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Model
of

Ref. 2

Model
of

Ref. 7

Model
of

Ref .12

Model
of

Ref.16

Object of modelling a,b a a a,b

Means of modelling B,(A) A B C

Level of the protocol 
model in the hierarchy a a P “ -T

03
rH
0) O 'Ü

-P o 
fl B •H03
a xi03 -P
CÖ ?>7 
■p ̂
03 C 
5h O 03 -H 
-P -P 0) CÖ 
B ÍH a 0;
CO -H
P̂  03

ar»
Ü

time-out x1 - +

unknown character/ 
frame/message x' x2 x3 +

sequence numbering + - - +

request, for retrans­
mission if there is 
sequence numbering

+ - -

half-duplex 
transmission mode + + + +

fuli-duplex 
transmission^ mode x^ x^ - -

aerial operation 
with hand-shaking + + + +

parallel
operation - - -

1 Legends:

; a syntax of the protocol

b sematics of the protocol

c recoverability of the protocol

a data link level

p end-tp-end level

t user level

+ the parameter is taken into consideration by 
model

the

- the parameter is not taken into consideration 
model

by

C) indirect way

(Continued on the next page
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(Cont’d)

Model
of

Ref.17

Model
of

Ref.21

Model
of

Ref.23

Model
of

Ref.27

Object of modelling b, c a a,b a

Means of modelling D p E A,(b 5

Level of the protocol 
model in the hierarchy P (X P a

Q
•H
0)

O
■P O
u s•H03 
<D -P
u
CÖ P7 
+> P
o  a  
h o  
a>
■p  -p03 03
B MCÖ <1> TJ 
(0 *H
P-i CD

a
o
Ü

time-out + - + +

unknown character/ 
frame/message + - + +

sequence numbering + - 4 +

request for retrans­
mission if there is 
sequence numbering

- + +

half-duplex 
transmission mode

+ + + +

full-duplex 
transmission mode - - - +

serial operation 
with hand-shaking + - +

parallel
operation - - + +

Legenda; (Cont'd)

A formai grammar 

B automata 

C graph module 

D time Petri-net 

E interlocutor 

P V.S.M.

the parameter is in the definition but its efiect is 
not shown

2
X the parameter is taken into consideration but its 

effept is not clear because of inner loops

x^ the parameter la taken into consideration in an 
implicit way

x^ the parameter is taken into consideration but with 
assumptions
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4. SUMMARY

Some approaches to desorihlng formally the protocols of da­

ta, communication or computer networks were dealt with.

These approaches represent the first phase in a logical 

designing or implementing process. The paper discussed the 

basic idea of the approaches, the formal tool, and the meth 

od of description. The suitability and the significance of 

the approaches for particular kinds of protocols and pro­

tocol levels were examined and a brief comparison of eight 

techniques — one of which was elaborated by the author — 

is made.

REFERENCES

1. G.B. Gerace, Digital System Design Automation — A Meth­

od for Designing a Digital System as a Sequential Net­

work System. IEEE Trans, on Comp, vol. 17, no. 11, p. 

1044-1061, 1968.

2. D, Bjorner, Finite State Automation — Definition of Dati 

Communication line Control Procedures. AFIPS Conference 

Proceedings, vol. 37, 1970.

3. D.W. Davies and D.L.A. Barber, Communication Networks 

for Computers. John Wiley and Sons, London, 1973.

4. B. Randell and F.W. Zurcher, Iterative Multilevel Model 

ling, a Methodology for Computer Syterns Design. IFIP 

Congress 68, Edinburgh, 1968.

5. E.W. Dljkstra, The Structure' of T.H.E. Multiprogramming 

System. Commun. ACM, vol. 11, no. 5, p. 341-346, 1968.

6. General Information, Binary Synchronous Communication. 

IBM Systems Reference Library, Form No. A27-3004.

7. H.J. Hoffmann, On Linguistic Aspects of Communication 

Line Control Procedures. IBM Report RZ 345, 1970.

8. S. Ginsburg, The Mathematical Theory of Context-free 

Languages, MoGraw - Hill, New York,1966,

2 1 0



11

12

9. W.C. Lynch, Reliable Full-Duplex File Transmission over 

Half-Duplex Telephon Lines. Commun. ACM, vol. 11, no. 6, 

p. 407-410, 1968.

10. K.A. Bartlett, R.A. Soantlehury and P.T. Wilkinson, A 

Note on Reliable Full-Duplex Transmission over Half-Dup­

lex Link. Commun. ACM, vol. 12, no. 5, p. 260-261, 1969. 

W.C. Lynch, Commentary on the Foregoing Note. Commun. ' 

ACM, vol. 12, no. 5, p. 261, 1969.

R.E. Rusbridge and A. Langsford, Formal Representation 

of Protocols for Computer Networks. Harwell Report,

AERE-R 7826, 1974.

13. G. Estrln and R. Turn, Automatic Assignment of Computa­

tion in a Variable Structure Computer System. IEEE 

Trans, on Computers, vol. EC-12, p. 756-773, 1963.

14. K.P. Gostelow, Flow of Control, Resource Allocation- and 

the Proper Termination of Programs. Ph. D. Dissertation, 

UCLA - ENG - 7179, 1971.

15. V.G. Cerf, Multiprocessors, Semaphores and a Graph Model 

of Computation, Ph. D. Dissertation, UCLA - ENG - 7223, 

197?.

16. J.B. Postal, A Graph Model Analysis of Computer Communi­

cations Protocol. Ph. D. Dissertation, UCLA - ENG - 7410,

1974.

17. P.M. Merlin, A Methodology for the Design and Implementa­

tion of Communication Protocols. IEEE Trans, on Communi­

cations, Vol. COM-24, no. 6, 1976.

18. P.M. Merlin,-A Study of the Recoverability of Computing 

Systems. Ph. D. Dissertation, Univ. of California,

Irvine, 1974.

19. P.M. Merlin and D.J. Farber, Recoverability of Communi­

cation Protocols — Implications of a Theoretical Study. 

IEEE Trans, on Communications, vol. COM-24, no. 9.

p. 1036-1042, 1976.

20. P.M. Merlin and D.J. Farber, A Note on Recoverability 

of Modular Systems. AFIPS Conference Proceedings, NCC

1975, p. 695-699, 1975.

211

i



21. 1. Mezzallra and F.A. Sohrelter, Designing Colloquies. 

First European Workshop on Computer Networks, Arles, 

1973.

22. A. Gill, Time Varying Sequential Machines, Journal of 

the Franklin Institute, no. 276, p. 516-539, 1963,

23. A.A.S. Danthine and J. Bremer, Communication Protocols 

in a Network Context. ACM SIGCOMM - SIGOPS Interface 

Workstiop cn Interprocess Communications, Santa Monica 

•California, 1975.

24. A.A.S. Danthine and J. Bremer, An Axiomatic Descrip­

tion of the Transport Protocol of CYCLADES. Professio­

nal Conference cn Computer Networks and Teleprocessing, 

Aachen, 1976.

25. G. Le Moll, A Theory of Colloquies, First European 

Workshop on Computer Networks, Arles, 1973.

26. J. Harangozó, A Method to Desorlhe the Data Link Level 

Protocol of Computer Networks with a Formal Language. 

Second Hungarian Computer Science Conference, Budapest, 

1977.

27. J. Harangozó, An Approach to Describing a Data Link 

Level Protocol with a Formal Language. Fifth Data 

Communication Symposium, Snowbird, Utah, 1977•

212



THE MEASUREMENT OF COMPUTER NETWORKS 

ii
DR. K. TARNAY 

CENTRAL RESEARCH INSTITUTE 

FOR PHYSICS, BUDAPEST

ABSTRACT

A survey is given about the monitor systems of computer net­

works. Three levels of the measurement: diagnostic, perform­

ance and analytic methods are summarized.
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The measurement of computer networks can be derived from 

two rather different fields of measurement techniques:

- the measurement of telecommunication

- the measurement of computer systems.

The measurement of telecommunication has a past of several 

decades. Nearly all s.teps of the measurement are determined 

by wellconsldered recommendations of CCITT and the theoreti­

cal fundamentals are clear and obvious.

At first, the measurement of computers was a very simple 

task and only the development and the complexity of the com- 1 

puters necessitated the production of special measuring sets3 

and the elaboration of suitable measurement methods. The 

theoretical fundamentals of "compumetrics” are in the proc­

ess of developing yet and the different "task-oriented" 

methods of the individual computer manufacturer firms some­

times lead to erroneous conclusions. It is also a fact, how'̂  

ever, that computer Industry is one of the most dynamicallyd 

veloping ones and this dynamical development moves powerful 

financial and intellectual capitals.

It is necessary to^emphasize in the same way, as no up-to- 

date packet switching computer network can be produced by 

simply connecting -a telecommunication net and several com­

puters, similarly no up-to-date measurement of computer net-1 

works will be identical to the joint application of telecom-1 

munication measuring sets and computer monitors and to the , i 

joint adoptation of measurement methods of both fields.

The first measurement results took their origin in the same' 

time with the appearance of the first computer networks, andj 

the networks them selves were modified on the basis of the

1 .  I N T R O D U C T I O N
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evaluation of these measurements.

Why is it necessary to measure computer networks? The main 

reasins for this can be arranged in three groups: 

a/ diagnostic inquiery

- the control of correct operation

- the exact detection of errors

- the diagnostics of the reason of errors 

b/ recognition of performance

- the examination of performance

- the control of the network traffic

- the determination of the utilization of the 

resources

c/ analysis of relationships

- the analysis of interdependence of different 

software and hardware elements

- assurance of corresponding statistics for model 

parameters

- the analysis of operation concerning the essence 

of computer networks.

2. MONITORS, MONITOR SYSTEMS

The components of measurement systems of the computer net­

works are the software, hardware and hybrid monitors used 

for the measurement of computers. Since the measurement of 

a computer network is rendered more difficult by the fact 

that, as a rule, the nodes are geographically widely dis­

persed, it is necessary to distribute the activity of the 

monitor system along the whole network. One part of the tasks 

t, is concentrated in a measurement center (control and coordi- 

; nation of the measurements, analysis of the results) while 

the other parts of tasks (collection of data) are distribut- 

; ed along the nodes.

The same is characteristic of the measurement of ARPANET,too.
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All IMP-s perforin a measurement task, but some host ma­

chines composing the Network Measurement Center and the 

Network Control Center, also play an important part in the 

control and the evaluation of the measurement.

The geographical and functional distribution of the tasks 

is shown in Figure 1.

Fig.l. Network measuring monitor system

The hybrid monitor system [31 has a Measurement Software 

(MS) distributed along the nodes, and connected directly to] 

the Remote Controlled Hybrid Monitor (RCHM). The Network 

Measurement Center (NMC) controls these Hybrid Monitors 

through the Regional Measurement Center (RMC). An up-to- 

date test facility has be developed by Bell Company 

for the analysis of store-and-forward message-switching 

systems Cl], The principle was: "using the system to test 

the system" namely, the test facility is an existing sys-
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tem configuration: a modified version of the BISCOM 

(Business Information Systems Communication System).

BISCOM is a large-scale, computer-based, store-and-forward 

message-switcher, the test set based on BISCOM contains 

hardware and software monitors, terminal and network simu­

lators, as well as data-reduction and analysis packages.

The hardware monitors collect the data on the activity of 

the hardware components. Their output data are stored on 

magnetic tape and later these are used as input data of 

data reduction routines.Software monitors log in statisti­

cal reports in a terminal every three minute and collect 

the significant events on a magnetic tape. BISCOM applies 

a link control protocol in accordance with ANSI X.3.28.

3. WORKLOAD

The analysis of a system in only under given conditions an 

unambiguous task, therefore a system has to be analysed 

under a determined workload 143.

Benchmark mixes, traces and synthetic jobs used for measur­

ing computer systems and the traffic samples suggested by

CCITTfor testing communication lines can form the base of
/

the workload of computer networks, after due consideration 

C63.

The workload of computer networks is produced by artificial 

traffic generators. The changeable parameters for these 

generators are e.g. the proportion of long and short mes­

sages 123, the number of messages per time unit the 

proportion of overhead to real information.

I should mention the test tape library of BISCOM, the tapes 

of which represent different workloads, message mixes and 

test durations. The creation of a test-message tape can be
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seen in Figure 2. The selection of message workload and 

message mixes was performed after the forecasting of Bell 

Laboratory.

Fig.2. Creation of a test-message tape 

4. THE LEVEL OF MEASUREMENTS

A computer network is characterized by its throughput, delay 

cost and reliability. To determine these is the direct or in­

direct aimof measurements. The measurements can be classified 

according to several points of view, e.g. which parameter is 

measured, whether the parameters are deterministic or 

stochastic, which type of monitor is used, whether the user 

or the Post Administration has a priority.

The comprehensive analysis of the measurement is made easier 

by considering its hierarchy. The diagnostic test controll­

ing the correct operation of the system represent the bottom

218



r
level while the performance measurement means the middle 

level and the analytic measurement constitutes the topmost 

level. Let us follow this logical structure.

5. DIAGNOSTIC MEASUREMENTS

The purpose of diagnostic measurements is the control of 

correct operation of computer networks, the detection and 

diagnostics of errors. The operation of a computer network

is characterized by numerous events. An event eĵ can be

regarded as a logical function defined on subset E, , where

Eĵ cX. X means the set of possible states of a computer net­

work. An event eĵ  starts when the network steps from state

*old state supposing that and x___SE,.. Annew' ■ old” k new'
event terminates in the opposite case (Fig.3.).

k̂'

The essence of adiagnostic measurement means observation 

of the logical functions belonging to the events.

The observed events can be classified in two groups:

- current network configuration,

- current operational status.

The current network configuration gives in up-to-the-minute 

report on the living links, node and host machines.

The current operational status represents the state of net­

work elements, the errors and their causes.

The measurement components are carried by additional parts 

of standard packets or by special packets. The additional 

diagnostics of the standard packets can be represented by 

the acknowledgement of the header of link control protocols 

and the error control in its trailer. Special packets inform 

the source if the packet hasn't arrived to its destination
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(Non-delivery Diagnostics) while packets tell the users the 

network time (TIME) . The special packets indicate the infor­

mation packets crossing the nodes (TRACE). These special 

packets are different network by networks.

A rather simplified model of computer communication is con­

sidered at the diagnostic measurements. The measurements are 

time or event controlled. It is difficult to evaluate the 

extraordinary large number of the data. The results can be 

surveyed by a hierarchical groupping. E.g. the automatic 

monitor system of the international network of General Elec­

tric C5l makes available the results in three levels:

- the state of all nodes hosts and links is accessable 

from many nodes

- the code numbers of the elements near the overload or 

showing increasing error rate are depicted in displays 

in some nodes

- the list of erronous components can be r^ad on a 

single monitor by the central operator.

6. PERFORMANCE MEASUREMENTS

The performance of a computer network means the quality and 

quantity of services by given workload. The purpose of per­

formance measurements is the analysis of effective operation 

under dynamically changing conditions. The measures of per­

formance are the functions of events eĵ  defined in Chapter 

5. The countable measures of performance give the occurrence 

of events, the timeable measures the duration of events. The 

measures of performance are generally conditional probabili­

ties interpreted in a set of workload Characteristics C41.

The general form Pĵ  of performance can be described as an 

integral:

Pk(t) t-to

t
f

to
dt
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where is the density function belonging to event eĵ.

The average value of timeable performance measures is

T 1
Pk = t ^  /

where e, = 1 if xSE,k k
= 0 otherwise

The average value of countable performance measures is

Pk = t ^  /  " k < V ^ >to
t>to

where i, = O if t=f=t k n
undefined for t=t

and t is the time for which n x(t^)_$Ej^ and x(t^)^6Ej^

î. is the impulse function, thus f iĵ (t̂ -t) dt = X I
t
f
to

Two tipical examples can be seen in Figure 4. Figure 4.a 

shows the average delay of ARPANET, the Figure 4.b the aver­

age delay of ALOHA as a function of the user's number C2].

It is worthwhile to mention that CCITT is working on standr 

ardization of probabilities characrerizing the performance 

of data hetworks:

- grade of service (GOS)

- quality of service (QOS)

The computer network models used by performance measurements 

are essentially more complex than models by diagnostics. The 

right selection of workload parameters and the correction of
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Fig.4. Performance measurement of ARPANET and ALOHA
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errors caused by measurement loss according to the traffic 

necessitate a hard work and a thorough consideration.

7.. ANALYTIC MEASUREMENTS

The analytic measurements represent a higher level as com­

pared with the performance measurements. The goal of 

analytic measurements is to understand the processes in com­

puter communication and their impact on the performance of 

the system. The measures of analytic measurements are deter­

mined in the most general way by the joint density function 

of the performance probability variables. The number of 

joint density functions can be reduces by filtering the in­

dependent probability vector variables.

The determination of the average line effectivity of ARPANET 

is a good example for analytic measurements Z2l. The ana­

lytic models are based on the probability theory, decision 

making theory and system theory. It is difficult to imagine 

a right analysis without the knowledge of measurement 

theory.

8. CONCLUSIONS

Many computer network measurements were performed, some of 

them have been published. Most of the publications deals 

with the measurement of ARPANET. Since the different network 

measurements have given a lot of unexpected results, further ; 

development of the measuring methods and elaboration of the 

theory have a great importance. Among the prpblems to be 

solved the most interesting ones belong to the interdisci­

plinary area of computer communication and measurement 

technique.
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A LOCAL NETWORK FOR THE SUPPORT 

OF SOFTWARE DEVELOPMENT

A.Arató - I.Sarkadi-Nagy - F.TeXbisz 

Central Research Institute for Physics, Budapest 

ABSTRACT

In order to improve the efficiency of software production 

a network is under development in the Central Research Ins­

titute for Physics. The network will contain ES-1040 as host 

computer, TPA-70 as front and processor and mini pr microcom­

puters as well as alphanumeric display units as terminals.

The system will have two main services: a Text Editor and a 

File Manager. The Text Editor provides three kinds of serv­

ices: a/ interactive text editing, b/ job submission to the 

batch processing, c/ the results of the batch processing 

can be called down and examined through the Editor.

The File Manager provides an access for the programs running 

in the small computers to the disks of the large central 

computer. The small computers can treat these files as "lo­

cal files", they can read, write or update them.

The planning considerations and the system architecture are 

discussed as well as the user level communication protocols.
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1. INTRODUCTION

In a research institute - like the Central Research Insti­

tute for Physics - a considerable amount of work is spent 

for software development. In our institute there are three 

main fields of development:

- Large batch programs either for theoretical computations 

or for measurement evaluations’;

- Real time systems both for process control and for col­

lecting measurement data;

- Development of basic software for small computers and 

microprocessors.

Practically in such an environment a much larger percentage 

of computer time is used for software development /program 

modifications and debugging/ than for production runs. 

Therefore it is very necessary to produce tools which make 

these efforts as effective as possible.

In analysing the needs and working habits, we have found two 

bottlenecks.

Text editing is one of them. Many program modifications are 

necessary both for the large and for the small computers 

and preferably they should be done interactively [l] . Unfor­

tunately, interactive editing is very time consuming on the 

computer, if no time-sharing can be achieved.

The other bottleneck is characteristic for the development 

of real time systems based on small computers or micropro­

cessors. A configuration proper for a real-time application 

is not suitable for software development. Generally there is 

no. high speed printer and probadjly no disk is at disposal in
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r
the configuration although both facilities are very useful, 

H; almost indispensable for the development work.

I
K  bui

■  Thi

■  lin

■  sys 

B' exp

On the basis of these considerations we have decided to 

build up a system to improve the efficiency of our work. 

This system is called OREMUS, which is an acronym for On­

line Remote Editor and Minicomputer User's Szupport. This 

system is a hierarchical network, in the sense as it is 

explained by R.L.Ashenhurst [2] . This system has two main 

services:

- Text Editor,

- File Manager service.

In this paper this two services will be described as well 

as the general architecture of the system.

2. THE TEXT EDITOR

In planning this editor we had in mind two very successful 

editors: the system WYLBUR at Stanford University [3] and 

system ORION at CERN [4j , and in reality from the user's 

point-of-view our editor is very similar to these. We con­

sidered very important both the human engineering aspects 

and the reliability. This is reflected in the following facts:

- It is not a sequential editor, but during editing a random 

access is possible to the file. Like with the above men­

tioned two editors, in the CRJE of IBM, or in the very 

popular Isinguages of BASIC or FOCAL, to each line a state- 

ment number is attached and reference to the lines can

be made through these numbers.

- Completely free format of commands using meaningful words 

but allowing a possibility of almost completely arbitrary 

abbreviations. So the system is rather permissive and also 

the user can choose the level of verbosity he likes.

229



- There are two kinds of files: permanent files and work 

files, and all editing is done-only on workfiles. So the 

permanent files are better protected against system 

crashes as well as against inadvertent changes by the 

user. After editing the workfiles can be saved as perma­

nent files.

The Editor program provides three kind of services:

- text editing

- jobs can be submitted to the batch processing

the results of the batch processing /e.g. lists/ can be 

called down and examined through the Editor.

2.1. Editor Commands

A brief summary of the editor commands is as follows:

2.1.1. File moving commands

USE - copying a permanent file /partially or entirely/ to 

the empty workfile

JOIN - copying a permanent’file /partially or entirely/ to 

a non empty workfile

SAVE - save the workfile as permanent file

SCRATCH - scratching a permeuient file

CLEAR clear the workfile

P R IN T  1
I printing or punching the workfile

PUNCH]

2.1.2. Editing commands

Applicable only for the workfile

ADD - add new lines

DELETE - delete lines
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REPLACE - replace lines 

COPY 1

MOVE J 

LIST 

CHANGE 

SEARCH

EDIT

move lines within the workfile

- list lines on the display

- change a character string in one or more lines

- list on the terminal the lines, containing a given 

character string

- Editing within line

RENUMBER" renumbering the lines

2.1.3. Commands for remote job entry 

SUBMIT - job submitting

FETCH - fetch the batch processing results

STATUS - job status enquiry

PURGE - deleting a system output file

2.1.4. Manageing commands

-i 'v
LOGIN I 
LOGOUT J
HELP - asking for assistance of the system; how to use it?

TALK - message to other terminal or the operator of the

large computer

EXIT - disconnecting the terminal from the editor

3. THE FILE MANAGER PROGRAM

The aim of the file manager is to provide an access for the 

users of the small computers to the disks of the large cent­

ral computers. The file manager is a trusted task in the big 

computer administering the file handling for the tasks runn­

ing in the remote small computers. Small computers see these
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files like "local files". /Fig. 3.1./

Some restrictions had to be done:

- only disk or printer files can be used;

- only sequential or partitioned files can be used;

- the length of the records is limited /I Kbyte/.

The File Manager has the following commands:

MOPEN opening a file. The file identifier and the access

method is a parameter of the command. A logical file 

number is given back by the command. All further 

references can be done only by using this logical 

number.

MCLOSE closing a file i

MREAD 1 I
MWRITE? writing the following record of the file

Three further commands can be used for partitioned files: 

MADD adding a new member to a partitioned file 

MFIND logically positioning the file to the beginning of a 

member

MDELETE Deleting a member of a partitioned file.

The access to the File Manager is done by a number of rou­

tines implemented in the small computers, and activating the 

link driver, described in chapter 5.

Small computer packages like PIP /Peripheral Interchange 

Package/ Loader etc. in the small computer can use these 

services.

4. SYSTEM ARCHITECTURE

4.1. Hardware

The central computer of the system will be an ES-1040 compu­

ter with the following configuration : '
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Memory 1 Mbytes

Disks

30 Mbyte drives 8 units 

7.25 Mbyte drives 12 units 

Magnetic tape drives /800 bpl/ 8 units

Card Readers 3 units

Line Printers 3 units

Card Punch 1 unit

Paper Tape installation.

The network is connected to the host computer by a TPA-70 

as front-end processor. The front-end processor will have a 

memory of 24 K words /16 bits each/, a cartridge disk, a 

matrix printer and paper tape I/O units. At the lowest level 

of the hierarchy we can find display terminals, small compu­

ters or microprocessors. As display terminals VT-340 units 

/VIDEOTON/ will be used. As small computers a whole range of 

processors will be connected: TPA/i, PDP 11/40, SM-4, Micro­

processors /Intel 8080/ etc.

4.2. Central Computer

At the highest level is the ES-1040 computer. It runs under 

operating system OS. Most part of the central processor time 

will be used for ordinary batch processing. From our point- 

-of-vlew only four tasks are interesting:

- Editor task

- File manager task

- System- reader task

- Output writer task

The logical connections of these tasks can be seen in Fig.

4.1.

4.3. Front-end-processor

The front-end-processor will be dealt with in a separate 

paper. Only one point should be mentioned here: the Editor is
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implemented in two computers, each one playing the role most 

suitable to it.

The large computer is doing file handling and changes at 

record level. It handles the requests sequentially, the 

requests are queued by the front-end processor. This means 

a minimal load to the central processor and fits well to the 

essentially batch operating system.

On the other hand the front-end-processor is doing

- the interactive, simultanous service of many users,

- editing within records at character level,

- search for character strings or changing character strings 

within records.

4.4. User Level

On the user level only the Editor service can be used from 

the display terminals. Evidently, the File Manager cannot be 

used. Small computers can have 3 different roles:

1. Real Time systems

These can be either systems under development, or data 

acquisition systems. The host computer can assist them in 

the following tasks:

- Text Editing

- Backing store: either programs or data can be stored on 

the disks of the big computer.

- Cross compilers. The result of the compilation can be 

directly stored automatically on disks by the big computer, 

and it can be accessed and called through the File Manager.

2. Software development bases

These are relatively large configurations. This is the only 

difference with respect to the cűoove mentioned real time con­

figurations, but due to this fact t^ey can be conveniently 

used for software development.
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Nevertheless it is worthwhile to connect even these configu­

rations to the network as in this way the programs developed 

on these systems can be easily acpessed from the small or 

not yet reliable configurations under development.
I

3. Display concetrators

If several display terminals are relatively near to each 

other but remote to the central computer, they can be con- 

necte<J more economically through a concentrator computer.

This is a small, dedicated configuration, where no local 

development is permissible, otherwise the bugs of the soft­

ware or hardware to be developed would always mess up the 

normal functioning of the computer.

5. COMPUTER COMMUNICATION

In our system there are two sorts of computer communica­

tion. One of these is the "host-computer - front-end" connec­

tion. This is essentially a channel-to-channel communica­

tion, the large computer sees the front-end as several local 

peripheral units.

The other kind of computer connection is between the front- 

-end processor and the small computers. For the time being 

no direct connection is planned between the different remote 

computers. In the remote small computer all connection to 

the front-end is carried-out through the link-task. /Fig. 

5.1./ This task runs under the local real time monitor.

The link-task has four basic services:

CONNECT a connection is built up to a task running in the 

front-end. This can be either the Editor or the  ̂

File manager.

SEND a record is sent through the link.

RECEIVE reading a record through the link

DISCONNECT closing a connection.
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The routines activating the File Manager are based on these 

services of the link task. These are short routines, exchaaq* 

Ing buffers with the link task. These buffers can contain 

either data or commands. Other tasks - e.g. a console moni­

tor task - may make connection to the Editor task.
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ABSTRACT

The technical problems of providing a common user access 

mechanism are discussed on the, basis of uniformity, 

distribution, and language considerations. Uniformity is 

achieved when the user needs to know only one structure of 

operating systems independent of the individual systems. The 

goal of distribution is that the user can, from his 

location, make use of distributed resources that ate 

interconnected through a computer network. The job control 

language gives the user the tool to handle the resources.

The highly integrated network places demands on a job 

control language which renders mote traditional solutions to 

a uniform job control language unsuitable. The plausibility 

of such a highly integrated network is supported with a 

sketch of a network infrastructure which would be driven by 

the user's control statements. Finally, administrative 

implications of making distributed resources available are 

outlined.
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1. INTRODUCTION

A job control language is a tool with which a user directs 

and controls a sequence of tasks or job steps within a 

particular environment. The environment is normally a single 

machine and its operating system; the job control language 

is the user's interface to this environment, even more; the 

job control language gives the user a picture of the 

operating system.

By a 'uniform' job control language we mean a job control 

language which can be used for a multiplicity of

environments. The user expresses his needs, e.g. for 

the execution of a compiler 

the access to a file

a call on.operating system procedures 

in every environment exactly the same way.

If we add to this concept the ability to direct and control 

subtasks of one job in more than one environment (i.e. in 

more than one of a number of interconnected machines), we 

then have a network uniform job control language.

The user has one interface to a multiplicity of environments 

which may, depending on the sophistication of the job 

control language and the structure which supports and 

executes this control, appear to the user as an agglomerate 

of mutually co-operating systems or as a single, extended 

environment. The transition from co-operating systems to a 

distributed system is not clearly outlined; the more 

facilities and ease and casualnes of their handling, the 

more the intelligence seen through the job control language 

appears as a single system.
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In increasing order of sophistication one envisages 

facilities to:

- submit, execute and retrieve at different sites

- access intermediate files which are resident at sites 

other than the execution site

- execute seouential job steps on multiple systems

- execute parallel job steps on multiple systems

- access files without knowledge of their physical 

location

- execute single and parallel 

specifying an execution machine

job steps without

One must decide what control can and should be manipulated 

through the job control language; and, of this, what shall 

be seen by the user and manipulated explicitly by him. There 

are certainly different classes of users and therefore 

different needs. Design considerations must be carefully 

reviewed having in mind the sometimes contradictory uses 

that are intended for a job control language. Design 

considerations in a network situation are interrelated and I 

will attempt here to separate them into the areas of 

uniformity, distribution, and language.
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C O N S I D E R A T I O N S  F O R  A  U N I F O R M  J O B  C O N T R O L  L A N G U A G E

Because the job control lanquage - or a compilation/trans= 

lation thereof - roust be interpreted on roany different 

systems, the control which the lanquaqe affords the user 

will be based on some set of common primitives, i.e. 

operations which have a logical equivalent on all the 

systems involved. With this set, one must decide which 

details of control are necessary, possible, or desirable.

^ l e  SÍ2F̂or example, in many systems the Pile size must be specified 

with a request for file storage; in some it need not or even 

cannot be specified. The user would usually prefer not to 

think about such things, leaving it in the hands of the 

system, but some users in some situations would prefer to 

have the possibility to declare file space reouirements 

ahead of the actual need rather than have, after a long and 

costly execution, an abnormal job termination due to 

insufficient file space.

There are innumerable such details which pose problems to 

the uniformity of a job control lanquage. Below is a list of 

a few of the more obvious ones:

On today's operating systems the file system is the 

most apparently differing entity. Especially, the 

different naming conventions and protection mechanisms 

are not easily adaptable to a uniform approach.

Some of the file systems are device dependent; 

additional information must be provided to describe the 

physical separation of the data into records and blocks 

together with a specification on which device the data 

is to reside. One could require that this information 

always be supplied, but this would be unduly 

burdensome, and sometimes impossible.
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Some of the file systems reauire an early binding of 

files to devices or classes of devices; some don't.

j -  Some of the systems reauire information, prior to 

execution, of all resources needed; many systems 

allocate resources on demand.

•Conventions for calling upon system and application 

procedures differ. Especially, oarameter passing and 

default conventions have a tendency to be different 

depending on whether an operating system primitiye or 

an application is brought into execution. The division 

into the two (or more) classes is arbitrary and 

different from operating system to operating system.

|[= Most systems proyide defaults for standard file names, 

for time, money and other resource allocations.

Time, money, etc. haye different 'buying power' on 

different systems. If there are such discrepencies, 

clearly it must not be the user's responsibility to 

cope with them. A uniform unit must be defined which, 

when employed on any system, has approximately the same 

meaning.

Some existing job control language interpreters expect 

control statements  ̂to proceed the data sets on which 

they operate (i.e. they are dispersed amongst the 

data), , others demand all control statements to be 

together forming an actual job control program.

expect solutions to all these problems and achieye a 

|ply uniform job control language is certainly optimistic. 

Be of the problems might neyer be solved as they influence 

local management of operating systems. For example, a 

fcfault time limit (or other default limitations for
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resources) is very dependent on the total resources 

available as well as on the community of users of these 

resources. Defaults, like the one mentioned, miqht therefore 

never enter a uniform job control language.

It is certainly as optimistic to envisage only strict 

implementations of a uniform job control language. There are 

more than enough examples of standardized languages where 

nearly every implementation represents a different dialect. 

The objective for the design of a uniform job control 

language must be that the job control language is powerful 

and complete enough so as not to encourage the development 

of local dialects. ‘

A possible approach to a uniform job control language could 

be based on the fact that all necessary information is to be 

found somewhere in the source job control (might be as 

defaults), or in tables relating to a target system. Most of 

the problems listed above could then be resolved by a 

compilor/translator constructing, from the uniform job 

control language, statements for the job control language 

interpretor of specific target systems. But this solution 

does not take into account the demands of a distributed ■ 

environment.

3. CONSIDERATIONS FOR CONTROLLING A DISTRIBUTED ENVIRONMENT

Here one often distinguishes between the distribution of the 
files relating to the job execution and the distributed 

execution of the job itself. The former capability might be 
based on some special pre-processing and post-orocessing 

using the remote job entry or file transfer facilities of 

the network. The new considerations are:
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■ site designation: The location of execution, of files 

referenced, etc. must be determined. This information 

might be explicitly stated by the user or a 

compile-time procedure might perform table look-ups to 

select an execution site (with the desired services) or 

' to locate a file. If these .tables are maintained 

locally, access is simple but the information may be 

out of date. Especially, a load sharing environment 

precludes purely local information and demands network 

directories which are centrally or distributedly 

maintained. But even here, the delay between 

compile-time and run-time may mandate run-time 

.procedures to perform these queries to obtain the 

necessary information.

- Resource allocation: all resources might be

pre-allocated. Here a pre-processor might communicate 

with appropriate network facilities to move entire 

files to the site of execution, reserve devices, etc. j 

Such static allocation, even in a large local system, 

is usually too costly: one cannot, for examole, reserve 

a. magnetic tape station until the output of a job which 

has not even begun execution is ready. But dynamic 

allocation means not only difficult to detect deadlock 

situations, but also that the run-time interoreter must 

make allocation requests.

As soon as we say that the intelligence which interprets the 

job control language must know about the network we are 

changing and extending the environment and, implicitly, 

altering language considerations as well as demands on the 

supporting structure. The distinction between distributed 

file capability and distributed processing capability 

becomes more vague: for example, if the local job control 

language interpreter knows how to interface to network 

remote job entry or file transfer facilities and converse
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with remote resource allocators to access a file or.to-̂  

dispose output there is very little additional intelliqenc* ' 

and capability needed so that we can export job steps and 

retrieve their results.

In the situation of the truly distributed job, the followinq 

additional considerations come into play:

Operating system variables: Items such as resources 

(time, money) allocated and consumed, status, etc., are 

, now multiple. These variables must exist for each 

subsidiarv portion of a job. It must be possible to 

assign values to all of them (individually) , to monitor 

them, and to gather many of them after job terminatiion 

for statistical purposes.

Resource allocation: A careful analysis must be

conducted to derive what resources can and/or should be 

named and allocated prior to execution. For other 

resources an allocation, on demand mechanism must be 

developed.

Deadlock problems: They are inevitable, especially, 

where resources are not pre-allocated. The problem ig 

similar to local deadlock problems, except that 

detection and operator intervention is more difficult. 

Access to locals and/or central allocators is mote 

complex and deadlock prevention algorithms have to take 

into account their most likely sparse information about 

distributed network jobs.

Supervisoy control must exist for the various job 

tasks, implying status and control links.
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- Abnormal situation handling: If a job step (might be 

one of several parallel job steps) aborts or if the 

network links connecting to such a job step break, the 

necessary control for an orderly clean-up must be 

performed.

- Data conversion: Data, moved from one site to another, 

can lose the signifigance of its information. Physical 

representations vary and the problem of logically 

describing the structure of the data and converting the 

data arises.

- Library procedures and parameters: If job tasks are to

be executed at dynamically selected sites, compilation 

translation cannot be bound to a target machine. Since 

job control library procedures and application

procedures must be called with the aparently same 

mechanism one must establish parameter passing 

conventions with a comprehensive set of default 

possibilities.

- Hierarchy of libraries: The name space in such a 

network environment can be extensive; conventions must 

exist for an orderly search for a named entity. For 

example:

User defined job control procedures 

Standard job control procedures 

Job control library procedures 

Application procedures

Having enumerated a few of the more apparent problems to 

create a truly distributed system, the guestion arises: With 

today's technology, can a distributed environment, which is 

easily controllable (also by a casual user), be achieved?
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4. THE DISTRIBUTED ENVIRONMENT

It is impossible that a fully distributed network, 

environment can be adequately accessed and controlled 

through the medium of existing job control languages and 

existing job control interpreters. The network job control 

language, as seen by the user, must provide a broad 

possibilitv of expressions. As seen by the interpreter of 

the local operating system, it must provide network 

information and must anticipate a multi-process parallel 

environment. The interpreters themselves must interface to a 

supporting structure of network services as well as to the 

facilities and capabilities of the local operating system.

The requirements of the casual user do not ask for a set of 

separately controlled co-operating interpreters hosted on 

different operating systems. In general, the user must be 

able to disregard the differences and converse with a single 

(albeit distributed) interpreter. The difference must only 

become visible when a user with special needs wants to be 

aware of them and wants to control these differences.

To achieve this, we propose a job control language which is 

defined for an interpretative system. The job control 

language, as the user sees it, is compiled into a set of 

order codes which can be viewed as machine instructions for 

a hypothetical stack machine. Communication and 

synchronization between various subsidiary job steps occur 

through variables in the stack. The order codes reference 

variables through a two-dimensional address, the first 

dimension giving the block level, the second dimension the 

offset of the variable from the beginning of the portion of 

the stack for the block level indicated.
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References to the outmost block imply references to the 

operating system variables. These variables need not be 

declared as they are the same for each job.

If the job is executing on a single machine the stack does 

not differ from the ones of stack oriented orograraming 

languages. At creation time of a subsidiary job, however, 

the stack becomes distributed. Variables local to a 

subsidiary job (or job step) reside on the portion local to 

that job step; they are not accessible from the parent job. 

Variables ón the stack of the parent job at block levels 

below the ones of the subsidiary job are accessible from 

both the parent and the subsidiary job and can, therefore, 

be used for inter-job communication and synchronization.

To execute a subsidiary job (i.e. a single or a group of job 

steps) the interpreter at the site where the subsidiary job 

is to be executed receives a set of order codes, the current 

display (pointers into the stack describing the beginning 

for the various block levels) and initial values for the 

operating system variables (e.g. resource limitations). For 

portions of the stack that are not local the display 

contains references to the interpreters where the 

corresponding portions of^the stack reside.

A reference to a variable in a remote portion of the stack 

implies access through the network which is performed by the 

various local incarnations of the distributed interpreter. 

This communication is the basic vehicle for distributed 

network jobs; it also has a strong influence on the 

structure of the job control language and on the 

presentation of a distributed network system to the user.
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The job control language must allow the user to access and 

co-ordinate the facilities available in the network in a 

comfortable way. The structure presented in the previous 

paragraph is most easily orchestrated by the user with a 

language which provides:

Structured statements: The nesting of. subsidiary jobs 

is nicely equated with nested block structures. This 

nesting gives in addition a natural distinction between 

global variables and variables local to, for example, a 

subsidiary job.

Procedure calls: The interface to job control

procedures (i.e. procedures of job control statements) 

and application procedures (e.g. compilers, packages, 

etc.) is the same with the same parameter passing and 

default mechanism. The difference between these two 

kinds of procedures, therefore, disappear completely 

for the user.

Implicit or explicit semaphore operations: 

Synchronization and access protection between different 

subsidiary jobs executing in parallel is performed by 

semaphore operations introduced by the compiler of the 

job control language or by the user himself.

- Type declarations: Special types are introduced to 

reflect the objects that are manipulated by the job 

control:

job reference (access path to subsidiary jobs) 

virtual device reference (access path to files or 

devices) 

semaphores

resource control types

5 .  L A N G U A G E
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- standard procedures for: 

resource allocation 

resource monitorinq and control 

- management of subsidiary jobs

creation and execution of new application 

procedures (link-edit, load and go, etc.) 

private library maintenance 

etc.

The resolution of the complexity of such a language as well 

as the early detection of failures is assisted by a 

compilation phase. The compiler resolves the user-'s control 

into a more basic intermediary language which is commonly 

interpreted throughout the network.

The introduction of a compilation phase from the job control 

language to the order codes of the hypothetical distributed 

stack machine, of course, allows one to think about having 

more than one job control language. This may be desirable in 

that the majority of casual users will have simple demands 

and might find a 'high-level job control language too 

complicated. A simple language with restricted capabilities 

might very well cover- the needs of this class of users.

Thus, a properly organized supporting structure can become 

the foundation for network job control languages and allow 

users of the current systems to become network users having 

at their control the multiplicity of services available in 

the distributed system.
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1
6 .  A D M I N I S T R A T I V E  A N D  C O N S U L T I N G  P R O B L E M S

A uniform access to the many facilities and services of a 

network does not, of itself, resolve all problems. The job 

control language does not tell the user what is available 

nor how to use a service. The remote user has no assistance 

close at hand nor is he privy to the everyday organizational 

set-up of the remote system where some services are 

provided. Indeed, the user may or probably will not know 

which remote system is involved.

How then does the user obtain assistance? Local consulting 

will most likely be inadequate for all the possible services 

on a large network. If changes are introduced in a local 

service the remote user must be informed.

And how shall the network user, with files at several remote 

sites, know whgn he has exceeded some local resource 

restriction (time, costs, space, etc)? And how will he be 

billed for the services rendered? Shall we require that each 

system maintain information about every prospective user, 

his permissions, passwords, accounts, files, etc.?

The administrative problems of a large network are also 

large and one will probably turn to the network itself to 

provide solutions in the form of network-wide services:

distributed consulting service 

network accounting service 

network file directories 

etc.

But as more and more aspects of control and administration 

become network-wide rather than local considerations, the 

multiplicity of environments becomes less and less visible.
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The problems of developing a uniform network job control 

language are related to, and vary with: ^

the, number and variety of hard- and software 

architectures

the distributed processing capability desired

the desire of the user to see or be shielded from'the

complexity of the environment

A job control language is a balance of these considerations. 

It may be simple or complex; it may include a compilation 

phase; it may show the user a network operating system , or 

leave the various systems visible and distinct.

The language chosen is anyway a refelection of the technical 

and administrative organization which represents and to 

which it provides the*' access. Paradoxically, as the 

supporting structure becomes more integrated, the more it 

functions as a whole rather than many parts, and the more 

one may desire several specialized control languages to a 

uniform environment, rather than a uniform language to 

specialized environments.

7 .  S U M M A R Y
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IFIP WG6.1 - I N T E R N A T I O N A L  N E T W O R K  W O R K I N G  G ROUP

D -L A Barber

Chairman 

IFIP WG 6.1

International Network Working Group

ABSTRACT

This note briefly describes the achievements and the aims 

of the International Network Working Group (INWG). INWG 

is the title of Working Group 6.1 of Technical Committee 6 

of the International Federation for Information 

Processing, which is fulfilling an Important role as a 

medium for the exchange of information about data 

Communications between research workers and network users, 

from many countries.
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In the late 1960s a few enthusiasts Involved I'n early 

Computer Network research projects began to present papers 

at International Computing Conferences. As the lnte“rest In 

data networks, and In particular In packet switching^ grew 

more widespread, these enthusiasts started to meet 

Informally to exchange Ideas and working papers and to 

compare experiences with their various projects.

During the first International Conference on Computer 

Communications In Washington In October 1972 some two dozen 

of these network buffs decided to call themselves the 

International Network Group| (INWG), with the express 

purpose of promoting closer collaboration to minimise the 

overlap of research work, and to try to ensure some 

compatibility between the'networks they were building.

At the Washington Meeting Prof Vinton Cerf, then of 

Stanford University, was asked to serve as Chairman, and 

the ARPA Network Information Centre agreed to handle the 

Initial circulation of^papers. Guided by Cerf, INWG became 

so popular that. In early 1973, a proposal was made that It 

should seek affiliation to the International Federation for 

Information Processing.

Following approval by the IFIPs council of the terms of 

reference given In the appendix, INWG became the first 

working group of IFIPs Technical Committee 6 (TC-6 Data 

Communication), then chaired by ItsfoundeP chairman, Alex 

Curran of Bell Northern Research.

A period of steady expansion followed during which several 

sub-groups were formed. Meetings were held at most of the 

large conferences and an unexpectedly large number of 

papers were offered for private circulation by INWG 

members. As the membership multiplied so did the task of

1. THE PAST
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handling the paperwork, and It waa decided to charge a 

small fee to cover coats. This did not deter new members, 

and by October 1975 INWG had nearly 100 members, while some 

1 3 0 papers had been circulated to form an Invaluable body 

of knowledge on the development of Ideas, techniques and 

experiences relating to data communications networks.

After four years of nurturing INWG, Vint Cerf resigned as 

chairman, and the post passed to Derek Barber, Director of 

the European Informatics Network. Meanwhile, Louis Pouzln, 

Director of the Cyclades Network, had taken over the chair 

of TC-6 following the resignation of Alex Curran and the 

chairman, protem Keith Unoapher of Information Sciences 

Institute. In this way the reins, at least for the 

present, have been handed to Europe. This has come at a 

time of growing world-wide Interest In network standards, 

as the planned public data networks begin to come Into 

service and their potential users become aware of the 

services they can look forward to In the next few years.

The continued growth of INWG poses real problems In 

organisation, and some changes were made at the beginning 

of 1 9 7 7 to try to simplify the way It operates. These 

Include the Introduction of an occasional newsletter, and 

the classification of papers Into two categories by 

singling out those dealing specifically with protocols, for 

separate circulation.

2. THE PRESENT

J

The terms of reference agreed by the Council of IFIP 

remain unchanged at the present time, except that the two 

sub-groups referred to In seotlon 5 have become six. In 

order to deal with more specialised subjects. They are:-
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a) assesament of servioea given by CCITT recommendation X25

b) experimenta to evaluate faoilitiea -offered by networka 

o) identification and definition of new protooola

d) formal methoda for the apeoifloation of protocols

e) gatewaya and the inieroonneotion of networka

f) aeourity and related t'opioa

Briefly, the main purpoae of work in theae areas ia as 

follows :-

a) The potentialy wide adoption of the CCITT (International 

Telegraph and Telephone Consultative Committee) 

recommendation X25 for a Virtual Circuit Interface for 

public networka has led to a number of papers by INWG 

member on various technical aspects. As the interface 

begins to be implemented on a large scale, there will be a 

need to exchange information between people engaged on 

development work, and WG.6 can play a useful role in this 

area,

b) Despite several years of research and development work 

with private networks, there is still a wide diversity of 

opinion on what facilities should be provided. There is an 

urgent need to establish comparative data on the use of 

different services, and the design and conduct of 

experiments is a major task foreseen for the group.

c) With the prospect of the new public networks, the 

agreement of high level protocols, necessary for the 

exploitation of a heterogeneous research network, is 

becoming urgent. It is in this area that the work of WG 

6.1 is most Intense, with many working papers being 

circulated at the present time.

d) In the longer term, there is a pressing need for a way 

of specifying protocols in a formal way, so they can be 

rigorously studied and simulated to detect any flaws in
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their basic design. This work will become more challenging 

and worthwhile as the complexity of some of the higher 

level protocols increases. It has an important bearing on 

the understanding of the basic mechanisms involved so that 

more efficient methods of communication can be devised.

V

e) There has long been an Interest in gateways between 

networks from the point of view of linking the research 

networks together. With the advent of public networks the 

problem becomes more that of connecting private networks 

to the public network. This accounts for a continuing 

interest in this subject.

f) Security and the related topics of privacy and 

reliability are matters that received little attention in 

the early days when the problems of actually achieving 

intercommunications were so formidable. Now that some of 

these problems are being resolved there is a growing 

concern about ways of ensuring that information is not 

lost or passed to the wrong destinations. The awakening 

interest in this area is marked by the formation of this 

new group.

3. THE FUTURE

In these days of many public conferences and good 

communications between scientists, it is pertinent to ask 

what role can usefully be played by IFIP WG6.1 . In my 

view, its special achievement has been the bringing 

together of experts from many countries and many projects, 

allowing them to exchange ideas and papers that are at a 

very early and formative stage. In this way INWG serves a 

unique role in keeping its members Informed on what is 

happening at the frontiers of their subjects. The 

membership now represents users of many types of computer 

systems and communication networks, and can fairly claim 

to mirror a cross-section of system users from many parts 

of the world.
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APPENDIX 1

TERMS OF REFERENCE

W.G. 6.1 INTERNATIONAL NETWORK WORKING GROUP

1 .. NAME

$

The group shall be called Working Group 6.1 - 

International Network Working Group, abbreviated INWG.

' 2. SPONSORSHIP

INWG I will be sponsored by and will exist as a working 

group of technical Committee 6 (Data Communications) of 

the International Federation for Information Processing.

3. MEMBERSHIP

INWG activities will be co-ordinated by a chairman 

appointed by TC6. The chairman will provide regular 

reports of INWG activities to the Chairman of TC6.

The Initial list of members will be approved by TC6. The 

chairman of INWG ma^ appoint additional members who have 

demonstrated their ability and willingness to contribute 

to the work programme of INWG. The Chairman of INWG will 

obtain approval from the chairman of TC6 for members added 

under this clause.

It. PURPOSE

INWG will study the problems associated with the 

interworking of computer networks planned or under 

construction In various countries. The ultimate goal Is 

to define the technical characteristics of facilities and

2 6 0



operating procedures which will make it possible and 

attractive to interoonneot computer networks.

In pursuit of this goal INWG will, from time to time, 

define and publish guidelines for the interconnection of 

participating networks. Where necessary and possible INWG 

should test the guiuellnes on experimental 

interconnections between those networks on which 

meaningful experiments can be done.

5. ORGANIZATION

/
Working Subgroups of a temporary nature may be created by 

the chairman of INWG to study specific problems related to 

INWG's ultimate goal INWG members may act on more than one  ̂

subgroup. Two suggested subgroups are:

a) Communications System Requirements

b) Host-Host Protocol Requirements

6. MEETINGS

The meetings of INWG will be scheduled and publicized 

through the IFIP Bulletin. The chairman of TC6 will be 

advised of the calendar year's schedule and location of 

meetings, arid of any budget requests by 15 September of 

the preceding year.

7. COMMUNICATIONS

The chairman of INWG will distribute to the INWG 

membership all reports, announcements and other material 

which he deems to be relevant.
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8. CHANGES TO CHARTER

The Charter may be amended by majority consensus of INWG 

membership with the approval of the current TC6 Chairman,

9. DISSOLUTION

INWG will be dissolved by decision of the Chairman of TC6.

10. WORKSHOPS AND SYMPOSIA

INWG, through TC6, may sponsor any workshops and symposia 

on computer oommunioation”.
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NETWORK DESIGN PHILOSOPHIESr
Louis pouzxr.: 

Director PROO-PILOT 

IRIA France

[ ‘

INTRODOCTION

George Feeney (128), talking about th? future of computing utilities, 

made an interesting comparison between computing utilities now and 

the power plants 70 years ago in the United States. In 1905, about 

50 000 local power plants owned by private companies in the US pro­

duced half the electric power, largely for their own internal needs; 

now there are about 200 large plants that produce about 95X of the 

whole electrical power in the US. Similarly, there are presently 

over 60 000 computers in the US, almost all of them private and pro­

viding a strictly local in-house service; but in the future there 

will be just a few behemoth centres.

In answer to a question about reliability problems with these com­

puting utilities, Feeney said that they had a fully battery-protected 

power generator for their own computing centre. In the future, 

there will probably be a few networks providing nearly all the com­

puting power; most of the power plants will probably have their own 

computers with full-scale memory protection, and also powered by a 

full-scale battery-protected power generator, for reliability.

TERMINAL NETWORKS

But first, what we should look at is what networks are. They star­

ted about 1 5 years ago with what we now cali star networks of ternl- 

inals. This is the type of network that usually contains a central 

computer, with a lot of terminals linked through private leased 

lines or switched lines, but at least one line per terminal, as
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shown in Figure 1. That is the way in which most early time sharing

Figure 1; Star network

systems were built in the US and in Europe but it was very quickly 

discovered that these were not a very good solution if there were 

many terminals; since you need one line per terminal, this gives 

a very low usage of the line and also you need as many adaptors in 

the central computer as there are lines. The star arrangement takes 

more hardware and more software operating time.

Multi-drop lines

So one of the first improvements that went into networks was to have 

multi-drop lines, as in Figure 2, especially for those networks

o u
Figui^e 2: Multi-drop lineB

where the terminal use is very low, and also v/here the terminal in­

put is much more restricted than in a time-sharing system. It is
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typically the way in vjhioh transaction systems operate. They have 

messages of certain lengths and the traffic is more or less predict­

able. So one improvement was to have several terminals on one line.

. That would provide a much better utilization of that line, and also 

less hardware, because you need only one input adaptor for several 

terminals.
r-

One major factor about these improvements in topology was the cost 

of lines. Even though the cost of lines has dropped by a factor 

of I) or 5 in the past 10 years, it is still considered an expensive 

item in all teleprocessing systems. So one of the major goals was 

to save on the communications cost; and that is what happened with 

the multi-drop lines.

Looped lines

But since the more terminals you put on one single line the more 

liable you are to be stuck with a broken line, a further improvement 

was to have some kind of loop as in Figure 3, so that, if a line

Figure 3: Loops

fails, the message can go round the other way and still get through 

to its destination. You may have more loops at the far end of these 

large loops, so that there is access to a particular terminal in 

the event of a line failure in that part of the system.

Most of these changes were intended to improve the communication 

services, by achieving more throughput, less cost, and better reli­

ability. These improvements were necessary because the communication 

systems that were available on the market, namely the usual PTT
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services, were not completely satisi’actcry for data transmission.

Multiplexing

After that, more improvements came; since many lines were going 

to. the same direction, why not have some kind of multiplexing,, as 

shown in Figure 4, just to save on the cost of the lines, by having

Figure 4: Frinciptea of multiplexing

higher-speed lines at lower , cost? So what people did was to develop 

multiplexing hardware, usually working on time division or frequency 

division techniques, just to channel several logical channels onto 

a single physical channel. This also saved on cost. It.did not 

improve much on reliability, except that maybe the higher-speed lines 

had better treatment and were better maintained. But that was prob­

ably a marginal improvement; the main saving was in cost.

But it had some drawbacks because it is not possible to take one 

line out arbitrarily, not the way it is shown in Figure 4; usually 

you have to multiplex or demultiplex several lines at a time, which 

means that if there is only one terminal in a particular area, you 

have to demultiplex two or four lines, and then run separate single 

lines to other places where there are more terminals, 'as shown in 

Figure 5•

Programmed concentrators

With the advent of cheap minicomputers it became economically accept­

able to replace hardware boxes with programmed boxes, to get more
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Figure S: Hardware multiplexors

flexibility. One could have used the same schemes as were used 

with the multi-drop lines; what is represented as terminals in 

Figures 2 or 3 may be concentrators having various terminals attached 

to them, as shown in Figure 5. This changed the picture quite a 

lot, because in the scheme shown in Figure 5 the multiplexors were 

actually operating completely in hardware and there was no way to 

program the multiplexing. Actually, every single line had to be 

demultiplexed before entering the computer system, and it looked 

then from the computer system as though there were a lot of separate 

lines. But using programmed concentrators resulted in a lot of by­

products, Which I will cover afterwards.

The nodes could be programmed and, consequently, they could talk to 

the computer centre separately. • In other words, the computer could 

have separate conversations with each one of the concentrators, as 

if they were separate terminals, although they were linked through 

a cascade of intermediate concentrators. That was the beginning of 

networks. There was some very simple messa.ge switching between them.

I should now like to describe briefly some of the advantages of con­

centrators .

Speed adjustment

Using just multiplexing techniques did not change the speed at both 

ends; the computer had to send or receive bits at the same speed 

as the terminals. Although they were multiplexed along the way, 

everything would occur as if the terminal had been hooked directly 

to the computer. But with concentrators that can store messages and 

re-transmit them, you could have a change of speed; in other words.
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you could communicate with the computer at high speed and with the 

terminal at low speed.

Load levalling

Since there was intermediate storage, even though it might be for 

a short time, this would bring some kind of load levelling. With 

multiplexing or multi-drop lines, the complete channel had to be 

available for each message to be transmitted. Even though they were 

multiplexing, each separate logical channel had to be free from 

end.to end whenever there was a message to transmit. This is not 

true with concentration. A concentrator can multiplex in time the 

channels that are available. Sometimes it can delay messages in
!

order to avoid high peaks of traffic. This produces a better utiliz­

ation of the line, without losing messages.

Error detection

Also it could do things that were not usually done^ at least not 

as well as we would have expected, in terms of error detection.

Using multiplexing techniques on polled lines or low-speed terminals, ■ 

error detection was very often limited to a parity bit, which in 

transmission is not a very good scheme, as you know, because if you 

lose several contiguous bits, there is one chance out of two that 

the parity bit will be good after the error has occurred. Using a 

concentrator, one could block characters or messages, several at a
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time, and send that on the line in synchronous mode, with a cyclic 

redundancy code or checksum, which was a much better error detect­

ion scheme. This was- considered a major advantage, not especially 

in time sharing where there is so much redundancy in messages that 

you can spot right away whether a message has bpen spoiled, but in 

data transaction systems, for example airline reservations or bank­

ing systems, where it is not obvious that the data has been corrup­

ted. So it was very important to have very good error detection and 

protection in this environment, even though the lines were not good.

Httaaga control

Also, you can have some kind of numbering scheme to control the 

succession of messages, just to make sure that none has been lost. 

This numbering has no meaning for the user, it is only a convention 

between concentrators and the central computer. If a message is 

missing in the series, it can be repeated because it is stored at the 

other end, which would not occur with a very simple terminal. With 
a very simple terminal, the message is stored in the human user's 

mind and if it gets lost, he has to re-type it. That has the advant­

age that he can change his mind.

But these checks were important because in the early systems no one 

had any idea about traffic that would occur, because nothing com­

parable had been designed before so traffic was mostly a mystery.

With a hardware multiplexor, no-one could have any ideas about the 

traffic, the central computer hád to take care of that. But most 

of the time the central computer comes with the manufacturer's soft­

ware, which contains no statistics gathering, no accounting, nothing, 

because the manufacturer usually does not like the customer to have 

any idea about what is happening in the computer system. So very 

often statistics were not taken with early systems. With concentrat­

ors, however, since they were very small machines, anyone could pro­

gram them and put counters in right places, and also have a real­

time clock to put time stamps on messages, to know at which time the 

central computer went down and so forth, and so achieve better be­

haviour for the human users, such as putting out sensible messages.

Fail-soft operation

That also brought some better fail-soft procedures; in other words, 

whenever the central computer went down you could send the user a 

message telling him to stop typing because there was a temporary
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breakdown.

puter.

Of course, that could not be said by a broken-down com-

Davioe handling

Another desirable feature that is difficult withput concentrators 

is nice device handling; in other words, programming the terminal 

so that it takes into account all the varieties of terminal behav­

iour, such as the time it takes for a carriage return, the time it 

takes to bring the paper up to the first line of the page, to turn 

on or off some lights, to do a lot of nice things that usually are 

not done in central software. That brings a lot of comfort to the 

user.

Flexible configuration

Having concentrators was a way to decouple the terminal and the cen­

tral computer. As you know, many manufacturers do not support every 

terminal, they support just a few of them, especially their own and 

a few 'foreign' terminals such as Teletypes. With a terminal from 

some small company, very often you have to take care of the software 

yourself. It is much easier to build that within the concentrator 

and, from the computer's viewpoint, it can be programmed to look 

like some other terminal that the computer knows. That is a way to 

change the configuration of terminals and lines, without major up­

heavals in the central software.

All these advantages can be carried over into computer networks oe- 

cause they also use small computers to carry messages.

COMPDTER NETWORKS

After these networks of terminals, we came to computer networks, as J 

shown in Figure 7. I do not think that we can yet say that we know 

everything about computer networks; what we can say is that we have 

made computer networks. How they work is another story. With com­

puter networks, the traffic was expected to be quite different sines',J 

instead of having real terminals, you have abstract terminals, which 

are processes, programs, or modules, or whatever you want to call 

them, and which are housed in big computers. They may als have 

real terminals, of course, but these terminals are appendages tó
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Figura 7: Computer networks

the active part of the abstract terminal, and this active part is 

usually a program. In this case, the traffic is quite different.

It is much more unpredictable because usually terminals are served 

by people; if the terminal^ are a bit more automated, like card 

readers, their traffic pattern is predictable. But here it is quite 

unpredictable. All we can say is that the traffic is very bursty 

but we have no statistics. Consequently, the bandwidths that are 

required from the transmission system are very variable, very fluct­

uating.

Also it is not realistic to expect every computer in the network to 

have the same characteristics so heterogeneity is a built-in feature 

of computer networks, especially for the I/O system. There is no 

reason why an IBM machine should have the same procedure or the same 

code as a UNIVAC or an ICL machine. It can happen, of course, but 

it does not happen very often.

Since we are concerned with data processing, the error rate has to 

be very low. In data processing we would tend to consider an error 

rate of 10*‘ as bad, 10“* or 10~* as quite acceptable, and probably 

10 *• as quite good; beyond that it is almost impossible to dis­

tinguish human errors from computer errors. Usually quality improves 

over the years and we may be much more severe a few years from now.

A bit error rate of leas than lO”** was what was required from the 

communications system.
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A computer network also needs to be fail-soft. Indeed, access from 

terminals can be provided by means of a big computer to which they 

are attached, but if this computer goes down, users should be able 

to access other computers. That is one of the by-produ)cts of com­

puter networks. Computer networks supposedly are therei for provid­

ing services to a, large community; if each person in the community 

has to go first'to a central computer, why should he go to another 

one? So a good way is to go to the network first and then pick up 

one of the computers that happens to be available. So some kind 

of direct access is needed.

1

I
Conventional telephone system

What would we see if we were using the conventional telephone system

to link computers?

• With dial-up lines, it takes from 10 seconds up to a few hours

to get a call through. ■

• The bandwidth of.conventional telephone lines is usually low; 

it is not necessarily low but very often it is limited to tSOO 

bauds. You can lease higher-speed lines, of course, but they 

are much more expensive and it takes more time to get them.

• The bandwidth is also fixed by design. All you have is a wire 

and you have to adapt the speed between the two ends. You cannot 

just hook two computers through a telephone line, you need some 

machinery to match the bit rate at each end.

• The error rate varies from 10”* on bad switched lines up to lO”’ 

on reasonably good leased lines. This is below data processing 

standards.

• The only statistics you get is a bi-monthly bill with the amount 

owing but,no detail. It is probably not enough for a computer 

system.

• There is nothing to prevent failure. If the line fails, you have 

to call the phone company, and it takes between a few hours and

a few days to get it fixed.
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tíRital telephone system

There is at present no digital telephone system, except for a few 

experiments, and if we had such a system, it would have the follow­

ing implications for> networks:

lie system would probably be organized so that whenever you have 

■ conversation you use a channel from end to end, because that 

is usually what voice requires. That would mean tying up a channel 

for the whole conversation, even ''though your traffic is bursty 

and does/ not use the whole bandwidth all the time.

The voice transmission also uses periodic sampling. You are not 

going to sample your data, of course. I suppose that you could 

change that device and use some kind of register- to put your data 

in the system. Periodic sampling means that the traffic is quite 

predictable because the bit rate is chosen by the telephone sys­

tem, not by your system.

In a voice system, it does not matter if you lose a few bits, it 

does not change your voice; if it happens to change it, then 

you repeat what you have said. So usually the bit error rate 

does not have to be very low.

I do not know what the call delay on such a system would be, but 

it would probably be designed to be acceptable to human users, 

which means a few seconds. If this system were designed with 

traffic statistics in mind, they would probably be based on a 

call duration of 1 to 10 minutes, because that is typically how 

long telephone conversations last.

If you compare these characteristics with what data transmission 

would require for communication between computers, I do not think that 

any one of these objectives would fit a computer system.

Purpose-built data networks

If we had special data transmission systems designed for computers, 

that would probably be ideal. The only bhing is that we do not have 

at the moment very definite plans for such systems. We know that 

there are some experiments going on. We know that the various PTT 

administrations have a lot of ideas, but there is no date, no deadline.
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We know that it takes time to implement a national system, so in th< 

meantime we have to do something.

MESSAGE SWITCHING

What people have done so far is to use some kind of message switch- ' 

ing, using, as we shall see, computers and telephone lines. First, 

what is message switching? It is something that everybody has knom ' 

for many years, perhaps without knowing that it is called message 

switching. You have a piece q£ data to send off and you put an add­

ress on it and some control information, as shown in Figure 8, since-

Address Data

Control

Figupe 8: Message format

the system usually needs some kind of redundancy check or a few bits 

for various functions. You then give the message to the system, and 

it is carried rather like a letter, which goes into the mail box, 

then into a bag, then into a truck, and so on, until, finally, it 

surfaces in the destination mail box. In other words, it is stored 

and wherever it is stored it is taken out again and put in a differ­

ent store, and so on, as shown in Figure 9. That is all there is 

to store and forward.

Messages

A human message is usually a few words or a few sentences. But in 

a- computer a message is anything between one bit and millions of bits 

there is no sensible average between these two extremities. It can 

be a whole file or a whole data base. It can also be an event .that
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Figure 9: Store and forward

says "Yes, I'm working; that's message".

Message switching systems

Let us take a look at the early systems that were designed for hand­

ling message switching. The first one appeared in about 1962, over 

10 years ago. At that time, telephone lines were very expensive 

compared to computer costs; they were much more expensive than they 

are now. , Also, we did not have the sophisticated modems that we 

have now, and the usual speed did not go much beyond 1200 bits per 

second. So the main objective was to save on communications cost 

and to use lines at the highest bandwidth possible. That is what 

the designers had in mind while designing the kind of system shown 

in Figure 10.

Figure 10; Early message-aaitaking system
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The only way to have lines at the highest possible utilization rate 

was to have queues. V.'herever you want to have better bandwidth, 

you just build queues, as in supernabkets. If you want to optimize 

the cashier rather than the customer, then you build queues. Since 

the queues of messages were so large, they could not be stored within 

the central core of the computer, so they needed secondary storage.

As soon as you have secondary storage, you have delay; messages 

would take between a few seconds and half an hour or more to get 

through the system. In this case, it is very unpleasant for the 

user to lose messages, because if he has to re-send a message that 

went off half an hour ago, it means a lot of management of messages 

at the user end. What the user wanted was to be able to forget 

about messages once he had delivered them to the transmission-system. 

This implies a sophisticates operating system, with dual systems, 

back-up software, and all that jazz; it came to be very complicated 

and very expensive, just because there were low-speed lines. But 

that is the way early systems were designed. A lot of them are in 

existence now and I think they work pretty well.
Delay

But now let us take a look at why we have delays and what we could 

do to reduce them. The delays are made up of several components, 

as shown in Figure 11. First, there is a transmission delay, which 

is purely a characteristic of the electrical signal,'which is gover­

ned by the line speed. When you get into a system, it may not be 

ready to handle the message right away, so there might possibly be 

an input queue. Then there is the processing of the message, which 

takes some time. Then there is another queue before it can get out; 

the line may be busy so it has to wait. Then there is the time to 

transmit it. If it has a lot of bits it takes time to get these bits 

out.

It can be seen from Figure 11 that the delay caused by the first 

queue and the processing of the message is roughly related to the 

number of messages. Usually the processing is about the same, re­

gardless of the length of the message; it is just the fact that 

one message has to be handled. Since the processing time is usually 

related to the number of messages, queues are also related to that 

number; that is queueing theory. The second queue is different 

because the server here is the transmission line, and the service 

is dependent on the line speed and also on the message length.

2 7 6



ransmi ss i on

yíumbev of 
messagea Queue

Transmi SSI on

Length/epead

Figure 21: Elementa in meaaage delay

So the delay is not constant for each message. The queueing time 

increases with the message length, because the total number of bits 

to evacuate is larger. This is also in inverse relation with the 

line speed, of course, because if tlje line speed is twice as fast, 

then you have to wait half as long.

One way to reduce the total delay in a system is to have shorter 

messages; another is to have higher-speed lines because the delay 

is in inverse relation to the speed; finally, you can organize 

your system in such a way that there are almost no queues, because 

queues mean delay.

F̂ragmentation

One way to minimize the queues is to introduce some kind of frag­

mentation within the system, which means that if you have a bunch of 

bits to send off, you cut them into small pieces. Instead of having 

to carry the whole bunch of bits, store them, take thém out again, 

put them into a different bag, and so on, you can have various pro­

cessors or active components that take one piece at a time in a 

chain, as in an assembly plant. Each one takes a piece and as soon
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as it is put in the next bag, there is another processor that takes 

the piece, and carries it forward, and so on.

In this way, the total time to get the message through the system 

is much shorter because the delay is no longer so affected by the 

message length. Though it is still related, the component of the 

delay that is *a function of the message length is much smaller.

Fragmentation also means less buffer space. If you want to store 

soinething, you need buffers. If you have a lot of messages to carry, 

that needs a large store, and finally you end up with secondary 

storage. So the way to reduce the number of buffers is to have 

the message more spread out so that there is no need to store the 

whole bunch of bits.

Using fragmentation is also a way to squeeze in messages of higher 

priority. When you have a long train on a railroad system, there 

is no way to get cars ahead of it; you have to let the train go 

first; But if you fragment the train into small pieces and store 

each car at each intermediate station, then you can sneak in faster 

cars or faster trains. So usually there is some kind of priority 

needed for special messages, service messages, or perhaps some 

higher-priority traffic. This would not be possible if you were 

using very long messages that could not be broken.

Error recovery is also facilitated by fragmentation, because if 

the message gets corrupted at the other end, the only way to get it 

in its correct form is to re-transmit.it. The overhead traffic 

associated with re-transmission is related to message length; if 

you have only small pieces, you have to re-transmit only small pieces, 

and on average there will be a gain in overhead traffic.

One drawback of fragmentation is the transmission overhead. By frag­

menting information, of course, we have more pieces to manage. This 

means more addresses to look at, more bits to be included in addition 

to the information bits, and so on. That is the cost we have to pay 

for all the advantages of fragmentation.

PACKET SWITCHING

Packet switching is a term that was introduced into the literature
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by Donald Davies about six or-seven years ago. Packet switching is 

message switching, except that we call' them packets. There is no 

relationship between the meaning of the packet and what a user would 

call a message. In early message-switching systems, the message 

was usually what the user would call a message, a Teletype line, 

for example; in other words, there was a very immediate relationship 

between user messages and system messages.

Packets

In packet switching, there is no such relationship, packets are just 

small strings of bits that are limited in length, and joined together 

they make up what a user would call a message, or what the outside 

system would call a message.
V

These packets are sent through a system, from computer to computer, 

from node to node, and they arrive at the other end, where, of course, 

they have to be put back together. The delay is partly a function 

of the number of ncTdes, because each node entails some storage eind 

re-transmission, so one factor in the delay is proportionate to that; 

another factor is proportionate to the packet length divided by the 

line speed.

With a line speed of the order'of 100 kilobits per second and with 

a very short padiét, the main component -of the delay will be the 

number of nodes. For example, it would take about 90 milliseconds 

to get 1000 bits through a network, having seven or eight nodes to 

go through. If you take a very long message that is broken up into 

a lot of small packets^ the main component of the delay will be the 

packet length, not the number of nodes; in which case it may take 

something like a quarter of an hour to transmit a file of 10* bits. 

That is still acceptable. That is just an indication of the order 

of magnitude in these figures.
Network topology

Suppose you have af lot of nodes and a very large network, it would 

probably be a good thing to cater, for two kinds of traffic: high- 

volume traffic and high-speed traffic. We already have this kind 

of arrangement for cars, trucks, and trains; so we could have some 

kind of highway, as shown in Figure 12, with a lot of small nodes
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Figure 12: Hierarohioat network deaign

with local traffic to cater for all local exchange; and a lot of 

big nodes to reduce the number of nodes to go through to get across 

the whole network; and also to have higher bandwidths between these 

big nodes. The design for large networks will probably involve seat 

kind of hierarchy, not necessarily in terms of technology, but hier­

archy in terms of routeing packets.

One of the main aspects of a network is its capacity, that is, how 

many bits it can get through from one place to ahother. Of course,

-it-.can vary, depending on the traffic. For example, if you have « 

long, narrow country, like Norway or Chile, the traffic will probably! 

go mainly along the longer axis and not across it. One can therefort* 

attempt to optimize the traffic in that direction rather than the 

other. Similarly, I should imagine that in the United States there 'I 

is more traffic going coast to coast than north to south, although 

I am not sure about that.

Another main characteristic is the transit time, that is, how long 

it takes a packet to get through this network. Transit-time is very ■ 

important for traffic in conversational systems, or for computer-to-; 

computer traffic. Reading a file within a different computer is 

quite reasonable if the transit time is in the order of a disk accsa 

because you may consider the files on other computers like those on 

yours.

Cost and reliability are, of course, also important aspects. So farj!
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since most networks ere experimental, cost and reliability are difi'- 

icult to assess and also difficult to measure, because the users are 

not quite real users; they are research users.

racket overheads

X said earlier that there was an overhead traffic associated with 

fragmentation. If you use packets, it means that the traffic has 

to go from node to node, and somewhere or other it has to be acknow­

ledged. You cannot just send packets blindly; there must be some 

feedback scheme that tells the sender that things are going well 

and.that he can go ahead. So there is a certain amount of acknow­

ledgement traffic, which is related to the number of packets. The 

smaller the packets, the larger the overhead for acknowledgement; 

the higher the number of nodes, the higher the overhead traffic for 

acknowledgement,

Another possible drawback is that when you send packets in some 

order, 1, 2, 3, U, they will probably-go through in different ways 

or they may go ahead of one another, and so they may arrive in a 

different order. It depends on several factors, such as the software 

but there is no built-in machinery to put them in the right sequence 

unless it is done deliberately.

We also have some overhead associated v;ith the viord length. Let us 

say that we are sending messages from one computer, vjhich is, say, 

a 36-bit machine, to a message processor at one of these nodes of 

the network, which has a l6-bit word. It takes two words and a part 

of the third one to store the 3 6-bits, and then it winds up in a 

Control Data machine, which has a 60-bit word. It does not fill up 

even one word. So what do we do with the rest of., it? It is probably 

wasted. So that is an additional overhead associated with fragment­

ation that is not related to any user fragmentation.
Error control

Messages can arrive out,of order; packets 1, 2, 3, I), may arrive 

in the order 1, 3, 2, h. What may happen-also is that you never 

see packet 2; it gets lost somewheré and so it never arrives. Also 

you may have two copies of packet 3. Which one is right? They may 

be copies of each other, or it may be a wrong message 3. It is not
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unlikely that in some place in the network a packet will be lost be­

cause the processor just went down; there is no way to recover what 

is inside the'processor, so it is lost. Also, at some time a pro­

cessor might have sent a packet in one direction, but it has never 

'been acknowledged; the processor thinks that the packet has been 

lost, so it sends it in a different direction. But actually it has 

not been lost; it went to the destination. So there are two copies 

of this message arriving. That is the kind of thing that error con­

trol machinery has to take care of if we want things done in an 

orderly manner. So that is the problem of reassembly and sequencing 

of packets, so that they are put back into the right sequence and 

are combined into the original information.

Error control requires buffers, delays, and some kind of numbering 

scheme for reassembly and sequencing, sequencing béing just reassembly 

at a higher level.
Adaptive and fixed routeing

The routeing associated with this kind of network is usually of two 

main types. The first is the fixed routeing type; in other words, 

when we want to send packets or messages, we pick up a route and 

we do not change it for the whole time the traffic will hold for a 

particular pair of users; secondly, we can use adaptive routeing, 

which means that packets go any way they can and it is up to them 

to find a way through the whole network.

These two methods have different implications. If you use fixed 

routeing, it takes some time to set up the route; there is no way 

to get round that. It requires path tables because someone has to 

remember all these routes. This information is either stored irt a 

centralized system or it is scattered over the whole network, but 

you need a table somewhere. Because the route is fixed, it cannot 

take advantage of the meshing of the network, of the optimum route, 

so capacity Viould probably be limited, too, in some sense. If there 

is a failure, the route has to be reorganized. That is a process 

that will take some time and may entail some failures at each end.

On the other hand, if has some advantages. It is very easy to have 

sequential traffic on a fixed route. Just as in a railroad system, 

there is no easy way to get a car in front of one another. It will 

also supposedly be stable because all the parameters have been fixed.
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We know the capacity and the route, so it is much easier to control. 

But it still needs routeing tables, because when you want to set up 

a route, it has to take care of some parameters that have to be 

chosen depending on the whole traffic within the network.

If you use adaptive routeing, the first two parameters, call set-up 

and path tables, p-re not needed oecause each packet has to find its 

way without taking care of the initial call or path table. They 

have to use the knowledge of the overall traffic for that. The cap­

acity may be larger because they can use various routes, which may 

not be as loaded as in fixed routeing. Adaptive routeing is supp­

osedly more resilient because if one line fails, the message can 

take another one. But the message is not naturally in sequence; 

it is naturally in disorder. The traffic can be stable, but that 

requires a lot of finely tuned design because, since the routeing 

is adaptive, it can run wild and so requires more care than fixed 

routeing. It also needs routeing tables, like fixed routeing.

THE CYCLADES NETV/ORK

We are presently building another computer network in France called 

CYCLADES. It is intended mainly for exchanging information between 

data processing centres and accessing data bases. It is not intended 

mainly for conversational traffic; it may be used for data base 

enquiry, which usually consists of just one question and one answer, 

instead of a long conversation. It probably would bé useful for 

remote batch or time sharing in some local experiments.

The centres are mainly universities and research centres, and in the 

second phase there will be administration data processing centres.

It contains various machines of different make and it uses packet 

switching with a small CII computer. Most centres are located in 

four areas in France, as shown in Figure 13, and we have a lightly 

meshed network with more than one route between nodes.

It is still an experimental prototype; it is not designed to be a 

general system or a national system. In terms of its characteristics, 

the packets will be in the order of 2000 bits and there will be no 

sequencing, which is a controversial point. We do not think now 

that sequencing is really required until someone brings a proof of 

the contrary; anyway it can be done in the host system or it can
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Hosts:

CII 10070 
IRIS 80 
IRIS SO 

IBM 360/67 
Philips 1200 
Tetemeoanique 
CDC 6600 
Siemens 4004

Packet-switching: 

CII MITRA 15

Figure 13: The CICLADES network

be added as a service within the communications network.

The protocol, in other words the conventions used to communicate 

between the large computers, is based on a very simple scheme that 

sends letters and receives acknowledgements, but it can also be note i 

sophisticated and provide virtual links, that is, sequential conneetef 

ions. But all that is implemented not at the communication network 

level, but at the host protocol level. a

Finally, I should like to say a word about the timetable of thá 

network. Experimental communication started in mid-1973 and we hop*j 

to have more nodes by the end of 197h; and to have real users helnjj 

introduced by the beginning of 1975.
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sous PBOBLBMS OF COliFDTBB NBTWOBK OF POLISH 
SCIBNTIFIC CBNTBBS

Uieozyslaw Bazawloz, Teodor Ulka 

Teohaloal Daiverslty of Wroclaw

Abstract

Tbs design of computer network established between scien­

tific centres in Poland has put some problems about the 

computer cooperation. The paper attempts to precise the 

cooperation problems at three levels: user level, network 

procedure level and oommunioation subnet level. A method 

of Information flow evaluations for network design opti­

mization was also considered.
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1. NBTWORK PUBPOSBS

An analysis of oomputing needs of universities and other 

scientific centres, made at the Technical University of 

Wroclaw during few years’ computer system exploitation has 

demonstrated, that some applications, as student training 

In computer science, may be realized In a local time sharing 

system. Other applications reaulre a resource enlargement, 

which may be attained by providing to a user an access to 

resources, services and data bases of nonlocal systems. The 

rescurce growth allows to a user, to realize such oomputing 

Jobs that cannot be exeout^ed In local system with own data 

sets and progreua library. The resources may be Increased by 

linking local computer systems to a computer network.

There are three basic functions of a computer network of 

scientific centres to perform:

- load exchange; some scientific centre will realize Its 

Jobs In a greater computer than its own,

- special service exchange; the network has to provide to 

users an access to special languages and packages Inacces­

sible In their own computer,

- access to data bases Implemented In several host computers.

2. USEB-USSB PROTOCOL

Some Isolated time sharing system may be considered as 

a system. In which a set of users U exploit the hardware 

resources H, the special services S, and data from pre­

viously prepared data bases D. An Isolated system ban be 

represented by a structure of four sets:

T - <  U,H,S,D>

In which an exploitation relation ^  between the user set 

and the another three ones was defined. The exploitation 

prooess of elements of these sets Is  named user process /pu/:
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PHASE II

Plg.l. Computer Network of Polish Soientlflo Centres
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P«1 =*P ( « i)( hj.

where u^e Ü, h^e H, S, D.

The set of users of aa Isolated system is named local user 

set >

Uj  ̂ = {  Uj : puj e  tJ

which means, that the necessary hardware resources, servi­

ces and data are present in the isolated system, and so, 

that ^he exploitation of the elements is possible and the 

user has an access to Isolated system.

When the resources, services and data of an isolated system 

are not sufficient for a user, and when his process is in 

the following form:

P « j ( “ j  ) (  )

where ^ ^ user

should have the possibility to exploit in another system 

the elements being deficient in the Isolated system. For 

unifying the computer cooperation in a network, it is 

assumed that the user exploit the resources, services and 

data of both local and remote computers. It would be 

difficult to separate for example the exploitation of data 

in remote computer from the computing time use of the local 

computer. The user creates in this case two prooesses;

- the first local processí

PUJ -«P (Uj) ( hj, Sj, dj)

where Sj, d^) are parts of the elements (h’j, s*j, d'j)

realized in local system,

- the second process: '

p“jk ®k» "̂ k)
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is created in remote time sharing system: 

T* = <̂  U*, H', S', D»>

where ^ exploitation relation

i j / ' between the user and the remote system X ’ was defined, 

and both systems X and X ’ have been linked by a network.

Xhe processes pu. and' pu communicate each other

transmitting some Information over the coaununloatlon subnet.

Xhe set of users who create more than one user process in 

different network computer Is the set of network users:

Ujj --(^Uj:pUje X, pujj^e X*/k=l,2,.. .J .

Xhe relation means that, between processes of the same 

user, In different network computer, some Information about 

hardware resource using, calling special program In remote 

computer and data exploitation from remote data bases Is 

transmitted. Xhe cooperation between these processes should 

be mads according to a protocol /user-user protocol/ which 

should answer some questions:

- How a user process Informs the local system X about 

the necessity to establish a link with a remote system X*.

- How to create a process pUji,. in the remote system X*.

- How to transmit some programs from puj to t

exploit the he^rdware resources h|̂  in the system X', and 

bow to transmit the program execution results In a return 

way.

- How to call a speolallstlo program s^ In remote system X*.

- How to exploit data d|̂  In system T* and how to transmit 

data sets between two systems.
I

Xhe protocol should also resolve the problems of program and 

data structure incompatibility In different network computer.
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3. BND TO END PROTOCOL

For user process cooperation, a separate process named 

transport station is created in each computer of the 

network of scientific centres. The user prccesses communi­

cate with the transport station on the base of interprocess 

communication facilities existing in cperatlng systems.

Next, the transport station transmits the information over 

a communication subnet to the transport station of the 

remote system T*. Transport stations with the communi­

cation subnet form the transport service /or post service/ 

of the computer network. A set of intormation E unified 

by transport stations flows over the post service P.

The computer network N may be considered as a system:

N - <U,H,S,D,P,b J> , where

U - is the set of users of all petwork computers,

H - is the set of all network hardware resources,

S - is the set of special services of the network oomput«n;j

D - is the set of network data bases,

P - is the post service of the network,

E - is the set of Information transmitted by the post 

service.

In the considered system the subset of local users i's the 

set of network computer users, who do not transmit .informa­

tion by the post service:

Ü, “l * “i®
B ( “i)  - a}

The subset of nonlocal users or network users is the set 

of computer network users, who are transmitting informatioB 

by the post service:
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where «jk £ B Is the Information transmitted between two

logical way p
Jk

1*^1^ v x  vaxo ocM no u o q jt  U j  |

belonging to post service P. The system

elements (hj,Sj,dj) and (hj^,8|j,d|^)belong to the local for 

the usdr , system T and to the remote system T*.

The evaluation of the Information ejj^e 6, such as greater 

of particular Information blo^k, block frequency and 

Information flow Intensity, Is the Introductory phase of 

the works on optimal network design solution, l.e. the 

communication subnet node distribution and configuration 

selection, traffic capacity, and network topology 

optimization. On the base of the Information evaluation 

the discussed solution can be attained In way of simula­

tion on a model /or alternative models/ of the network.

The logical ways Pj|̂ , In general, do not cover the 

physical links between computers with oonimunloatlng user 

processes. More than one logical way can exist between 

two transport stations. If more than one pair of user 

processes are communicating with both transport stations. 

For the evaluation It comes simply to difference both 

dlreotlons of transmission between two communicating 

processes, l.e. to deoompose the logical way pjĵ  on two 

dlreotlons p'j|̂  and ^’kj* case the network user

subset will be defined In the following form{ '

"k P’jkC**’k ' « k * 0  •

®’kji “3  ̂=(\»®k»̂ k) ®’k3 (*‘3*®3»'*3)

*’3k *k3 Informations transmitted Inwhere

partloular dlreotlons, between two oommunloatlng user
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processes, and their logical sum Is the Information 

By-the way, one can note, that the evaluation of values 

Is simpler than the evaluation ofof e‘j^ and^e^j

The protocol of transport station cooperation named end to 

end protocol should Include the rules of realization of 

following procedures:

- Bstabllshment, l.e. Initiation and activation of the

direction by an agreement with the transport station

In remote system,

-Constitution and updating of a table of directions to 

send and receive some Information and P ’k/'

- Information receiving and sending in unified fora 

from/to directions.

- Decomposition of the Information received from user 

processes and Information oomposltion before Its sending 

to a user process,

- Srror and acknowledgment control.

4. COUUUNICATION SUBNBT

A transport station is a process sanding to the oomaninlca- 

tlon subnet the Information arrived from the user process, 

and transfering to user processes the Information received 

from the oommunlcation subnet. The transport station is 

linked to the nearest node of the cooimunloatlon subnet 

through a channel controlled by the transport station emd 

em adapter for code vonverslon.

The information coming from the transport station to the 

node is transferred In a packet switching mode, over 

several fully compatible nodes. £aoh node chooses a path 

for a block of information named packet or datagreun 

according to the addresses of the source and destination 

user processes. Included In the packet header formed by
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rtbe transport station. A bode examines for patb choice 

routing table of active nodes and lines connecting them, 

f i  chosen path is, in general, the shortest one, but if the 

[shortest path has a great traffic, it may be an alternative 

tpstb which assures a shorter transit time. The routing table 

pis permanently updated on the base of periodically incoming 

[information /tt^^/ about the transit time, to enable the node 

[to make the choice decision. And so in addition to the pro­

sper information some other information is transferred.

tin another than the shortest path can be chosen if the line 

[connecting two nodes or a node in the shortest path are 

[inactive. The routing table is informed of the inactivity 

[by the periodically incoming test information te^ .

fEach information is acknowledged. The destination transport 

I station after receiving of an Information sends to the 

[source transport station an acknowledgment. The acknowledg­

ement nok^j between transport stations i and J confirms 

ta correct information transmission. The sended'information 

jls repeated /rep^/ if its acknowledgment will not have 

[arrived in a defined time out.

11 the information traffic in a communication subnet can be 

[distinguished into proper information, its acknowiedgments, 

[repeated information, transit time and test information:

^  l-t/ aok.. O  ̂  rep > > U  +.t i ■T n
jh ' Jk' ij

tt J u te.

[The decisive for the information traffic evaluation is the

[character of the flow of the proper information e'
Jk

I The acknowledgments depend really of the proper information.

I.Rie repeated information depends of the proper information 

iand of the oonununlcatlon subnet flablllty. The two last 

loomponents of the information traffic.are monotous, and 

sahanoe only monotously the traffic level.

293



The evaluation of the information traffic has a fundamen­

tal significance for. the network structure and topology 

design, and for the choice of node and connect lines per­

formance. The flow characters are used in a traffic si­

mulation on a subnet model.

1
5. CONCLUSIONS

The computer network of scientific centres offers as stand­

ard three services: a form of load sharing, program sharing 

and data sharing. For performing these services the network 

should have optimal solutions of some problems about com­

munication subnet performance and network topology. But 

most of the design time spent in the construction of com­

puter networks is involved in the formulation and debugging 

of the operational protocols. The mentioned two areas of 

designing efforts are examined separately in the most of 

publications. Howeiver the areas influence one another. The 

proposition of problem formulation included in the paper, 

try to explain the type and form of information exchanged 

in the network and so a method of evaluation of information 

flows.

The computer network information flow may be decomposed 

into few components, and each of them may be evaluated 

separately to recognize its oharakter.

The protocol may be considered at three levels, at the user 

level, transport station level and node level.

\
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RELAY ROUTING STRATEGY IN A 

COMPUTER CmiMUNICATION SYSIEM

D A. Rutlcowaki

Teohnloal University of Gdansk 

80-952 GdaAek, Poland

ABSTRACT
\

In deeignins computer communication system one often I 

has to take into account various paths over which messages 

may be routed to reach a given destination. In this paper 

adaptive routing algorithm based on the shortest paths of 

the first and second order between a given source and 

destination node is described. These shortest peths^are 

calculated according to the delay tables that are periodi­

cally updated and the routing strategy is of a relay type 

with hysterasis. The influence of the hysteresis loop width 

and location on the average time delay is investigated. It 

is shown when such a routing strategy is profitable compa­

red to the routing strategy based on the shortest path of 

the first order only.
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1. JNTRODUCTION

The effectiveness of a computer oonnnunlcatlon network 

depends to a high degree on a routing rule according to 

which messages may be routed from a given source to reach 

a specified destination. A number of dynamic routing 

algorithms have been described so far in the literature 

(see eg. that enable us better utilization of the

network capabilities from a point of view of the average 

time delay than it is possible when the static routing 

miles are implemented. The most known algorithm is used In 

the ARPA network. In this case individual nodes are making 

their own decisions as to which outgoing links to associate 

with which destinations on the basis of messages exchanged 

periodically with their nearest nelghbcrs. The implementa­

tion of the route chosen consists of setting up at each 

node along the path a routing table (delay table) that 

directs messages with a particular destination address to 

the appropriate outgoing link at that node. According to 

this table messages are routed over the shortest paths of 

the first order in the sense of a delay time. This algori­

thm doesn't take into account the shortest paths of a 

second order which, as it will turn out, give us a signifi­

cant improvement and result in a decreasing of the average 

time delay in the network.

In this paper we shall consider an adaptive routing 

algorithm based on the shortest iiaths of the first and

second order and we shall assume the routing rule to be of

a relay type with hysteresis

Hysteresis introduced in the switching rule is for the 

sake of lowering the rate of switchings.
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2. THE MODEL AND BASIC ASSUMPTIONS

Let us assume that:

A1. there are two inooming message flows S^ and S^ at a 

node p of a network (see Fig l}. They follow Poisson

Fig 1 Block diagram of the system considered. 

Denotations: >*2 ~ nearest neighbors of a given

node p; T^, T̂ •S , T„ - the estimated

time delays to reach the destination

nodes q from the nodes ŵ  ,

A2.

distribution with the average arrival rates equal to 

and 'Xjj respectively. The flow S^ is destined to 

a node q^ and the flow S^ - to a node q^. The probabi­

lity. density function of the message lengths follows 

an exponential fvinotlon with average length 1/^ 

routing rule is decentralized and every node underta­

kes its own decision as to the outgoing link along 

whioh a given message is to be sent. The basis to this 

decision constitutes a delay table that comprises

299



V  ■

estimated time delays from a slven node to all destl- - 

nations Including waiting times in all outgoing 

buffers of that node.

A3 updating of the delay table Is periodical 

Ah routing rule Is of a relay type with hysteresis as Is 

shown In Fig 2 and can vary In a given updating Inter­

val 1.e. when the buffer A is heavily occupied the

“A

Fig 2. Service rate vs. number of messages^In 

buffer A. Lines with arrows represent 

the state - transition - rate. Ihe states 

of the seiTvloe system are numbered 

differently from the queue length.

A5

messages from the flow are directed, over both 

outgoing links A and B and the departiires of messages 

from the buffer B are temporarily suspended, 

messages from the buffer A are directed over the first 

accessible link while using both outgoing links A and 

B.
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The problem is nov to find such • routing rule that an 

average time delay for both message flows is minimum and 

leads to finding out a mode of link B assignment for the 

servioe of buffer k with taking into account the parame­

ters of the hysteresis loop shown in Fig g i.e. the value 

N and the loop width p.

Xn our considerations we shall take advantage of the 

results obtained by Gebhard [4] oonoemlng the M /H /l 

queuing model with bilevel hysteretlo servioe rate control. 

In this model the service rate control is dependent on the 

queue length as shown in Fig g whwre the state - transition 

- rate diagram is also given. For the arbitrary state the 

statlstioal equilibrium conditions are fulfilled. However 

the statistical equilibrium equations have different form 

depending on the set of states they are considered in.

One can show [̂ ] that the state probabilities are given by

'n ~ 8 o

P.

o ^  n ^  N (f)

N V  P+1 \
N+1 = T " I" p 7 T  ‘ S -  S  ̂ , 1 ^ P  (1b)

*’»+pv1 ® 8 1 ^N+V (lo)

W j = “ ^ 1  ̂ ’ 1 4 J 4 P + 1
1 - 3 ^

* **N+2p+1

'’M+k ”  Si k

°  ll's ( i- s ' ' ') ( i- s ,>  j

-1

(id)

(le)

(if)
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S= Th

X p = M - N - 1

It results from the shove formulme that the distribution 

of the state probabilities Is in the case of variable 

service rate more concentrated around small values of n 

than In the case when fixed service rate |û is used. This

Is Illustrated In Fl^ 3- Xt Is Important from the practical

Fig.3. State probabilities In the case of fixed 

and variable service rate for N = 2,

M = 7, p  = U.
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point of view to find the expected vmlue of queue length 

in both oases with fixed and variable service rate.

Piff. 4. The expected values of queue lengths 

vs § ; 5, = I

The state probability generating function G (n,z) is the 

sum
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G ( n . z )  = + 0^ ( n , x )  =

, . o .  L c  zi j

+ P-
Cl - 5 )  ( 1  -

( 1  -  f i  -  § , z )  f  1 -  z )
r o

where G^ Cn,z), G^ (n,z) are the state probability genera­

ting funbtions for the servloe rate mná jji^ resppotlvely

The expeoted value of queue length la found by evaltia- 

tlng

e C n )= 2 .2.C2 1 2I

Z s i

( ■ ' '  ( r r 5 - < ) ( r .  sj l

1 - Í

N ^ 1 + 7-“" T r ~ l  2 Cl -s)n -sJ

( 3)

In Fig k there Is shown the family of ourraa represan- 

tlng the expeoted values of queue lengths In the system- 

with fixed and variable servloe rate.

3. THE ANALYSIS OF MESSAGE DBLAT FOR THE FLO* S.

The results of the mentioned above oonslderationa oon- 

oemlng the analysis of servloe with variable rat-e can be 

used to control the flow of messages from a given source 

node to destination node of a computer ooimnunloat-lon 

system via two independent routes: the shortest route of
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the I end II order respectively. Ve shall consider the 

case when for the service of more, on the average, occu­

pied buffer A one can use the link B. From Little's

theorem we have the average waiting time T 

to bo

in buffer A

- ( h )  _  e ( n ,  | _ h )

* - — x“  -

where letter h denotes that we calculate average waiting 

time under the condition that service rate is variable.

Now we can find the average delay for the flow . Ve can 

split up the flow destined to node into two diffe­

rent routes. On the average buffer A is being served per 

time unit within ot sec . with high rate ^

and within 1 - oC soo. with low rate . It results

from the assumption A5. that messages are directed over 

both outgoing links proportiondly to their throughput i.e. 

— JrA—  messages from buffer A are being sent over link A
C,+Cz. r
and messages are being sent over link B. Thus the

C| ■f C2.
average time delay for the flow is given by

i(h)_
1 ■

where X

,11 Í T ) + --12 ( + i  ̂ (3)

11

X

1 • 1 ■' • "1

are the fractions of the arrival, rate X. 1* o » 1
that is directed over link A and B respectively, , 

the estimates of the time delay while sending mes-sages 

from node w.| and Swg to the destination . From the 

expression (5) we can easily get

T ,+ S -

/pih")= T ( h )
( « )

In the case when the shortest path of the I order only 

is used for messages waiting In buffer A the average time
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delay is  expressed by

T. = T  
1 w. + T. (7)

whore Mj&j)

A.

k . THE ANALYSIS OF MESSAGE DELAY FOR THE

FLOli Sg. COMPARISON OF THE SYSTEM WITH

AND WITHOUT RELAY ROUTING STRATEGY

In order to find the average message delay for the flow

Sg we shall assume that breaks in the service of buffer B

decrease its rate of service proportionally to the- time 

link B is used for the service of btiffer A i. e. ! the 

effective rate of sejrvice for the b u ^ r  B by link B is 

ju(l - o<.)C2 . Thus the average waiting time in buff—er B is 

given by

;(h)
e (N2

^Cl -Xj
(8)

end the average time delay for the flow S^ along the path

from source node p to destination node while using 

relay routing strategy is as follows

t (^ ) _ t Í ’^) + Tj,
2 Wn 2 (9)

where Tg is an estimated time delay while sending messages

from node w^ to node q^-

In the case when link B is used for the transmission of 

messages residing in buffer B only the average time delay 

takes the form
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e (Njj)
(1 0 )

In what follows we shall be Interested In finding out the 

average queue length In buffer B that depends on the ave­

rage brealc time In the service of buffer B and the-, avera- 
betwccn

ge time''breaks. As It results from the considerations in 

Section 2 the average rate of link B switchings is given 

by

I .  X. N+p (1 1)

and the average time interval between two consecutive 

switchings is - sec. Thus the average break time in the 

service of buffer B Is ^ sec. and the average time bet­

ween breaks is equal to sec. In order to find the

average queue length in buffer B averaged with respect 

to the effects resulting from the switching of the link B 

we shall Implement the approximate analysis to the curve 

shown in Fig 5.

Vitbln the break in the service of buffer B its quaue 

length will increase on the average by ^  messages

and, in normal olroiimstanoes its length should drop to 

the mean value e (N2') before the next break. ¥e can appro­
ximate the section of the o\urve repi*esentlng the queue 

length within the time interval J---- by the straight 

line section with a slope of - Xg") . Obviously in

normal circumstances the following condition must be 

satisfied

c< S 2  . 1

T  “ ” ‘s; ^
( 1 2 )
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where o = — —

•nd this leads to the Inequality

E(N̂

o< <  1 . 5 ^ (13)

E(N,lh)
,
1
i
Í

/  1 V  ÓTEADY /  :
/  1 \ > C - _________ /
' Í 1

' i ' ! ! '

---I-S- f—  • ^  — ^ < 1

F i g . '5- Average queue length In buffer B.

Now we oan comaiiare the average time delay for messages 

with and without relay routing strategy. As a orlterlon of 

the comparison we oan assume the difference between time 

delays In both oases

T  -
— Kt  -  ’ I" ’ ) *

Taking Into account the formulae (6 ) cmd (9) we c-an 
convert (1**) to the following form
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( N  + \)('^ - E(Hjh)-ocí|jC2 -[E(Njh)- E(N^j

(1 5 )

Prectloally we are Interested In choosing such N and p

for which T - Is maximum.

Pig 6 a. Q (’N,p)vs. p ; S =  200 msec., = 45/sec., 

X g  = 20/sec., j iC  = 50/sec. , 5 = 0.9,

Si = 0-'*5. S2 = O'*
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Fig. 6b. Q (̂ N,p̂  vs. N ; $00 msec.,

= 45/soo., Xg = 20/soo. , =50/so^

5 = 0 . 9 , 5 , = 0.1*5,  S z  ~

Xn Fig 6 sifb there are shown 2 families of curves that 

illustrate the behaviour of the sum

Q (N,p) = E(Njh) + E(Njj|h) + cx.J|JlC2 (16)

It is easy to notice that fo U o w in g  condition is fulfilled|

max (x - = min Q (n ,p )
N,p  ̂ ir ,p (’7)' i
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It Is worth mentlonljis that for the typical experimental 

data encountered In the ABPA network one can reduce the 

average time delay by about IO-3056 while using relay rou» 
ting strategy together with the strategy based on the 

periodically updated delay tables.

5 . CONCLUSIONS

The concept of a relay routing strategy has been introdu­

ced and a model for a relay routing has been developed.

The expected message delays with and without relay routing 

have been presented. It has been demonstrated that'v the 

relay routing strategy is an Interesting supplement of the 

routing strategy based on the delay tables.
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THE DESIGN OP DATA TRANSITSSION SYSTEMS 

IN THE CZECHOSLOVAK CONDITIONS

Joseph P. Puzman

Pederal Ministry of Technology and Investments

Abstract

In the first part of the paper the general method for the 

data transmission system design is given by means of cer­

tain parameters and the procedures yielding the optimal or 

at least quasioptimal solution. The notion of primary 

(outer) variables is introduced in order to describe the 

system from the user^s point of view. The data transmission 

system itself is defined by a set of secondary (inner) vari­

ables. The design is then the process of choosing values of 

secondary variables so that the primary ones might satisfy 

user’s demands.

The second part is devoted to the applications of such a 

method for the specific Czechoslovak conditions. The pro­

perties of telecommunication network, the set of available 

devices, the P.T.T. tariffs and legal constraints, those 

are the substantial restrictions the system analyst must 

take under consideration.
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1. INTRODUCTION

This paper discusses the problem of data transmission sys­

tem design which at present plays an important role in the 

computer-communication area. Although many approaches have 

been already proposed and used in real conditions with mo­

re or less success the author feel that many white places

still exist in,that field. Therefore another attempt is
\

suggested which seems to fit the works being done till now.

The purpose of the paper is to outline the main ideas of 

data transmission design procedure but the scope does not 

enable to deal more deeply with the methods. On the other 

hand, however, the design procedure is illustrated by some 

considerations about the influence of specific Czechoslovak 

conditions.

In order to give the treatment as comprehensive as possible ■ 

we start with more general design problem.

Prom the system theory point of view the problem of analy­

sis and design can be formulated as follows:

Let X =>(x,j, X2 >...,Xjj} be a set of variables taking their 

values from the finite or infinite sets A^, i = 1,2,..,N. 

The Cartesian produot^,| A^ is then the set of all vectors

(a. ^i* * i ’ ^ ^.... each system
element is described by any set A of the properties of such 

an element then the vector (a,|, a2 ,....,ajj) represents a 

system S consisting of N elements with properties 

through Sjj. We shall call X the set of secondary (inner) 

variables of a system.

Prom the side of user or observer a system behaves accor­

ding some rules which can be defined by another set of
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variables, 

(X,, X,

say Y =(Y^, Yg..... Yjj} depending on X (Y^ = Y^

, JV2 >.... ,Xjj), 0 = 1, 2 ..... M). Suppose each takes

its values b. from the set B. (finite or infinite). Since
J J

there exists a correspondence (in general not one-to-one) 

between Y and X, the system is represented also by a vector

(^1» 1̂ 21 

(outer) variables.^

• ^ ^ B j .  Y can be called the set of primary

If S — (a^, a2,••• 

find the vector (b

,ajj) is given the analysis of S is to

On the other hand the

designer has to find the vector (a^, a2 ,...,ajj) 

attain the system properties (b^, b2 ,...,bjj).

in order to

2. DEPIWITIOW OP DATA TRANSMISSION SYSTEM

It has been proved by our experience and practice eight 

classes of primary variables of data transmission system 

are sufficient [l] :

a) accessibility of hardware and software components, means, 

specialists, operational room (such variables are discrete 

as the corresponding sets B are finite);

b) node layout, functions and equipment (e.g. the type of 

processor in the computer centre, the type of jobs and 

tasks processed, the structure of data and media);

c) the amount of data emitted from and received in the no­

des, and their time distributions (peeik hours);

d) readiness measured by the response time or by the deli­

very time (the mean value, the variance, the x-percentile, 

etc);

e) accuracy giving mostly by the error rate and secrecy 

(safeguarding data against a strange interference and
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misapplications);

f) reliability (degree of resistenoe to failures) measured 

e.g. by the MTBF (mean time between failures)and the MTTR 

(mean time to repair),by the availability factor (MTBP/ 

(MTBP + MTTR)), by the probability that two network nodes 

remain connected after a failure occurence, etc.;

g).efficiency of system elements, subsystems and the whole 

system;

h) total cost which, at present, differs from the costs of 

local computing systems due to large charges of telecommu­

nication lines and devices.

The list of primary variables shows their heterogenity: 

some of them acquire the finite number of values (they are 

discrete), some of them ars continuous, the response time, 

the error rate and the MTBF (MTTR) are random variables in 

contradistinction to the others which are deterministic.

In the literature the slightly different sets of primary 

variables has been found [2, 3] but their detailed discus­

sion is out of the scope of our paper.

The number of secondary variables depends on the level of 

investigations and it is often very large. It is convenient 

to arrange secondary variables in certain classes descri­

bing the parts of system and their properties. Here is an 

attempt of such a decomposition;

- general secondary variables which involve e.g. the type 

of system (on-line, vs. off-line, interactive vs. noninter- 

active, time-sharing, in-plant vs. out-plant, etc.), the 

transmission mode (SX, HDX, PCX), the total number of net­

work nodes and their layout, the structure of links
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(point-to-point, multipoint, ring),the structure of network;

- data communication secondary variables such as the type 

■Qf links (telegraph, telephone, wide-band, etc., switched 

vs. leased, private vs. common-carrier, 2-wire vs. 4-wire), 

the data signalling rate, the data transmission rate, the 

type of transmission (serial vs. parallel), the interface 

between data communication equipments and lines, the length 

of line, the line capacities, their purchase and operatio­

nal costs;

- communication control secondary variables, e.g. the type 

of control (centralized vs. decentralized), the switching 

mode (line, message, packet), alphabets and codes used for 

transmission,the length of blocks and packets and their 

formats, methods of error control, flow control, recovery 

control, capacity assignment control, routeing, adressing, 

monitoring, the control levels, the distribution of control 

functions in a network, demands of attended or unattended 

operation;

- secondary variables characterizing hardware and software 

components which,can be further divide in two groups:common 

(characteristics for installation such as dimensions, 

weights, voltage, power, temperature and humidity ranges 

for technical devices) and specialized concerning specifi­

cations, functions and features including the compatibility. 

As an example see the most comprehensive list of such speci­

fications in Auerbach Data Communications Reports.

Note that some secondary variables may depend on others.

Thus, the careful selection of them is necessary in order 

to obtain a set of Independent variables which is prerequi­

site for further v/ork.

317



3. DESIGN PROCEDURE

Obviously, there does not exist, in general, a system (a set 

of values of secondary variables) satisfying the set of va­

lues of primary variables. For example, one cannot determi­

ne the amount of data to be reliably transferred between 

two nodes during the prescribed time interval with the 

fixed coat being less than the necessary cost for such a 

system. Therefore, additional requirements on primary vari­

ables are needed.

In practice, one (x^, x^,... ,Xjj) « Y is chosen as an ob­

jective function subject to the procedure of minimization

or maOcimization. As to the others Y., j + i, the following
J

cases may occur;

a) Y. takes an arbitrary value from B. (the influence of Y.
J . 0 J

IB neglected);

b) Y. takes an arbitrary value only from the proper subset 

of B., specially Y. = y . € B . (Y. is a constraint).
J  cl J  Ü J

Thus, the objective function may be choosen among the readi­

ness, the accuracy, the reliability, the efficiency and the

cost, while the node layout is given by its one value accor­

ding to the structure of computation or control system. 

Other examples are discussed in detail in [4].

The analytical solution seems to tend to the methods of 

mathematical programming. Unfortunately, they cannot be di­

rectly applied for the large number of variables and for 

the fact that some secondary variables are discrete. More­

over, some primary variables are not convex (ooncave)functi- 

ons of secondary ones so that even the convex integer pro­

gramming fails. The only way leading out of the impasse is 

to decompose the whole system in a proper manner. We try
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to sketph such a decomposition.

Suppose the cost is choosen as an objective function (it 

must be minimized) and the other primary variables become 

constraints.

The first step consists in the estimation (.rather than the 

evaluatiopi for the lack of necessary knowledge of probabi­

listic parameters) of data flows between all nodes. It is 

a routine which can be sometimes excluded from the design 

procedure if data flows are already learnt from the user^s 

foundations. The good estimation requires only the treat­

ment the results of queueing theory or the application of 

sophisticated tables [2], graphs sind nomographs (see an 

attempt in [5]).

Knowing all data flows, node layout, accessible telecommu­

nication lines with their cost functions the structure 

(the topology) of data transmission system may be optimized. 

For the topology design good heuristic algorithms, giving 

appropriate results, are proposed. Nevertheless, as we shall 

see in the next section, some problems remain still unsol­

ved.

The third step deals with the design of network control.

This Step is the most complex due to meuiy secondary varia­

bles and the lack of explicit dependence between primary 

and secondary variables. In this field little work has been 

done in spite of many efforts in the standardization area.

A certain attempt has been outlined in [6] where the main 

functions of control procedures and protocols have been de­

fined but it is \msufficient for the purpose of deeper and 

more serious design.

The first three steps of proposed design procedure gives us 

the logical and functional framework of the data transmis-
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S i o n  s y s t e m .  T h e  l a s t  f i v e  s t e p s  b e l o n g  t o  t h e  t e o l m i c a l  

p r o j e c t  a n d  m a y  b e  s o l v e d  b y  d e g r e e s .  I f  t h e  a d d i t i v i t y  

a s s u m p t i o n  h o l d s  ( t h e  c o s t  i s  a n  o b j e c t i v e  f i m c t i o n )  t h e  

m e t h o d  o f  d y n a m i c  p r o g r a m m i n g  s e e m s  t o  b e  a  v e r y  u s e f u l  

t o o l  [ ? ] .  B e s i d e s ,  t h e  s e a r c h i n g  p r o c e d u r e ,  t h e  " m a n -  

c o m p u t e r "  h e u r i s t i c  p r o g r a m m i n g ,  t h e  a d a p t i v e  r o u t e i n g ,  

t h o s e  a r e  o t h e r  m e t h o d s  w h i c h  f i t  t o  t h e  m o s t  o f  p r a c t i c a l  

p r o b l e m s .

For the sake of brevity we only enumerate the last steps 

without any comments. We begin with the choice of communi­

cation means (lines and data sets), then we deal with ter­

minals and communication control units (multiplexors, con­

centrators, communication controllers, PEP, switching 

units, etc.) and the choice ends with the telecommunication 

oriented software. In the last step the total cost has to 

be evaluate.

The design steps are not only coupled in the forward direc­

tion but also they influence baclcwards, and this fact makes 

the procedure difficult. If we denote the design steps by 

numbers 1 through 8 (1 - data flow, 2 - topology, 3 - con­

trol, 4 - communication means, 5 - terminals, 6 - control 

\mits, 7 - software, 8 - cost) the directed graph with 

eight vertices could serve as the telling model of main re­

lations between design steps (Fig. 1). For the completeness 

each node of a graph is weighted by the letters indicating 

the influence of primary variables on particular steps 

(see Section 2).
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4. DISCUSSION OP DESIGN IN REAL CONDITIONS

In this section we try to confrontate the design procedure 

mentioned above with real conditions, in particular, in the 

Czechoslovakia. We shall pass through design steps and ex­

plain the problems arising due to the limited accessibility.

The detennination of data flows is out of any constraints. 

Nevertheless, it is desirable to take under consideration 

the possibilities of telecommunication network in order to 

amend the user*^s demands (particularly on readiness). The 

accessibility of data transmission rates which has no doubt 

been mentioned at this step (see Pig. 1) plays, however, an 

important role after the transition to the next step. Table 

1 summarizes the possibilities of data transmission in the
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Sion system. The last five steps belong to the teolinical 

project and may he solved hy degrees. If the additivity 

assumption holds (the cost is an objective function) the 

method of dynamic programming seems to be a very useful 

tool [7]. Besides, the searching procedure, the "man- 

computer" heuristic programming, the adaptive routeing, 

those are other methods wnich fit to the most of practical 

problems.

For the sake of brevity we only enumerate the last steps 

without any comments. We begin with the choice of communi­

cation means (lines and data sets), then we deal with ter­

minals and communication control units (multiplexors, con­

centrators, communication controllers, PEP, switching 

units, etc.) and the choice ends with the telecommunication 

oriented software. In the last step the total cost has to 

be evaluate.

The design steps are not only coupled in the forward direc­

tion but also they influence baclcwards, and this fact makes 

the procedure difficult. If we denote the design steps by 

numbers 1 through 8 (1 - data flow, 2 - topology, 3 - con­

trol, 4 - communication means, 5 - terminals, 6 - control 

units, 7 - software, 8 - cost) the directed graph with 

eight vertices could serve as the telling model of main re­

lations between design steps (Fig. 1). For the completeness 

each node of a graph is weighted by the letters indicating 

the influence of primary variables on particular steps 

(see Section 2).
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4. DISCUSSION OF DESIGN IN REAL CONDITIONS

In this section we try to oonfrontate the design procedure 

mentioned above with real conditions, in particular, in the 

Czechoslovakia. We shall pass through design steps and ex­

plain the problems arising due to the limited accessibility.

The detennination of data flows is out of any constraints. 

Nevertheless, it is desirable to take under consideration 

the possibilities of telecommunication network in order to 

amend the user^s demands (particularly on readiness). The 

accessibility of data transmission rates which has no doubt 

been mentioned at this step (see Pig. 1) plays, however, an 

important role after the transition to the next step. Table 

1 summarizes the possibilities of data transmission in the
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'Czechoslovakia.

Table 1. The capacities of data links

Type of Line Maximal Data 

Transmission 

Rate,(bit/s)

Maximal Data 

Transfer Rate 

(char/s)

Comments

Telex 50 6,6

Leased tele­

graph

50 6,6 sometimes 

up to 

75 bit/s

Leased tele­

graph

200 20

Switched tele­

phone

600 25 lower qua­

lity

Switched tele­

phone

80 20 parallel

transmis­

sion

Switched tele­

phone

1200 150 standard

Leased tele­

phone

9600 1000 higher qua­

lity (condi­

tioned)

Leased wide­

band

72000 9000

Metalic 9600 1000 short (in- 

plant , local)
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The policy of the Czechoslovak P.T.T. allows, however, all 

data transmission rates recommended by the C.C.I.T.T. if 

appropriate data sets are approved (see later).

Three types of line structure exist: point-to-point, multi­

point (multidrop) and ring circuits. Point-to-point lines 

are always available while multipoint lines require speci­

al terminal or circuit arrangement. Multipoint line is con­

structed either on the discrete interface I2 between a data 

terminal equipment and a data communication equipment or 

on the analog interface between a data communication 

equipment and a line. The former is the user s business: 

he leases point-to-point lines and arranges them in a multi­

point structure. It is less economical than, the latter 

which comes under the P.T.T. competence; at present the 

corresponding arrangement sets are prepared by our industry 

and such multipoint lines will be put by the P.T.T. at the 

user^^s disposal.

Ring circuits in spite of their efficiency, are limited to 

special purposes such as in-plant computer and terminal 

networks. In addition to it, the,lack of convenient data 

sets precludes their wider applications.

Data networks (except of ring type) are based either on 

point-to-point or multipoint lines. The star network, the 

multilevel star network with multiplexors, concentrators 

and terminal control units at lower level centers, and dis­

tributed networks - those are the networks belonging to the 

point-to-point type. The general tree topology terminal net­

works form another structure. Both types are realizable if 

all lines needed between certain nodes are available.

The topology design is immediately followed by the design 

of network control. Pirst let us touch the error control 

function.
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The design of erVor control includes the determination of 

block lengths, format, error correction and/or detection -ft 

code, recovery, etc. As an example Table 2 shows two solu­

tions used in the batch off-line terminals, ZPD 200 and ZPD 

1200 produced by our industry.

Table 2. Comparison of two error detecting codes

Equipment Generating Polynomial 

over GP(2)

Burst error detection 

capability

ZPD 200 x ”'^+ X^+ X + 1 

/

all bursts of the length 

12, all double bursts of 

the total length 7, 

99,951% of the length 13 

99,976% longer bursts

ZPD 1200 x"'^+ x"'^+ X^+ 1 all bursts of the length 

16, 99,9968% of the 

length 17, 99,9984% lon­

ger bursts

Note that while ZPD 1200 uses the well known detecting sche­

me (see the C.C.I.T.T. recommendation V 41 or ISO standard 

3309), ZPD 200 is designated for the data transmission over 

noisy switched lines with a great occurrence of error 

bursts so that the block length has to be shortened and mo­

re efficient code has to be found.

The control on the data link level is practicaly reduced to 

BSC and HDIC procedures (perhaps with slight modifications). 

At present, no terminal device is on up-to-date HDLC basis. 

The newest VDU terminal EC 7925 being developed this year 

is BSC oriented because of the EC teleoommimication soft­

ware. HDLC seems to be more attractive in the connection 

with computer networking.
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Conimon carriers mostly serve for data transmission purpo­

ses even their primary assignment has been in the field of 

telegraph and telephone message transfer. Private lines, 

in spite of their looser rules of usage form a negligible 

portion, and common carriers are, and will remain, the 

main communication mean. This fact considerably restricts 

the freedom of system analysts who must comply with the 

P.T.T. '’s policy.

In the Czechoslovakia the following rules of P.T.T. must be 

taken under the consideration. If a user wish to transmit 

data over the public network (telex or switched telephone) 

he gets a data link (including data sê ts). If higher trans­

mission rate is necessary (Table 1) the P.T.T. leases 

either data links (if appropriate data sets are available) 

or permits to connect to lines user^s data sets being appro­

ved in advance. In the future, however, only data links wil 

be leased.

A survey of data sets produced by our industry is in Table

3 . For the sake of completeness note that all devices work 

in the temperature range 5 - 40°C £ind all use 220V +1 0%

- 15%/50 Hz Í 2% (except of VPM 020 which is supplied from 

a telephone line).

If other equipments (teiminals, concentrators, control 

units) are directly coupled with data sets being in posses­

sion of the P.T.T. their interface Ig also is imder the con­

trol of P.T.T.

At the end of this section we mention the cost function. 

Almost all design procedures assume that the coat of lines 

as a function of distance and time of employment is linear. 

The tariff policy, however, tends to stepwise functions 

which sometimes prefers some devices to another ones. Hig­

her efficiency of data transmission comparing with telegtaph
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r " Table 3* Technical characteristics of* data sets manufactured in the Czechoslovakia

Model Transmis­

sion rate

Transmi s- 

sion

Mode line Recommend.

C.C.I.T.T.

Dimensions 

■ (mm)

Weight

(kg)

Power

(VA)

MDS 200 

(EC 8002)

up to 200 

bit/a

aerial SX.HDX

EDZ

telephone V21,V24 

V28

430 X 275

X 162

11,0 15

MDS 1200/ 

C,D

(EC 8006)

up to 600/ 

1200 bit/s

serial SX telephone V23.V24

V28

430 X 275

X 162

10,5 29

MDS 1200/ 

F

(EC 8006)

up to 600/ 

1200 bit/s

serial SX.HDX

PDX

telephone V23.V24

V28

430 X 275

X 162

10,5 29

TMS 200 

(EC 8032)

up to 200 

bit/s

serial SX.HDX

PDX

telegraph 315,316

V24,V88

430 X 275

X 162

10,4 50

VPM 020 

(EC 8025)

up to 20 

char/s

parallel SX telephone VI9 312 X 268

X 116

2.0 0,5

PPM 020 

(EC 8025)

up to 20 

char/s

parallel SX telephone V19 430 X 275 

X 162

10,5 22



and telephone transmissions will definitely lead to chan­

ges in this field.

5. CONCLUSIONS

If we compare the preceding section with the theory of data 

transmission system design touched in first sections we may 

see the problems which arise in the confrontation of the 

theory and the practice. While the theory gives us clear 

results, the practical applications require more simple 

tools even to the detriment of less exactness. In fact, if 

the cost of system being designed intuitively is higher by 

one per cent than the system which we can obtain by means 

of exact but more complex procedure, then one prefers the 

former. This is true only for simple data transmission sys­

tems (e.g. for the star network with several point-to-point 

data links). The future belongs, however, to larger termi­

nal and computer networks where the ong per cent saving may 

reach hundérds crowns a month and then the exact design pro­

cedure is justifiable.

Nevertheless, system analysts and users ask for a handbook 

without any formulas and theoretical considerations. They 

are not interested in the validity of assixmptions, they 

need tables and nomographs for the quick and simple estima­

tion of necessary values. For such purposes Martinis book 

[2]may excelently serve. ^

Diffetent conditions in individual countries force to have 

specific methods which can stem from the unique methodology 

but which should respect the accessibility of devices and 

the P.T.T. policy [,8].
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OPTIMISATION OF DYNAMIC MULTICOMMODITY FLOWS 

IN COMPUTSR NETWORK

Wojciech Moliez 

Technical University of Gdansk, Poland

ABSTRACT

A model is proposed for dynamic multicommodity flows 

in store-and-forward computer network in which the topolo­

gy and channel capacities are fixed. Expected flow requi­

rements between all pairs of nodes which maiybe time vary­

ing are assumed to be known. Two kinds of functionals 

playing the role of the optimisation criteria are conside­

red. One represents the total cost of network operation 

and includes memory cost and transmission cost. The other 

one reflects the loss of value of infoiTnation, which is 

assumed an increasing function of the delay.

For given cost functions the dynamic multicommodity 

flow problem is formulated. Several approaches for solving 

this problem, including the Pontryagin's minimum principle 

and Bellman's dynamic programming are considered.

329



The concept of multiconunodity flows in the context of 

store-and-forward /s-f/ networks is not new, but the pre­

vious papers were devoted only to the static cases. Recen­

tly Segall [l] introduced the model of dynamic flows in 

data-communication networks. However some basic difficul­

ties in constructing a realistic model of the optimal 

control of s-f communication network still exist. It seems 

that successively improved dynamic flow models will final­

ly lead to the well formalized stochastic optimal control 

models.

In this paper we have in general the same point of 

view as in [l], in details, however, there are soma dif­

ferences. The basic assumptions made in the paper are the 

following. Given:

1/ The reliable, fixed topology network of m nodes and 

n links /simplex channels/.

2/ An m.m matrix, called the requirement matrix, whose 

entries

the period" <t^>t^>

3/ Finite capacities of links and buffes in nodes /details 

in Section 2/.

The assumption ( 2) corresponds to one out of the two 

situations. In the first one we suppose that the future 

flow requirements known in advance /eg. they

are scheduled in some way/. In the second, the "statisti­

cally expected flows in the time period -<t^,t|> are as-" 

sumed to be given.

Our task here is to construct and solve the dynamic 

multicommodity optimal control flow problem. In Section 2 

we introduce the dynamic flow models, in Section 3 we 

state the optimisation problems, while in Section 4 we 

discuss the solution methods.

1. INTRODUCTION.

rpq(t) are nonnegative functions of time over
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The node structure Is shown In Fig.1. Each node works 

in the well known manner, topical for s-f networks and 

we'll o n l y sketch It. All messages coming from other nodes 

and originating in the node are directed to the processor 

buffer /we are not Interested in the traffic between nodes 

and user terminals/.

2. THJS DYNAMIC FLOW MODELS.

Input Links Output Links

Fig.1. The node structure.

After Its header processing the message Is passed to 

the suitable output link buffer. The duration of this 

transfer Is negligible compared to the transmission time 

outside the nodes. Since the transfers of messages between 

buffers within the node are random In nature It will be 

convenient to Introduce the equivalent contlnuons streams 

of bits giving the same result as the real transfers.

We shall write now the flow conservation equations at 

nodes and then formulate the state equations.

2.1. The continuous time state equations.

The process of processor buffer loading Is described
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by the equation:

m m m

+ /[ E  Z  Z
^o i-1 P='' =̂''
° p+1 qtP

q=i
q+1

á t

where: t ^ <  t ^  t^

1 = 1,... ,m

Xio(tj is the state of the processor buffer 

of node 1,

Upq(i,lit) is the fraction of flow of conunodity 

(p,qj that flows from the node i to 1,

rĵ q̂ (t) is the flow of commodity generated in the 

node 1 with destination to node q.

Let us denote by p^(l,j;t) the value of an equiva­

lent stream of bits of commodity (p,q) that flows from 

the processor buffer to the j-th output link buffer of 

the 1-th node during the period of time<’tp|t>. The num­

ber of bits removed from the processor buffer since the 

moment t^ is given by the integral:

u m M m

/  É  É  Z / ^ p q
t_ d=i p=i q=i

( i . d . t )  dt. (2)
p=i
p+q

q=1

11=''

Subtracting (2) from (1) we obtain the flew conservation 

equations for processor buffers.

Similarly as above we can obtain the flow conserva­

tion equations for output link buffers:
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m m  ̂ '

Xî (t)= Xij(to) ■-J  

t p=1 q=1
p jíq  q ^ i

( 5 )

As It is- usually done in the control theory we write down 

the state equations. The number of components of the state 

vector is equal to the number of all buffers. The value 

of each component describes the actual content .of the 

apriopriate buffer. The state vector ?(t) has exactly 

(n-t-m) components. That value corresponds to the sum of 

number of nodes and links. Multicommodity flows, and their 

fractions, will be named controls, because their values 

depending on our decisions will change the states.

Subtracting (2) from (l) and differentiating the re­

sult we obtain the state equations for processor buffers:

= t

m

z

m

i=1 p=i q=1
pxi qî p

m m m t m

- E  E - E
d=i P=1 q=1 q=1

psfq qjil q^i
\

1 = 1,... ,m

Similarly, differentiating (3) we obtain the state equa­

tions for output link buffers:
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il^(t)=

d= 1 ,m j 1 = 1

Now we can observe that the rates of change of the state 

vector components do not depend on the states. This Is 

evident as buffers contents depend only on loading and 

unloading processes l.e. controls.

Two conditions must be conslderedt finite capacity 

condition:

1 = 1,...,m t d = 0»

îd
(6)

,m ; tjj <  t <  t^ j j  y  1

and initial state condition:

* l d ^ V  = «ld

l = 1,...,mid = O f * > x ‘ t d ^ i

where â ^̂  is the initial content of buffer.

In addition to this nonnegativity conditions for all 

states and controls and finite link capacity conditions 

are required:

< ^ i d
p=1 q=1

q=p

for all links (i,d) and time te <tg,t.j>

(8)
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2.2. The discrete time state equations.

On the basis of equations (4) and (5) we can write down 

the state equations for discrete time case. Let us divide 

the time interval into K periods of length T. Then:

m m m

Xio(k+1)= x^^(k) + T ^  ^  Upq(i.ljk)

1=1 p=1 q=1
Ptl q^P

in

q=1 

<1+1

m m m

j=1 p=1 q=1
p+q q+i

l = 1,...,m; k = 0 , .. .  ,K-1

m m

ilj(k+l) = x^^(k)- T ^  +

p=1 q=1
p+q q+1

-(^pq(l«J»’")] (1 0 )

j=,...,mj l = 1 , . . . , m j j ^ l {

k = 0,...,K-1 '

In all contralnts (6), (8) one must replace t b^ k, where 

k is the number of the actual period. Of course, nonega- 

tlvlt^ conditions must hold. The InitlaO. conditions now 

become:
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x^j(o) — *lj ■ j 1 — 1 y • • • |iiL { 1 (ll)

2.3. Final states.

Final atates can be fixed or not. Fixed final etate 

conditions exist in one of the following forms:

= 0  (12)

for all l,j

Ij 1̂ 1) (13)

where e is a given small number.

Condition (12) means that all flow requirements are 

satisfied, while condition (13) allows a little fraction 

of traffic to be stored in intermediate nodes.

3. THE FLOW CONTROL OPTIMISATION PROBLEMS.

Before formulating the optimisation problems we shall 

introduce the optimisation creteria. Dela^ is one of the 

most important factors in computer network optimisation 

and the ps|ictical optimisation creterion must take it into 

account.

3.1. The optimisation criteria.

One of the simplest criterion is the cost functional. 

If 'ae denotes the memory utilization cost per bit and unit 

of time /in the j-th buffer of the 1-th node/ and x 4
• V

- the transmission cost of one bit through the link /i, j/

then the total network utilisation costs during the period

of time <t^,t,> are:
0  1
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m - )  ]  -  j ’ l  J  *

1=1 j=0

t t t ('.)
i=ű j=t p=1 q=1

The functional (14) reflecta the operational costs ex­

plicitly. But there are delays considered implicitly too. 

If there are b bits during the time interval <t^,t>in 

the buffer E, then the integral:

b d'C

is proportional to the time spent by the message consis­

ting of b bits in the buffer. Minimisation of the first 

component of (14) will lead to the minimisation of delay 

suffered by messages. The second component in (14) will 

help to avoid closed loop flows.

The other criterion deals with "the concept of value 

of information". We assume that the nonincreasing func­

tions of the value of information depending on delays are 

given. Two typical examples of such functions are shown 

in Fig.2. The loss of the value of information we define 

as the difference between its maximal and actual value. 

In this case the optimisation criterion plays the role of 

the total losses and is defined as follows:

■[ ^ ) ] dt (15)
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where Y  f ĵ j(o) - f  ij(t) ' (l6)

X 1y*a«|in Í j 0|***|iB Í j  ̂X 

Uinimisation of (l3) aXso Xeads to deXa^ miniiDisation.

Fig.2. The vaXue of information as a function 

of deXay

Another criterion, is the intervaX of time during 

which aXX requirements are satisfied. Assuming that for

some time t t̂  aXX source fXow intensities become zero

we must send aXX waiting messages to their destinations 

at the shortest time. The time t̂  cannot be fixed and aXX 

states must satisfy finaX conditions (l2). Now we shaXX 

rearrange the state equations and constraints to make the 

notation more cXear and to obtain the expressions in a 

compact form. In the vector-matrix version the state equa­

tions (4), (5), become:

I ^(t) = Bu(t) + I^(t) (17)

where the components of the vector of controls 'Er(t) repre­

sent aXX fractions of aXX commodities flowing in existing 

links aS'WeXX as aXX inter-buffer transfers:

A
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and ^  p^(l,j;t)denotes an equivalent stream of bits of 

commodity (p,q) that flows from the processor buffer to 

the j-th link buffer in the 1-th node during the period 

<t^,t> , due to the transfers of messages just processed.

Equation (l7) describes the dynamics of flows. We clea­

rly have the capacity constraints:

u (t) = 2(  ̂> j» » • '  ■ * 1  1 2 ̂ * * *" ’

and

^̂ (t) d 

r"iT(t) -é. ĉ

(18)

(19)

where F is the operator that integrates the link flows; 

and nonnegativity constraints:

■[̂ (t) I x’(t) I F(t) : 0 (20)'

Finally we must take initial and final state conditions 

into account:

(21)

lf(t) = 0 ; (22)

3.2. The optimisation problems.

The first optimisation problem that can be stated here 

is the minimum cost control:

Find the set of controls iTCt), for t& <tg,,t^>that 

minimizes the functional (14) subject to the state equa­

tions (17) and control and state constraints (l8)f(21) .

We can easily obtain the goal control problem, from 

the above one by simply adding the final state condition(2^
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to the previous set of constraints.

In the optimisation problem of the third kind we shall 

t r y to minimise the total losses of value of information. 

It means that the functional (l5) will play the role of 

the optimisation criterion, while flow dynamics and con­

trol and state constraints will be the same as in the 

first problem.

Finally we shall pose the time-optimal control problem. 

In this case we shall, have to find the set of controls 

iTCC) i 'C& <tjj.,t> that will bring the state from x { t ^ ) =

= 'a' to ^̂ (t) = 0 while minimizing the duration of this 

operation, subject to (V7) t (22). From the users point of 

view it means that all messages will be sent from sources 

to destinations possibly in the shortest period of time

(t ^o^ •

4. SOLUTION MSTHODS.

There are various ways in which the control problems 

stated in Section 3 can be attacked. Size limit of this 

paper does not allow to discuss them all in details, and 

we shall restrict the analysie below to the selected pro­

blems.

Consider first the time optimal control problem. As an 

example of a first possible approach we shall refer to the 

Pontryagin's minimum principle.

4.1. The minimum principle.

We introduce the new variable:

m+n+1 (t) = t

*m+n+1 ’

(23}

(24)

Then we write Hamiltonian:
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+ p^(t)[BiI(t) + R?(t;] (25)

Where 'p ia the vector of costates and A are vector-

-function Lagrange multipliers, superscript t denotes 

transposition.

Optimal controls must satisfy the canonical equations:

,f) - 1 +X^U)[T-T(t)] ■» +

T(t) = BiT(t) + ias’ltj

#(t) = ^(t)- ^(t)

(26)

The remaining necessary conditions due to control and sta-*< 

te constraints are:

l ~ i  - lf(t)]= 0 

^(t) ^  "o

■§’̂ (t)x‘(t) = 0

t(t) ̂  ^

(27)

Note that the final values of costates cannot be equal 

to zero. Aditionally we have constraints (l8)+(22). As 

well known /see e.g.[2]/, the optimal control is of bang- 

-bang tjrpe. Because of the nonnegativity conditions the 

optimal controls take the form:

Upq(i,j;t) = I [l - sgn_^0 . j(t)) ] (28)

where 0  :,(t) is the switching function.
 ̂J

In each moment only one commodity can flow through a 

link, using it* total capacity.

Consider now the first optimisation problem stated in 

paragraph 3.2. Another solution possibility is described 

below.
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4.2. The dynamic proRTOHmiinp;.

I
The discrete, vector-matrix version of the state equa­

tions is:

(̂k+l!) = 3r(lc) ♦ Bu(k) + Rftk) (29)

while the corresponding quality criterion becomes:

K-1

^  [«^j?(k+l)+^ru(k)] (30)

k=0

Let us denote by F J the optimal value of the quali­

ty criterion. Then:

f[x'(o )J= min j ( ^ , a )

iT(0) . ,iT(lC—l)

We will apply the dynamic programming approach to solve 

the optimal control problem. First we find the last sample 

of the optimal control vector vTÍK-l) that minimizes the 

cost function at the last stage. Denoting the (K-l)-th sta­

ge minimum cost function by formulate

the equatuon:

fj^_,[x‘(K-l)] = min [ S  ̂ x(K) + F  «T(K-1)] =

Ti(K-l) 6 0j._,

= min I ^^[ x (K-1) + BiI(K-l) ♦ ^ ( k-i)] +

u(K-l) e
“K-1

r u(K-i), ( 3 t )

Where represents nonnegativity conditions, finite

buffer and link capacity constraints.
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To find the optimal value of u Ík -1) we must solve 

the parametric linear programming problem, since in (3l) 

we have linear function of controls and unknown content 

of buffers at the moment(k-i). The constraints represented 

by linear as well.

Equation (31) is the initial one for the recurrence 

relation. In general we shall find the optimal sample of 

the control vector at the beginning of (K-k)stage from the 

following recurrence relation:

fĵ _]j[x(K-k)]= min j x ( K - k )  + ( # a
u(K-k)eU^.^L

iir(ll.-k) + fii.it+,[x(K-k) + Bu{K-k) + a?(K-k)]| (32)

with 2,...,K

In this backward solution we shall obtaih the set of 

controls ^ , iltjr(l)(],..., 'í!^( k - 1)]]| being func­

tions of states: 7(0) ,... ,lf(K-0 . Since the state l?(o) 

is given we shall obtain the numerical values of lí(k}, 

using the state equation (29) (K-1) times. Optimisation 

problems were formulated in such way that all individual 

commodity flows in all links could be distinguished. This 

permits to construct the time-tables for dispatching all 

messages at the bit level. Sometimes it may be necessary 

to form packets from messages if actual values of streams 

do not allow to transmit them undivided.
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ACCESS TO COMMON CHANNEL 

IN A PACKET SWITCHING SYSTEM

Krzysztof Pawlikowski 

Technical University of Qdeiisk, Poland

Abstract

The access to a conunon channel used for data transmission 

from a eet of terminals to the CPU is analyzed. It is as­

sumed that the terminals are localized at different pla­

ces along this channel. The packet lengths are fixed and 

external priorities of packets are introduced; These 

priorities correspond to some relative ranking of the 

terminals. Packets are sent step by step from one terminal 

to another in the CPU direction. The packet is queued at 

the intermediate terminal if more privileged packets are 

waiting there for transmission. In this case the packet 

having the highest priority is sent out from this terminal. 

The common channel works rhythmically. This rhythm is 

determined by the flow of the time slots.

The grade of service of a terminal is measured by the 

number of slots able to provide the CPU with packets ori­

ginated at this terminal. The stationary probability dis­

tribution of that number of slots is calculated and some 

numerical results are presented.
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1. INTHODUCTION

Channels of computer communication are usually common 

shared by many users. In this paper a communication system 

consisting of B buffered input terminals *•* iljj

linked by a common time-multiplexing channel to a CPU is 

analyzed, Fig.1. It is assumed the packet switching tech­

nique is applied. The fixed-size packets are sent rhythmi­

cally. The channel rhythm is determined by a stream of 

time slots being generated at the end of channel and mo­

ving down from terminal to terminal in the CPO direction, 

Pig.2. One slot is capable of transmitting a single packet.

á - -

data f/OH

Pig.l. The system analyzed.

tf?ejt̂ s/ot A sec

ij-2]A j A  t//?7e

Pig.2. Time sequence of slots observed

at a point of the common channel.
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We introduce some relative ranking of the terminals.

The packets entering the sj^stem at the same terminal belong 

to the same priority class. The packet transmission is in­

terrupted at an intermediate terminal if more privileged 

packets are waiting there for transmission. The effect of 

such relative ranking of the terminals on the grade of 

their service is investigated. We consider the number of 

slots available for the packets originating from the i^^ 

terminal, from the point of view of an observer at the input 

of the CPU.

We take into account also the case if terminals are 

linked by two parallel channels added to improve the sy­

stem's reliability. The presented results can be directly 

applied to systems with separate communication from termi­

nals to computer and vice versa. Recently the above manner 

of servicing of terminals has been proposed for loop commu­

nication systems by Katz and Konheim [l]. In multidrop 

networks our analysis admits to investigate a relative ran­

king of lateral channels along the main channel.

2. MODEL DESCRIPTIOH

The general model for the analyzed system is shown in 

Fig.1. As it has been above-mentioned the packet switching 

technique is used and external priorities of packets are 

introduced. For simplicity the packet length will be trea­

ted as the length unit of data and the slot duration, A  se­

conds, will be the time unit. Each slot is capable of trans­

ferring a single packet. At each terminal the service ope­

ration can take place every A  seconds and may start only 

at the beginning of each incomming slot. If two parallel 

channels are used, two slots arrive at each terminal every 

A  seconds.

Let the i^^ terminal have priority TT(i) . All packets 

entering the system at this terminal have the same priorily.
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Let the paclcete belonging to the priority clase n(î ) be 

more privileged than the packeta belonging to the priority 

olasB TTiig) if TT(i^) < TT(í 2)* We aaaume that the packet 

occupying the alot will be buffered at intermediate termi­

nálé if more privileged packeta are waiting there for 

tranamiaaion. The slot ia then claimed by the packet ha­

ving the highest priority. Thus the transmission of a 

packet from its terminal of entry to the CPU may require 

several slots.

The arrivals of data for transmission are assumed to 

be determined by stationary random processes, i.e., the 

probability of arriving of n packets in the time inter­

val ( t^,t2 ) depends only on the difference 

not on the absolute value of t,. The number of packets 

which enter the system at the i terminal during the j  

slot will be denoted by and its generating function

by

Gi(z) = b [ z (l)

The mean number of packets arriving at terminal T̂  ̂ during 

a slot duration will be denoted by EX^.

Arrival processes at different terminals arp conside­

red to be mutually independent. Note that the variables 

X2 ^j^,...,Xjj(j) actually refer to different time 

intervals, the difference attributable to the transit 

time of the slot from terminal to terminal. In what fol­

lows all processes at each terminal are analyzed accor­

ding to the local time of this terminal, i.e., at each 

terminal the time has been counted since the instant when 

the first slot arrived.

The numbers of packets buffered at the terminal will be 

observed only at the instants just before the arrival of 

a slot. Let ][̂ (j) be the number of packets which have 

entered the system at terminal and wait for transmis­

sion at terminal Tĵ  just before the start of the (j+l)®^ 

slot, i.e., at the instant t * jA - 0 ^according to the
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local time of terminal
O -

k

Of course packets origina-

i < k < N and n(k) < n(i).

For analitical tractability we assume that teinninals 

have infinite buffering capacities. Our analysis is ade­

quate for terminals with limited buffering capacity also, 

but only for the low overflow-probability region.

We will consider the number of slots ( per time unit) 

accessible for packets originating from terminal from 

the point of view of an observer at the input of the CPU. 

It is equivalent to the number of slots ( per time unit) 

unoccupied by packets originating from more privileged 

terminals than For simplification we will analyze the 

reciprocal variable - the inaccessible channel period for 

packets from determined by the sequence of slots occu­

pied by packets having higher priorities than n(i).

3. THEORETICAL ANALYSIS

Let relative ranking of the terminals be described by

the sequence TT(l), 17(2).... 17(n ) being a permutation

of the integers 1,2,...,N. The most privileged packets 

originate from terminal Ti^ having the priority TT(î ) =

= 1 , afterwards from terminal Tig having priority rT(ig) = 

= 2 and so on. Let us note that if the terminal priorities 

correspond to their positions along the common channel, i.e., 

if TT(i) = i, then the packet occupying a slot is delive­

red to the CPU without any obstacles. There are no inter­

ruptions of transmission. Such priority structure is the 

simplest one and therefore is frequently used e.g. in the 

loop communication systems.

As mentioned the state of the common channel i^ obser­

ved at its end, i.e., at the input of the CPU. Let ^i(j) 

be the total number of packets originating from terminals 

more privileged than terminal Tĵ and waiting in the system
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for transmission at the instant t > JA - 0 ^according 

to the local times of terminals], i.e.,

where

' I Z  Í Z  .
pe ?i k=l

^i ~ [ p • ^ n(i)|

(2)

(3)

is the set of integers indicating the terminals having 

priorities higher than T7(i). Similarly let 

total number of packets arriving during the slot at 

more privileged terminals than Tj, i.e.,

\ i i ó )  = (4)
ke P j

If terminal has the highest priority, i.e., rT(i) = 1 , 

then each slot can be claimed by a packet originating at 

this terminal. In this case = (j) and 0,

for each j. In the sequel we assume that the priority of 

the ahalyzed terminal is not equal to 1.

The (jjj slot is apcessible for a packet origi­

nating from Tĵ , i.e., this slot can deliver such packet 

to the CPU, if

= 0 (5)

For simplicity we assume that 0. If M denotes the

number of parallel common channels, then

^i(jo " 0  ' \i(jo " ' )

^i(jo " 2) = Ibi(Jo * " \ i (Jo * 2 ) - M
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Lbi(do =^hl(do + '’)■" ^hl(ilo+2)+ ... +

+ ^hi(iJo '')• “ (6)

for 1 ^ '9̂ 4 where

ti = m^n{9’ : I^i(d^ + î ) < M } ( ? )

Variable Ti Is the Inaccessible channel period for packets 

originating from Ti, from the point of view of the input 

of the CPU, The probability distribution of Ti will be 

calculated assuming that s|Xjji(j)j< 11, then Pr[Ti=ooj= 0. 

This expresses the natural requirement that packets should 

not arrive at a higher rate than they can be removed from 

the system.

Last equation of (6) may be rewritten as

^hi(Jo ■^^)= I^iiiJo ^  “ (8)

for 1 < 9̂  4 Ti* under the fictitious initial condition

^4 ^ i( iJ o ) =  “ ]  = '> (9)

that

Thus Ti can be interpreted as the first passage time to 

the states lower than state H in Markov chain developed 

according to (s). Distributions of Ti« for any M, have 

been given in [p],

SINGLE COMMON CHANNEL, M = 1

The generating function of the first passage time to state 

0 in Markov chain developed according to (s) has the form

e [v '^i] = R i(v ) (io)
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where z = Rĵ (v) is the unique solution of equation

z -  V 1 I Gj^(z) = 0 (ll)

ke

which is of modulus less than one for each v, |v| <1. 

Functions G j z )  are determined hy (l), set is given

by (5 ). After differentiating of (1 0 ) we.obtain

- h - E EX,
-1

(1 2 )

where EXĵ  denotes £

z2 - V I  I  Gjj,(z) = 0

ke

(i a)

[^k(J)}

DOUBLE COMMON CHANNEL, M = 2 .

The generating function of the first passage time to state 

0 or 1 in Markov chain developed according to (s) has the 'i 

form '

e [ v ^]= R>|j^(v)+ R2j^(v)- R^j^(v). R 2 i(^ )  j

where z^ = R^j^(v)and Zg = R2i(-v) are the only two roots 

of equation

which are of modulus less than one, R^j^(v)^ R2 ^(v)for each 

V ,  0 <  |v|< 1, and R2 ĵ (l) < R n O )  = I* first derivative 

of (1 5) at v=1 equals

-1

‘ l L l = ( 2  - EX,. 1 - R2i (1) (1 5)
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deteimined by (l 2) or (15) Is the mean inaccessi­

ble channel period for packets originating from terminal

i.e., having priority n(i). By Blackwell's theorem 

[3] the reciprocal of this parameter is equal to the ex­

pected number of slots ( per time unit) available for pa­

ckets belonging to the i^^ priority class, from the point 

of view of the input of the CPU. konheim in [a-] has propo­

sed to call this expected number of slots the slot availa­

bility. We shall denote this parameter by Thus

(‘ I h l i (16)

It measures the percentage of slots available for terminal 

from the point of view of the input of the CPU. According 

to (12) and (15)5

Si

1 - M = 1 ,

ke P.

k€ P.

2 - ^  EXj/l - Rgii'l)]"'' . for M = 2

('17}

where set ?i is determined by 5̂).

4. INTERPRETATION OF RESULTS

Introducing the relative ranking of terminals on one 

hand we must pay a price in more elaborated terminals but 

on the other hand we are able to improve the performance 

of the overall system. On the basis of the obtained results 

we can optimize the system performance with respect to the 

slot availability.

It can be proved that the sequence of | Sĵ  | is nonin­

creasing together with priority decreasing, for every priority 

structure of terminals. Thus to maximize minĵ Sĵ  for fixed'

353





for each i. For this input process the times at which mes­

sages arrive are determined by a standard Poisson process 

with rate Á  ( messages/slot duration j while the lengths 

of the messages are geometrically distributed with mean 

message length 1/ (l-q) packets, 0 ^ q < 1. The choice 

of this particular arrival process was motivated by some 

measurements of data traffic [5]- All results are given 

for systems with ten terminals. '

■(00%

80%

§
V

I  ^  r
I

60%,

cofipoum
P P /W A ' PA w rssps

srsrf/f um///irm

1 2 3 4
“T---- p----- 1----- 1----- j—
6 7 8 9 (0

Te r m / n a /  pr/on/i^ iJ(i)

Fig.3. Slot availability as a function of terminal 

priority. Single common channel, M = 1.

Figure 4 shows that the slot availability for M = 2 depends 

on the mean message length too. In this case for the same 

system utilization the slot availability decreases if the 

mean message length increases. can be such a strong de­

gradation of service in some priority classes that the slot 

availability is leas than for higher system utilization.
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Fig.4. Slot availability aa a function of terminal 

priority. Double common charmel, M == 2.
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THREE YEARS EXPERIENCES IN USING A TELETYPE TER^IINAL

Dr. Katalin HOVANYI

Petroleum Engineering Research Laboratory of the Hungarian 

Academy of Sciences

Abstract

The large majority of the problems in practical engineering 

may be solved using computers. In fact often it is the only 

possibility. As Computer Science is growing in Hungary, 

more and more people in Engineering get in touch with a 

remote processing network.

This paper is concerned with running a remote station of 

the Central Site of the Hungarian Academy of Sciences where 

a CDC 3300 type computer has been in service since 1971. 

The paper deals with the problems of training the users, 

mostly research workers, with the problems concerning 

organisation and with providing adequate computing capacity. 

It gives a short description of how engineering programs 

i5rith large memory requirements may be handled through the 

terminal, and relates the accumulated experiences.
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1. A short review of the terminal system of CDC 3300

computer

1.1. The structure of the teimiinal system /Fig.l./

The CDC 3300 Central Computer of Hungarian Academy of 

Sciences was installed in Budapest early in 1971. It *s main 

task is the support of the scientific research work. The 

terminal system has been functioning since 197 .̂

Our Teletype terminal was installed three years ago. This 

terminal consist of a teletype modem connected to the 

special DATEX line and a teletype. The transmission speed 

of this DATEX line is 110 bit/sec.

1.2. RESPOND, PUDDING and FLOWER subsystems and their 

practicability

The subsystems operate under the CDC 3300 MASTER /Multiple 

Access Shared Time Executive Routine/ operating system.

i
1.2.1. RESPOND

IíESPOND-EXPORT/IMPORT - REI - is a multiple access subsystem. 

After linking a Teletype terminal to REI, the user can 

submit up to l6 commands that provide the capabilities to:

- allocate and open files,

- release unneeded files,

- enter data records into a file,

- modify a file by adding, deleting or replacing records»

- submit a JOB for batch processing.

This was the first working subsystem. It has many problems. 

For example:

The system has no JOB restart. The work area from the last 

edited record may be rewritten in an opened file at a 

system abort. The overhead time and the memory requirements 

are too large.
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Fig. 1. The Structure of Teletype Terminal Systi
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1.2.2. PUDDING

The new interactive subsystem PUDDING / Program Update 

Debugging and Developing Interactive Game / has many 

possibilities. , ^

During a session the users can:

- write one or more records on PUDDING input file,

- modify the records on the input file or another opened

- user file.,

- activate MASTER tasks,

- ask the used compute time,

- communicate with the operator of the Central Computer,
9

- print the output on the teletype or the central printer.

The RESPOND will be replaced by this system.

1.2.3. FLOWER

FLOWER /FORTRAN-like Language for Outstation Work with 

Error Recovery/ is a little interactive subsystem for 

training to write FORTRAN programs.

It provides:

- program writing line by line,

- free read and write format to the terminal,

- autojpatic error recovery during the translation and 

execution.

We use this system as a calculator. First we used it to 

teach FORTRAN programming but The PUDDING system is much 

better for this purpose.

2. Training and working experiences

2.1. Users* training

At a little terminal site the users work directly with the 

computer. The theoretical and the manual parts ■ of the 

training are inseparable. We can class the users into types 

on the basis of their computer knowledge.
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For example the user is:

- perfect in programming, knows well the CDC 3300 

operating system,

- perfect in programming but has worked on another computer,

- not too pefect in programming, he knows a program 

language but he hasn’t used it yet,

2,1.1. Our training system

At the first type of users the steps of the work:

- short review of the terminal system,

- detailed description of one subsystem,

- ^-6 short practical applications of it,

- training of the terminal handling and activating,

- work with the computer,

- talking over the problems of work,

- writing and running user programs through the known 

subsystem,

- learning other subsystems and their commands,

- comparing the subsystems with one other.

The second case:

- short explanation of,the CDC 3300 operating system,

- parameters of the most important JOB control cards,

- using these cards, 15-20 little examples,

- having a talk with users about their programs and 

problems,

- learning the terminal system according to the preceding 

method.

The third type of method:

- practice of terminal handling and activating,

- compilate and execute some little source language 

programs written by the users through one subsystem,

- learning the used JOB control cards and subsystem 

sommands,

- writing a full program with the teacher, using the 

learned cards and commands,
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- running this program in little groups - two users make 

it,

- speaking about the error messages sent by the computer 

during the sesson,

- learning the remaining subsystem and running the jointly 

written program throvigh these ones,

- compare discussion.

2.1.2. Our observations

The optimal number of groups is 6-12.

More than 12 people can’t work on the same level, one part 

of group tails away.

The sample programs and user guides must be on hand at the 

beginning of the course of lectures.

The term-time of the first method is 2 days,, at the next 

two types it is 3 days at least.

According to our experience the manual part of the training 

was most successful when the users work in pairs on the 

terminal. More than two people disturb each other in the 

work. In the course of terminal training every user must 

deal with manual work.

The new users have to work with the computer two or more 

months in order to get a good knowledge of the whole system. 

The users must be informed about this fact because many of 

them leave off using the system by reason of "great'' 

problems.

2.2. Organization of terminal network

There are 10 Teletype terminals now. These terminals share 

3 lines connected to the system multiplexer. The RESPOND 

subsystem is available from 3 to 5 o’clock p.m.

In first two years we made a weekly program indicating the 

computer line numbers, the working hours and the stations 

each days. The expediences of that time help us to make a
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permanent time-table, livery station has got a copy from it. 

To prevent the terminal overloading the Central Site the 

following restrictions are made:

At the same time one terminal has only 3 JOBs in the 

computer. If a JOB needs disc or magnetic tape the Céntral 

Site operator should be informed by a message in time.

The upper limit of compute time allowed, memory available 

to a JOB is changed dynamically by the operator depending 

on the workload of the Central Site,

2 .3 . The organisation of work at our terminal

The JOBS run on our terminal are submitted by our own 

research institute and three other research groups of the 

Academy and the University.

On the average we have to run the JOBs of four to eight 

users within a limited period making as many runs of each 

Job as possible. This may be mean 15 to 25 program runs at 

a session. This compared to the workload of a large 

computing centre means modest performance. A Teletype 

terminal with its transmission speed of 110 bit/sec makes 

the input of data and sampling of the output very slow. In 

order to queue the JOBs and to set them in optimal sequence 

it is essential for the operator of the terminal to prepare 

for each session very carefully.

We have to:

- provide data preprocessing,

- run the JOBs.

- keep records of the work done on the terminal,

- give access to the terminal for those users who wish to 

handle the terminal themselves to correct their JOBs or 

to lookat their results,

- provide an operator for those who do not want to handle

the terminal themselves, ^

- give software assistance to those who need it.

These tasks are done by two members of our group. To make
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data processing easier, our users are free to punch their 

JOBS themselves if the JOB is not too long. Ve collect 

the JOBS to be run before the terminal session starts and 

establish the rvinning order.

The sequence is set as follovrs:

Correction JOBs that use little, computing time, require no 

special discs will run first. JOBs that require more 

resources are submitted next, While these are running the 

results of the correction JOBs may be looked at and perhaps 

further modified. Long JOBs are transferred to system files 

in the end, as transferring 100 records on line takes 

about 20 minutes from a Teletype station. These JOBs are 

submitted to be run in most cases only next day.

To ease documentation we use double copy paperrolls. The 

original copy is given to the user and we keep the second 

copy for two months. At the end of pach session the 

operator makes an entry for each JOB run in terminal log 

book and hands over the list to the users. The log book 

Contains the name of the JOB, its owner, the identifier of 

the input and output system file, the computing time, the 

number of rims and their sequences. It is the operator who 

transfers the JOBs to the system files and submits them 

for running. If requested the users may look at the results 

in the outfile and perform the appropriate corrections 

themselves.

The software assistance includes:

- the explanation of the error messages,

- giving information concerning packages of the program 

library,

- giving courses on new software subsystems.

I would like to mention that our experienced users may use 

such subsystems as FLOWER or PUDDING even if the operator 

is not present as these subsystems may be used all day 

without time contráint.
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3. The use of the remote station to do calculations 
technical nature

3•1. The characteristics of the programs and interconnected 

programs run from the station

The scope, size and computing power requirement of "the JOBs 

vary as our users come from a wide circle. The large 

majority of the programs written in FORTRAN and SIMULA need 

30-4o KVord of core memory / 2h bit/word /, 4 to 6 thousand 

lines and 10 to 60 minutes computing time. The fields of 

research requiring such computing are manifold. Just some 

examples based on the information given by one of ■the 

research groups:

- determine the state of strain and stresses in plates and 

shells of revolution using finite element method;
✓
- calculation of the natural frequencies of the systems of 

finite and infinite degree of freedom;

- solution of some symmetric problems of the theory of 

thermoplasticity;

- calculation of states of strain and stresses of a 

cylindrical shell in the case of unsymmetrical load.

Our own institute, the Petroleum Engineering Reseach 

Laboratory of the Hungarian Academy of Sciences use 

computers to solve problems related to the following 

subject:

- locating hidrocarbon reserves on the basis of geochemical 

parameters in space;

- modelling the variation of geological and mining 

parameters in space;

- modelling problems that arise while producing oil from an 

oilfield,

I feel that even this short list of the fields of 

applications demonstrates the enormous possibilities of 

assisting research work by the use terminals.

The terminal may, of course, be used to rxm programs for
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evaluating measurements data, for editing existing data or 

program fields or as a handy "desktop" calculator though 

its primary use should be the solution of problems that 

require computing power that only centralised large 

computer systems can offer*

3.2. Experiences in using small editing correction JOBs 

that handle large programs

Due to the short ON LINE time, the low transmission speed 

and the large number of users per teletype stations, it is 

almost impossible to transfer a program longer then 200 

lines to Central Site.

The package developed by the software department of the 

MTA SZTAKI /institute of Automation and Computer Science 

of the Hungarian Academy of Sciences/ called DAISY /Debug 

Aimed Interpretive System/ allows the simple and effective 

handling of large JOBs.

The package has two main functions:

It provides the users access to their programs or data that 

were keyed directly to magnetic tape from coding forms and 

later transferred to a "correction file" allocated on 

system discs. /See. Fig.2./

It allows the user to change to correct the "correction 

file" by using the commands of DAISY. /See Fig.3./

DAISY is used as follows:

The programs and data in source language on codii^ form 

are posted to the Central Site. ¥hen the material is 

already on the "correction file" the user gets a listing 

of the file. On it the user marks the records or characters 

to be corrected. Using the correction leinguage, the 

corrections are performed. The corrected file is 

transferred to the user’s own permanent file and the 

"correction file" is released. For further corrections the
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Fig. 2. First function of DAISY

Fig. 3. Second function of DAISY
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file may bo transferred to a new "cori-ection file" and the 

appropriate corrections may be done.

To handle these large files from a terminal it is enough 

to write small programs of 15-30 records long to submit 

them for execution.

Through this method we feel that we could satisfy most of 

the computing needs of otir users.

3 .3 . Problems arising from remote processing and their 

possible solution

Main problems nmning a TTY terminal:

It is not possible to transfer large program blocks at TTY 

speeds on the line. It is difficult to check the output of 

programs producing a large volume of results. If the postal 

line or the teletype breeiks down, the time lost may be 

considerable. The files stored on system files of the 

terminal subsystem are prone to accident damage. For the 

newcomers to remote processing the initial problems they 

come up against may be considerable.

Part 3.2. deals with the problems of how to transfer large 

volume of results.

¥e have to results printed on the printer of the Central 

Site, or the user should organise his program in such a 

way that, the program wi'ltes on the subsystem outfile a 

few lines for checking purpose after completing each 

section of the JOB. It is much easier to locate these lines 

from a TTY then asking fop the transfer of the whole output 

over the lines. After checking the sample results the user 

may decide to add further corrections or to have the whole 

output listed on the printer of Central Site.
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Breakdowns may cause several problems, being on a dial-up 

system, the remote sites are in touch with each other. It 

often happens that they do little favours to each others 

either by lending machine time or by running each others^ 

JOBS if it is urgently needed. They even exchange programs 

or programming tricks through the paper tape reader.

If during data transfer or correction some files are open 

they are easily erased or damaged if the Central Site 

breaks down. Therefore it is worth while to make copies 

of important files. It is much easier to up-date yesterday 

’•standby" copy than to start again from scratch.

It is not practicable to train all sites to recognise rare 

error messages or to teach every little trick to those new 

to remote processing. It is much more profitable to ask 

for advice from the more experienced sites as the problems 

arise one by one. Sometimes getting together and talking 

over things in a "user’s club" may-be very profitable.

I am convinced that all those working in such a network 

have very much in common and they have many experiences 

worth exchanging even if some of them work in Medicine 

while others in Astronomy.
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