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## ABSTRACT

In this paper we propose an efficient statistical method for estimating the moments of the secondary $\gamma$ multiplicity distribution in high energy bubble chamber processes. Our method requires relatively small statistics, even if the detection losses are considerable, as it is demonstrated by calculating the dispersion of the secondary $\pi^{0}$ multiplicity distribution from 1200 events with a detection probability of about $25 \%$ for $\gamma^{\prime}$ s.

## АННОТАЦИЯ

В настоящей статье предлогается эффективный статистический метод для оценки моментов распределения по множественности вторичных $\gamma$-квантов в реакциях происходящих в пузырьковых камерах. Этот метод требует относительно небольшую статистику даже в случае заметных потер регистрации,как доказывается вычислением дисперсии распределения по множественности вторичных $\pi^{0}$-мезонов из 1200 событий при вероятности регистрации около $25 \%-$ ов для $\gamma$-квантов.

## KIVONAT

E cikkben egy hatékony módszert mutatunk nagyenergiáju buborékkamrás reakciơk szekunder $\gamma$ multiplicitásmomentumainak becslésére. E módszer viszonylag kis eseményszámot igényel még számottevô detektálási veszteségeknél is. Ezt megmutatjuk a szekunder $\pi$ O multiplicitáseloszlás szórásának meghatározásával 1200 eseménybỡ $25 \%$ körüli $\gamma$ detektálási valószinüség mellett.

## I. INTRODUCTION

This work was stimulated by the methodical difficulties due to the low efficiency of the measurements of neutral particles in bubble chambers [1].

The neutral secondary particles are mostly $\gamma$ 's emerging from the decays of neutral pions. In order to take into account the detection losses, the probability $\omega$ of the $\mathrm{e}^{+} \mathrm{e}^{-}$pair creation in the fiducial volume has to be defined for each secondary $\gamma$ particle:

$$
\omega=I-\exp \left(-I_{\max } / L\right)
$$

where $L$ is the radiation length in the liquid of the chamber, $L_{\text {max }}$ is the distance between the interaction vertex and the boundary of the fiducial volume measured in the direction of the momentum of the $\gamma$. In the literature, usually the conversion weight

$$
W=1 / \omega
$$

is used instead of $w$.
In this paper we will investigate, what kind of conclusions can be made concerning the original multiplicity distribution of $\gamma$ secondaries based on the conversion weights of the detected $\gamma$ 's. There are several works dealing with this problem e.g. Ref. 2, but their methods have not come into general use because of the particular conditions they require. Our method works without any unnatural assumption.

In part II we consider a simplified model and show the possibility of estimating multiplicity moments even for considerable detection losses. In part III we present and prove a new method for estimating the binomial moments of the secondary $\gamma$ multiplicity distribution from the conversion weights. In part IV some results on $\pi^{0}$ multiplicity distribution are presented. It is the first time that these $\pi^{0}$ multiplicity moments have been obtained in a model independent way, merely analysing a sample of data of 1200 bubble chamber $\pi^{-\quad} p$ events at $40 \mathrm{GeV} / \mathrm{c}$ incident $\pi^{-}$momentum.

## II. A SIMPLIFIED TREATEMENT: $\omega=$ const

In order to find a well estimable set of quantities characterizing the multiplicity distribution, in this Section we investigate the simple case when $\omega$ is constant.

Let $p_{n}$ be the probability that a source of a certain kind emits $n$ signals at a given instant. Let our detector system detect a single aignal with probability $\omega$, independently of the other n-l signals. Then the measured multiplicity $\bar{n}$ has a distribution $\bar{p}_{\bar{n}}$ which is related to $p_{n}$ as follows:

$$
\bar{p}_{\bar{n}}=\sum_{n \geqslant n} p_{n} \cdot\left(\frac{n}{n}\right) \omega^{\bar{n}}(1-\omega)^{n-\bar{n}}
$$

/II.I/
We can measure the distribution of $\bar{n}$, and in this way estimate the $\bar{p}_{\bar{n}}$ 's. If in $N$ experiments the multiplicity $\bar{n}$ is observed $N_{n}$ times then

$$
\bar{p}_{\bar{n}}=\lim _{\bar{N} \rightarrow \infty} \frac{N_{\bar{n}}}{\bar{N}}
$$

$$
/ I I .2 /
$$

Our aim is to determine the properties of the original distribution $p_{n}$ knowing the efficiency $\omega$ of the detection. By a simple algebraic inversion of eq. /II.l/ we get:

$$
p_{n}=\sum_{\bar{n} \geqq n} \bar{p}_{\bar{n}}\binom{\bar{n}}{n}\left(\frac{1}{\omega}\right)^{n}\left(1-\frac{1}{\omega}\right)^{\tilde{n}-n}
$$

Using eq. /II.2/ this can be written in terms of the directly measured quantities:

$$
p_{n}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{\bar{n}=n} \mathbb{N}_{n}\binom{\bar{n}}{n}\left(\frac{1}{\omega}\right)^{n}\left(1-\frac{1}{\omega}\right)^{\bar{n}-n}
$$

/II.4/
For $n=0$ the above formula gives:

$$
\mathrm{p}_{0}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{\bar{n}=0}^{\infty} N_{\bar{n}}\left(1-\frac{1}{\omega}\right)^{\bar{n}}
$$

The formula /II.4/ gives the distribution $p_{n}$ in the limit $N \rightarrow \infty$ but we have to calculate the necessary minimal value of $N$ for a fixed confidence level.

As a well computable example let us consider the Poisson distribution:

$$
p_{n}=e^{-\lambda} \frac{\lambda^{n}}{n!}
$$

Therefore the distribution of $\bar{n}$ will be again a Poisson one but with an average value decreased by $\omega$ :

$$
\bar{p}_{\bar{n}}=e^{-\lambda \omega(\lambda \omega)^{\bar{n}}} \frac{\overline{\mathrm{n}}!}{}
$$

/II.7/
In this case we can compute the error of the estimation of $p_{0}$ to be
$\left(\Delta p_{0}\right)^{2} \approx \frac{1}{N^{2}} \sum_{\bar{n}=0}^{\infty} N_{\bar{n}}\left(1-\frac{1}{\omega}\right)^{2 \bar{n}} \approx \frac{1}{N} e^{-\omega \lambda} \sum_{\bar{n}=0} \frac{(\omega \lambda)^{\bar{n}}}{\bar{n}!}\left(1-\frac{1}{\omega}\right)^{2 \bar{n}}=\frac{1}{N} \exp \left(\frac{\lambda}{\omega}-2 \lambda\right)$.
/II.8/
If we keep $\Delta p_{0}$ fixed, the required statistics $N$ varies with the efficiency $\omega$ as follows:

$$
N \approx\left(\frac{p_{0}}{\Delta p_{0}}\right)^{2} \cdot \exp \frac{\lambda}{\omega}
$$

It can be seen that eq. /II. $3-5 /$ cannot be used for small value of $\omega$ because $N$ depends exponentially on $\omega^{-1}$.

However what could be said about the distribution of $n$ if the statistics $N$ is too small to derive the $p_{n}$ probabilities?

Let $\mathrm{B}_{\mathrm{k}}$ denote the k th binomial moment of the distribution $\mathrm{p}_{\mathrm{n}}$ :

$$
B_{k}=\sum_{n \geqslant k} p_{n}\binom{n}{k}
$$

/II.10/
Let $B_{k}$ be the same for the distribution $\bar{p} \bar{n}$ :

$$
\overrightarrow{\mathrm{B}}_{\mathrm{k}}=\sum_{\overline{\mathrm{n}} \geqslant \mathrm{k}} \overline{\mathrm{p}}_{\overline{\mathrm{n}}}\binom{\bar{n}}{\mathrm{k}}
$$

Using eq. /II.I/ and the properties of the binomial coefficients we obtain the following formulae:

$$
\begin{array}{ll}
\overline{\mathrm{B}}_{k}=\omega^{k} \cdot B_{k} \quad, & / I I .12 / \\
B_{k}=\frac{1}{\omega^{k}} \bar{B}_{k}=\frac{\lim _{N \rightarrow \infty}}{} \frac{1}{\omega^{k} N} \sum_{\bar{n} \geqslant k} \mathbb{N}_{\bar{n}}\binom{\bar{n}}{k} \quad . \quad / I I .13 /
\end{array}
$$

They relate the "measured" and the "true" moments $\bar{B}_{k}, B_{k}$ in a quite simple way.

Let us discuss the error of the estimation of $\mathrm{B}_{\mathrm{k}}$. From eq. /II.l3/ the error of the estimation can be written as:

$$
\left(\Delta B_{k}\right)^{2} \approx \frac{1}{\omega^{2 k} N^{2}} \sum_{\bar{n} \geqslant k} N_{\bar{n}}\binom{\bar{n}}{k}^{2} \approx \frac{1}{N} \frac{e^{-\omega \lambda}}{\omega^{2 k}} \sum_{\bar{n} \geqslant k} \frac{(\omega \lambda)^{\bar{n}}}{\bar{n}!}\binom{\bar{n}}{k}^{2} .
$$

Therefore we can conclude that the required statistics $N$ has a power-like rise with $\omega^{-1}$ if $\omega$ goes to 0 :
$N \sim\left(\frac{1}{\omega}\right)^{k} \quad$.
/II.15/

This fact makes it possible to obtain good estimation for the $\mathrm{B}_{\mathrm{k}}{ }^{\prime} \mathrm{s}$ /if $k$ is not too large/ even if $\omega$ is much less than unity and thus the $p_{n}$ 's cannot be eatimated.

## III. DESCRIPTION OF THE GENERAL METHOD FOR

ESTIMATING THE BINOMIAL MOMENTS / $\omega$ 中const/
Considering $N$ high energy events of a given type let $\vec{n}^{(\alpha)}$ be the number of the detected secondary $\gamma^{\prime}$ s in the $\alpha^{\prime}$ th event $/ \alpha=1,2, \ldots, N /$, and $W_{r}^{(\alpha)} / x=1,2, \ldots, \bar{n}^{(\alpha)}$ the conversion weights of the detected $\gamma^{\prime} s$, see eqs./I.1-2/.

The $k$ th binomial moment of the true multiplicity distribution of the $\gamma^{\prime} s$ can be estimated by the following generalization of the formula /II. 13/:

$$
B_{k}=\lim _{N \rightarrow \infty} \frac{I}{N} \sum_{\alpha=1}^{N}\left(\sum_{\binom{\bar{n}(\alpha)}{k}} W_{i_{1}}^{(\alpha)} W_{i_{2}}^{(\alpha)} \ldots W_{i_{k}}^{(\alpha)}\right)
$$

/III.1/
where the symbol $\sum_{\binom{\bar{n}}{k}}$ stands for the summation for all the $\binom{\bar{n}}{k}$ different set of indices $i_{r} / r=1,2, \ldots, \bar{n} /$. The meaning of the right-hand side of eq. /III.1/ is the following: for the $\alpha^{\prime}$ th event with the measured values $\overline{\mathrm{n}}^{(\alpha)}$, $W_{1}^{(\alpha)}, W_{2}^{(\alpha)}, \ldots, W_{n}^{(\alpha)} ; / \alpha=1,2, \ldots, N /$ in which $\bar{n}^{(\alpha)} \geqslant k$ sum up all the $\binom{\bar{n}_{k}^{(\alpha)}}{k}$ different products of the $W_{r}$ 's of number $k$ and average over the $N$ events. Eq. /III.I/ can be written in a more compact form:

$$
B_{k}=\left\langle\sum_{\binom{\bar{n}}{k}} w_{i_{1}} w_{i_{2}} \ldots w_{i_{k}}\right\rangle
$$

/III.2/
where the bracket denotes the sample mean.
Proof: Introducing a distribution function $\varphi$ of the multiplicity $n$ and weights $W_{1}, W_{2}, \ldots, W_{n}$ of all secondary $\gamma$ 's; these have either been actually detected or not. We choose the following normalization:

$$
\int \varphi_{n}\left(w_{1}, \ldots, w_{n}\right) d w_{1} \ldots d w_{n}=n!p_{n}
$$

Note that $\varphi$ is a symmetric function.

Let us define the distribution function $\bar{\varphi}$ of the multiplicity and weights of the detected $\gamma$ 's and choose the normalization as follows:

$$
\int \bar{\varphi}_{\bar{n}}\left(w_{1}, \ldots, w_{n}\right) d w_{1} \ldots d w_{n}=\bar{n}!\bar{p}_{\bar{n}}
$$

The relation between the two distributions is given by
$\bar{\varphi}_{\bar{n}}\left(w_{1}, \ldots, w_{\bar{n}}\right)=\sum_{n \geqslant \bar{n}} \frac{1}{(n-\bar{n})!} \int \varphi_{n}\left(w_{1}, \ldots, w_{n}\right) \omega_{1} \ldots \omega_{n}\left(1-w_{\bar{n}+1}\right) d w_{\bar{n}+1} \ldots\left(1-w_{n}\right) d w_{n}$ /III.5/
Introduce two further distribution functions, the somcalled inclusive distributions of order $k[3]$ :

$$
\begin{aligned}
& f_{k}\left(w_{1}, \ldots, w_{k}\right)=\sum_{n \geqslant k} \frac{1}{(n-k)!} \int \varphi_{n}\left(w_{1}, \ldots, w_{n}\right) d w_{k+1} \ldots d w_{n} \quad, \quad / I I I .6 / \\
& \bar{f}_{k}\left(w_{1}, \ldots, w_{k}\right)=\sum_{\bar{n} \geqslant k} \frac{1}{(\bar{n}-k)!} \int \bar{\varphi}_{\vec{n}}\left(w_{1}, \ldots, w_{\vec{n}}\right) d w_{k+1} \ldots d W_{\vec{n}} \quad, \quad / I I I .7 /
\end{aligned}
$$

Using /III.5/ the following relation between $f_{k}$ and $\vec{f}_{k}$ can be proved [4]:

$$
f_{k}\left(W_{1}, \ldots, W_{k}\right)=W_{1} W_{2} \ldots W_{k} \cdot \vec{f}_{k}\left(W_{1}, \ldots, W_{k}\right) \quad \text { /III.8/ }
$$

Using the definition /II.IO/ of the binomial moment $B_{k}$ and also eqs. /III. 3,6,8/ we get for $\mathrm{B}_{\mathrm{k}}$ :
$B_{k}=\frac{1}{k!} \int f_{k}\left(W_{1}, \ldots, W_{k}\right) d W_{1} \ldots d W_{k}=\frac{1}{k!} \int W_{1} W_{2} \ldots W_{k} \cdot \vec{f}_{k}\left(W_{1}, \ldots, W_{k}\right) d W_{1} \ldots d W_{k} \quad$ / /III.9/
This latter expression is nothing else but the experimental mean /III.2/.

## IV. APPLICATION FOR DERIVING THE $\pi^{\circ}$ MULTIPLICITY MOMENTS

The method presented above seems to be adequate to determine the moments of neutral pion multiplicity distribution in bubble chamber experiments. Starting with the assumption that all $\gamma$ 's are coming from the decays $\pi^{0} \rightarrow \gamma \gamma$ the $\pi^{0}$ multiplicity moments can be related to those of the $\gamma^{\prime} s$. For example the dispersion $D$ of the $\pi^{0}$ multiplicity distribution can be obtained as follows:

$$
\mathrm{D}=\frac{1}{2} \mathrm{~B}_{2}+\frac{1}{4} \mathrm{~B}_{1}-\frac{1}{4} \mathrm{~B}_{1}^{2}
$$

The method has been tested on the data of $1200 \pi^{-} p$ events at 40 $\mathrm{GeV} / \mathrm{c}$ incident $\pi^{-}$momentum. In this experiment the mean efficiency of the $\gamma$ detection was $25 \%$ and so the average value of conversion weights is about 4 [1].

In Ref. 5 we have derived the dispersion $D$ of the $\pi^{0}$ multiplicity distribution for all events and for the events of fixed number of charged secondaries $/ \mathrm{n}_{\mathrm{ch}} /$ :

| $\mathrm{n}_{\text {ch }}$ | D |
| :--- | :---: |
| 2 | $1.30 \pm 0.25$ |
| 4 | $1.50 \pm 0.20$ |
| 6 | $1.65 \pm 0.25$ |
| 8 | $1.40 \pm 0.35$ |
| all events | $1.51 \pm 0.08$ |

In spite of the relatively poor statistics the accuracy achieved in calculating the second moments is satisfactory. This indicates that it would be worthwhile to apply our method on a larger statistics of events in order to obtain model selective results.

## V. CONCLUSION

An efficient statistical method for estimating the moments of the secondary $\gamma$ multiplicity distribution in high energy processes has been proposed. Having tested the method on 1200 bubble chamber events it is the first time that the dispersion of the secondary $\pi^{0}$ multiplicity distribution has been derived from experimental data without any restrictions previously imposed. Using a larger statistics of events model selective results could be obtained.
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