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FOREWORD TO THE ENGLISH EDITION

by Dennis Gabor

By dedicated effort, extended over many years, the two authors of this book have produced what is so far the most comprehensive treatise on a field of great technological importance. The significance of space-charge was first understood 70 years ago, when Child and Langmuir demonstrated that it was this effect which limited the flow of electrons in high vacua and determined the characteristics of electron valves. Electron beams became of importance twenty years later, first in television tubes, later in beam devices for microwaves and more recently as technological tools for the melting, welding and drilling of refractory materials. The most recent achievement of electron beam machining is the long-playing television record, which could never have been produced by mechanical means.

The theoretical treatment of space-charge problems was hampered from the start by considerable mathematical difficulties. It led to non-linear partial differential equations which could be analytically solved only in some special, mostly trivial cases. The researchers had to use tedious series expansions, or they resorted to analogue models, some of them very ingenious. The advent of the digital computer finally solved these difficulties, though at the cost of physical insight. There is hardly a numerical electron space-charge problem that could not be set up on a computer, but the computer tells one only what it is asked; it seldom gives inspiration for new, creative improvements. But it is just as well that it still leaves room for the inventive human brain.

Vast as the work is that has been already done, it is by no means finished. Ion beams would be superior to electron beams for many purposes of micromachining, but ion beam sources are still far from perfection. Electron beams too ought to be taken to a higher level of power for purposes such as X-ray lasers and perhaps also for hydrogen fusion. Hundreds of kiloamperes have been already produced in beams for nanoseconds, but this is probably only a beginning.

In summarising their own and other people's research in this impressive volume, the authors have done admirable work. It is particularly welcome that they are giving to the West, for the first time, a comprehensive survey of the vast work which has been done in this field in the USSR. I hope that their work will receive the appreciation which it deserves.

London

[Signature]
AUTHORS’ PREFACE
TO THE ENGLISH EDITION

The effects of space-charge are of principal importance in a number of devices, therefore space-charge optics has come into prominence in research work. Development of the different branches of science does not proceed at the same rate. Research on electron and ion optics developed rapidly, but it is obvious that its development has suffered as research on solid materials has come into prominence in the recent past. However, this situation has become advantageous. Research on solid materials, as well as the problems of semi-conductor and integrated circuits’ production demanded the utilisation of electron and ion technologies as well as different electron and ion beam devices for measurements and analyses. Nowadays, the development of technology and the devices for analyses and measurements is one of the important industrial and scientific research tasks.

Electron and ion beam technologies serve as bases for many branches of industry, whereas in materials science they are irreplaceable for analysis and measurement. These technological and measuring devices were already of great importance when the Hungarian edition of this book was published. Since that time they have become much more significant and may be found in all fields of technical and scientific life. The authors have, therefore, not listed all the fields of applications.

Six years have passed since the Hungarian edition of the book was published and since that time many new results have been obtained and published, e.g. Kirstein, P. T.-Kino, G. S.-Waters, W. E.: Space-Charge Flow, McGraw-Hill, New York, 1967; (Sushkov, A. D.-Molokovskiy, S. I.) СУШКОВ, А. Д.—МОЛОКОВСКИЙ, С. И.: Интенсивные электронные и ионные пучки (High-density Electron and Ion Beams), Энергия, Ленинград, 1972. This in itself proves the importance and timeliness of this field of science.

With the above comments in mind, together with a number of other facts, it can be stated that electron and ion optics belong to the fundamental sciences.

As background information we enumerate some viewpoints that were taken into consideration when collecting materials and writing this book. Some chapters of the English edition have been enlarged and considerably more references have been given in this edition. The very large number of papers needed very careful selection and evaluation, as well as some compression of the subject matter. An endeavour was made to select materials of permanent value when completing both this and the Hungarian version. We have also enlarged the index to a considerable extent.

Formerly—mainly in the field of technical sciences—on grounds of
experience it was necessary to put the laws of nature into simpler words. Ingenious approximations were resorted to so that the necessary calculations could be carried out. Today more exact formulations are required and they can be arrived at more easily by the help of computers. We endeavoured to consider all these requirements and to determine the limits of validity in most of the fundamental cases.

Nowadays, apart from the formation of complex sciences, as technology and research become more specialised and probe more and more deeply in the selected field, such a monograph, covering a comparatively narrow field, is of increasing importance. It is felt that this monograph will be most useful if it were to become available to readers everywhere and, in our opinion, the English edition of this book is likely to be a great help in achieving this aim.

The present book includes the authors' own results as well, and as with the Hungarian edition these are not mentioned in the preface. Nonetheless they may be easily found, as these results are discussed in more than 30 paragraphs.

On the occasion of the publication of the English edition, the authors wish to commemorate the late Dr. E. Winter, Academician, who is considered as one of the initiators and originators of the research work in Hungary in the field of electron and space-charge optics.

We wish to express our gratitude to Prof. D. Gabor F. R. S., for his kind interest in our book. This is of special value for us as it is he who has solved many of the fundamental problems in the field of space-charge optics.

The authors are aware that a number of themes, e.g. thermal velocities, high-velocity flows, were not able to be included in the present work, but they hope that their research in the above-mentioned fields will be published in the future. Then possibly, the needs of those who found this introduction useful will be satisfied.

The authors
During recent years, employment of various branches of electron optics has increasingly gained ground in Hungary. Though Elektronoptika ( Electron Optics) by V. M. Kelman and S. Ya. Yavor in 1965 gave the basic concepts and a thorough coverage of numerous fields of application, discussion of the problems associated with the generation and focusing of high-current-density electron beams is still required in Hungary.

The major fields employing space-charge optics embrace the solution of problems arising in the manufacture of microwave oscillator and amplifier valves, devices employing electron technology (heat treatment, welding, drilling, cutting, etc.) and vacuum metallurgy (melting, refining, alloying) and the solution of certain problems inherent in semiconductor technology, production of materials with specific properties, high frequency power transmission without transmission lines, etc. The advanced stage of development of the Hungarian industry is indicated by the fact that the majority of the foregoing fields are already routine practice in Hungary.

Development in most of the fields mentioned shows a growing trend: thus in Hungary the necessity exists for specialised books dealing with the bases of space-charge optics, enabling a study of the pertinent problems. We have endeavoured to compile a work aimed at satisfying these requirements, and as a starting point for the solution of unsolved problems.

There are very few books dealing with this topic in specialised foreign literature. In his book Theory and Design of Electron Beams J. R. Pierce endeavoured to summarise the field, when (1949 and 1954) the solution of many problems was still inadequate and thus the book may be considered rather as a reference book. N. S. Zinchenko in Курс лекций по электронной оптике (Course of Electron Optics) published in 1961, is essentially a review of the literature, without regard to uniformity. During the period while our manuscript was being prepared, some specialised books were published, in the Soviet Union including Электронные пушки (Electron Guns) by V. P. Taranenko (1964), Электронно-оптические системы приборов СВЧ (Electron Optical Systems for Microwave Devices) by S. I. Molokovskiy and A. D. Sushkov (1965) and Электронные пучки и электронные пушки (Electron Beams and Electron Guns) by I. V. Alyamovskiy (1966), which, as indicated by their titles, embrace the material of more clearly defined fields. From these works it is apparent that a unified treatment of the field was not aimed at. Nevertheless, the book by I. V. Alyamovskiy may be considered the most representative among those available in present-day literature.
Geometric space-charge optics deals with the optical properties of the multitude of paths of charged particles in cases when (space-charge) interaction between the particles may not be disregarded. The size of the present work does not permit treatment of the entire field of space-charge optics. The treatment is limited to the time-constant electric and magnetic field cases and to the investigation of electron motion in vacuum. Problems requiring consideration of relativistic effects are not dealt with, since such effects appear as factors of primary importance only in cases involving extremely high velocities. Reference to the effects of thermal velocities is only given in a few cases. Numerous references present a basis relative to these subject matters which are also not treated in the work.

With a view to practical application, our book—apart from the general fundamentals—aims at providing a detailed study of common cases of production and focusing of high current-density electron beams. In our treatment, we have started from the general fundamental theory and in all cases we have endeavoured to arrive at final formulae for practical design. We considered a uniform treatment founded upon basic equations as an important objective, since in this way it becomes possible to eliminate inconsistent results and thereby erroneous interpretations, and furthermore this method of treatment ensures a higher theoretical standard as well as added lucidity. This uniform method of treatment may involve certain errors. On the basis of experiences to be gained and opinions, refinement of the treatment will form one of our objectives in a possible second edition of this work. With special regard to the most frequent applications, the predominant part of the material discussed deals systematically with problems of space-charge optics to be solved by axially symmetric, plane symmetric and quadrupole fields. Cases extending beyond these serve mainly for widening the scope of applications.

The book comprises six chapters: those treating basic equations, space-charge flow and magnetic focusing (I, II and VI) are the works of Dr. Gyula András Nagy, while those dealing with electron guns, beam properties and electrostatic focusing (III, IV and V) are by Dr. Miklós Szilágyi. The book covers not only a very thorough elaboration of the literature—not to be found in such detail in any existing works—but also numerous original works (to give a detailed list of these is not considered necessary).

We express our thanks to Dr. Ernő Winter, Member of the Hungarian Academy of Sciences, who long ago recognised the importance of the field and whose constant support enabled the publication of our work.

We express our thanks to J. R. Pierce, who kindly gave his consent to the use of certain figures of his above-mentioned book.

*The Authors*
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I. BASIC RELATIONSHIPS AND METHODS

GYULA ANDRÁS NAGY

The book treats the sections of classical geometric electron optics dealing with the effects of space-charge, primarily those of basic and applied significance. The basic equations required for this discussion are compiled in the chapter. No less an important objective of the chapter is a discussion of the ideas associated with the various problem groups of the field, and treatment of the most important methods formed for dealing with these problems.

The electric-magnetic field is considered as time-constant, and therefore the simpler variant of the Maxwell's equations relating to this case is discussed. The motions (paths) occurring in the electric-magnetic field are investigated only in cases where Newton's equations apply, and hence only the lower velocity motions (υ < 10^4 m/s; the range of non-relativistic velocities) are discussed [34, 73, 157].

(A) TIME-CONSTANT ELECTRIC-MAGNETIC FIELD

1. MAXWELL'S EQUATIONS

Maxwell's equations are used for determination of the electric-magnetic field. The matter under discussion involves space-charge effects which cannot be neglected, and therefore space-charge must also appear in Maxwell's equations. Our equations are as follows [78, 126, 156]

\[
\text{curl } E = 0 \\
\text{div } E = \frac{1}{\varepsilon_0} \rho \\
\text{curl } B = \mu_0 \varepsilon_0 \mathbf{r} \\
\text{div } B = 0
\]

1.1 \hspace{3cm} 1.2 \hspace{3cm} 1.3 \hspace{3cm} 1.4

By using D and H in equations 1.2 and 1.3, the physical significance is emphasised [145]. The force action, however, is expressed by E and B, hence preference is given to these field characteristics [146].

The meanings and dimensions of the notations used in the equations are as usual:

- **E** = electric field strength (V m\(^{-1}\));
- **B** = magnetic induction (Vs m\(^{-2}\));
- \(\varepsilon_0\) = 8.8542 × 10\(^{-12}\) As V\(^{-1}\)m\(^{-1}\), dielectric constant of free space;
- \(\mu_0\) = 1.2566 Vs A\(^{-1}\)m\(^{-1}\), permeability of free space;
- \(\rho\) = volumetric charge density or simply space-charge (As m\(^{-3}\));
- \(\mathbf{r}\) = space-charge flow velocity (ms\(^{-1}\)).
The term $\rho \mathbf{r}$ appearing in equation 1.3 represents current density and is denoted by $j$. Therefore

$$j = \rho \mathbf{r}$$

1.5

Current density is measured in Am$^{-2}$ units.

With knowledge of the space-charge $q$ appearing in the equations, the charge $q$ in a finite, or infinite, space part can be calculated. The calculation represents the volume integration of the space-charge over the part of space in question

$$q = \int \rho dV$$

1.6

The meaning of $q$ in equation 1.6 is therefore: $q =$ electric charge (As).

In the following discussion, though the electron appears as a point-like particle with charge (and mass), the material discussed is also applicable to ions. The electronic charge is

$$q = -e$$

1.7

where the value of $e$ (positive quantity) is [164, 166, 167]

$$e = 1.6019 \times 10^{-19} \text{ As}$$

1.8

Note: (i) Other equations may be used in place of 1.1, 1.2, 1.3, 1.4. Their introduction is justified by the fact that these may be used for investigations performed with approximative calculations.

Let us consider the following identity

$$\Delta \mathbf{y} = \text{grad} \text{ div} \mathbf{y} - \text{curl} \text{ curl}$$

1.9

Substituting equations 1.1 and 1.2 into 1.9 we obtain

$$\Delta \mathbf{E} = \frac{1}{\varepsilon_0} \text{grad} \rho$$

1.10

Now substitute equations 1.3 and 1.4 into 1.9

$$\Delta \mathbf{B} = -\mu_0 \text{ curl} \rho \mathbf{r}$$

1.11

1.10 and 1.11 being the required equations.

(ii) From the identity of

$$\text{div} \text{ curl} \mathbf{B} = 0$$

1.12

and from 1.3, it follows that

$$\text{div} (\rho \mathbf{r}) = 0$$

1.13

(iii) In all space-charge optics problems discussed in this book, the electric and magnetic fields do not vary with time; consequently, electric and magnetic fields are independent of each other. With primary reference to the equation $j = \gamma (\mathbf{E} + \mathbf{E}_0)$ inter-dependency of the fields is discussed in the literature. In his article [125], starting from energetic bases, the author proves the independency of the fields.
2. ELECTRIC-MAGNETIC POTENTIALS

Equations 1.1, 1.2, 1.3 and 1.4 are now available as axioms of the electric-magnetic field. These may be applied to actual and practical problems if we are able to produce the necessary solutions.

Potential theory deals with the solution of Maxwell's (and other partial) equations. Before we turn to the description of the solution, we introduce the potential functions [28, 145, 149].

Two unknown vector functions, \( \mathbf{E} \) and \( \mathbf{B} \) figure in Maxwell's equations. The functions \( \rho \) and \( \mathbf{r} \), and constants \( \varepsilon_0 \) and \( \mu_0 \) are assumed known. From the structure of the equations and from physical considerations (see note iii at the end of §1), it may be ascertained that \( \mathbf{E} \) and \( \mathbf{B} \) are independent. Thus, solution of \( \mathbf{E} \) and \( \mathbf{B} \) may be sought separately.

(a) The scalar potential

Let us first consider the determination of \( \mathbf{E} \) and the introduction of the scalar potential.

Equations 1.1 and 1.2 determine the three components of \( \mathbf{E} \), their determination, however, requires the solution of a complicated system of equations. The determination of \( \mathbf{E} \) may be reduced to the determination of one single unknown function instead of three. On the other hand, the newly introduced function involves the solution of a second-order differential equation while the differential equation relating to the three components of \( \mathbf{E} \) are of first order.

Let us denote the scalar potential by \( \varphi \). The field strength of \( \mathbf{E} \) is derived from \( \varphi \) by

\[
\mathbf{E} = - \nabla \varphi \tag{2.1}
\]

In accordance with 2.1 the three components of \( \mathbf{E} \) are obtained from the introduced \( \varphi \) (apart from a constant eliminated during differentiation). Now the differential equation determining \( \varphi \) is to be derived, taking into consideration that \( \mathbf{E} \) derived therefrom must satisfy equations 1.1 and 1.2.

Equation 1.1 is satisfied, in an identical way, since

\[
\text{curl } \mathbf{E} = \text{curl}(-\nabla \varphi) = 0 \tag{2.2}
\]

Equation 1.2 is satisfied by giving with its aid the differential equation referring to \( \varphi \)

\[
\text{div } \mathbf{E} = \text{div}(-\nabla \varphi) = \frac{1}{\varepsilon_0} \varphi \tag{2.3}
\]

Equation 2.3 may be written in a different form

\[
\Delta \varphi = - \frac{1}{\varepsilon_0} \varphi \tag{2.4}
\]

Equation 2.4 is known also as Poisson's differential equation.

The newly introduced quantity is therefore: \( \varphi \) potential (V).
(b) The vector potential

Secondly, we shall deal with the determination of $\mathbf{B}$, and with the introduction of the vector potential.

Although the system of equations 1.3 and 1.4 determines the three components of $\mathbf{B}$, the three unknown functions are to be determined in such a manner that they satisfy a system consisting of four equations. Instead of this, the determination of $\mathbf{B}$ is reduced to the determination of a vector function which satisfies only one vectorial differential equation. Again, this introduces a function involving the solution of a system of second-order differential equations, while the system of differential equations determining $\mathbf{B}$ involves only first-order equations.

Let us denote the vector potential as $\mathbf{A}$. Field strength $\mathbf{B}$ is derived from $\mathbf{A}$ by

$$\mathbf{B} = \text{curl } \mathbf{A}$$

According to equation 2.5 the three components of $\mathbf{B}$ can be obtained from $\mathbf{A}$ if (i) one constant vector is eliminated by the differentiation, and (ii) the divergence of $\mathbf{A}$ is disregarded. This means we may choose $\mathbf{A}$ at will since the divergence of $\mathbf{A}$ plays no role in the generation of $\mathbf{B}$. For the sake of simplicity, let

$$\text{div } \mathbf{A} = 0$$

It remains to derive the differential equation determining $\mathbf{A}$ in such a way that $\mathbf{B}$ will satisfy equations 1.3 and 1.4.

Equation 1.4 is identically satisfied since

$$\text{div } \mathbf{B} = \text{div } \text{curl } \mathbf{A} = 0$$

Equation 1.3 is satisfied in such a way that using it the differential equation referring to $\mathbf{A}$ is given as

$$\text{curl } \mathbf{B} = \text{curl } \text{curl } \mathbf{A} = \mu_0 \varphi \hat{r}$$

Considering the identity

$$\text{curl } \text{curl } \mathbf{A} \equiv \text{grad } \text{div } \mathbf{A} - \Delta \mathbf{A}$$

and rearranging equations 2.6, and 2.8 we get

$$\Delta \mathbf{A} = - \mu_0 \varphi \hat{r}$$

This is Poisson's vector differential equation.

The latest introduced quantity is therefore: A vector potential (Vs $\text{m}^{-1}$).

Note: Vector $\mathbf{A}$ is undetermined not only to the extent of one constant vector, but also to that of a fairly optional function. Consider

$$\mathbf{A} = \mathbf{C} + A_0 + \text{grad } \varphi$$
Now, let us determine the derivatives
\[ \text{curl} \, \mathbf{A} = \text{curl} \, \mathbf{A}_0 = \mathbf{B} \]  
2.12

since
\[ \text{curl} \, \mathbf{C} = 0 \]  
2.13
and
\[ \text{curl} \, \nabla \varphi = 0 \]  
2.14

Thus, the value and derivation of \( \mathbf{B} \) remain unaltered.

Furthermore
\[ \text{div} \, \mathbf{A} = \text{div} \, \mathbf{A}_0 + \Delta \varphi = 0 \]  
2.15

since
\[ \text{div} \, \mathbf{C} = 0 \]  
2.16

Therefore, \( \mathbf{A} \) remains divergence-free.

As a result, the 'fairly optional function' satisfies the following equation
\[ \Delta \varphi = -\text{div} \, \mathbf{A}_0 \]

3. EXACT SOLUTION OF THE POTENTIAL EQUATIONS
BY THE USE OF QUADRATURES

We shall now solve equation 2.4 relating to \( \varphi \) and equation 2.10 relating to \( \mathbf{A} \), in the case of the latter taking into consideration the supplementary condition 2.6 [28, 156].

Similarly with the ordinary differential equations, supplementary conditions are necessary for the solution of partial differential equations, if a single solution is to be chosen from the general solution. The supplementary conditions belonging to the next differential equations are called boundary conditions.

(a) Electric field

We will first deal with the solution of equation 2.4 referring to \( \varphi \).

The boundary conditions relative to equation 2.4 are as follows
\[ \varphi = \varphi_p \]  
3.1
\[ \nabla \varphi = -\mathbf{E}_p \]  
3.2

The boundary conditions \( \varphi_p \) and \( -\mathbf{E}_p \) are the values of functions \( \varphi \) and \( \mathbf{E} \) taken on the closed surface surrounding the investigated space section.

Note: Boundary conditions 3.1 and 3.2 must contain no contradictions: they are compatible. In special cases of unique solution, either the one or the other boundary condition is necessary. The boundary problem relating to the linear combination of the two boundary conditions can also be solved [25, 26, 94, 95, 122, 123].
We are not detailing the derivation known from the literature \([28, 146]\) and only the results are given. Solution of the differential equation relating to \(\varphi\) with the boundary conditions is as follows

\[
q(r) = \frac{1}{4\pi \varepsilon_0} \int_\mathcal{V} \frac{\varphi(r_0)}{|r - r_0|} \, dv_0 - \frac{1}{4\pi} \int_\mathcal{F} \frac{\varphi_p(r_0)(r - r_0)}{|r - r_0|^3} \cdot df_0 - \frac{1}{4\pi} \int_\mathcal{F} \frac{E_p(r_0)}{|r - r_0|} \cdot df_0
\]

In order to avoid misunderstandings we point out that the space points in which the potential values are sought are denoted by \(r\), varying values of the integration variable marked as \(r_0\) cover the definition regions of firstly \(\varphi\), secondly \(\varphi_p\) and thirdly \(E_p\). The definition region of \(\varphi\) is a volume within the investigated space section or possibly a resultant of several partial sections. The definition region of \(\varphi_p\) is the boundary surface of the investigated space section, or possibly several surface sections. The definition region of \(E_p\) is similar to the definition region of \(\varphi_p\).

Figure I.1 facilitates the comprehension of the symbols.

\[\text{(b) Magnetic field}\]

Secondly we deal with the solution of equation 2.10 relative to \(A\). The boundary conditions appertaining to equation 2.10 are the following

\[
A = A_p
\]

\[
\text{curl } A = B_p
\]

The boundary conditions \(A_p\) and \(B_p\) are the values of functions taken on the closed surface surrounding the investigated space section.
The derivation known from the literature \([28, 146, 156]\) is also not given here, only the results are reported. Solution of the differential equation relative to \(A\) with the boundary conditions

\[
A(r) = \frac{\mu_0}{4\pi} \int_V \frac{\varrho(r_0)}{|r - r_0|} \, dv_0 - \frac{1}{4\pi} \int \frac{[\mathbf{n} \cdot A_p(r_0)](r - r_0)}{|r - r_0|^3} \, df_0 - \\
- \frac{1}{4\pi} \int_F \frac{[\mathbf{n} \times A_p(r_0)] \times (r - r_0)}{|r - r_0|^3} \, df_0 - \frac{1}{4\pi} \int \frac{\mathbf{n} \times B_p(r_0)}{|r - r_0|} \, df_0 \tag{3.6}
\]

The remarks concerning the scalar potential case (also those concerning boundary conditions) are also valid here.

The symbols are of similar meanings to those used in the scalar potential formulae.

Note: The solutions of equations 1.1 and 1.2 and also 1.3 and 1.4 can be given directly, without introduction of the potentials \([28]\).

First let us write the formula relative to \(E\). The corresponding boundary condition is then

\[
E = E_p \tag{3.7}
\]

The boundary condition \(E_p\) is understood to be on the closed surface surrounded by the investigated space section.

The solution of the differential equation relative to \(E\), as appertaining to the boundary condition is therefore

\[
E(r) = \frac{1}{4\pi \varepsilon_0} \int_V \frac{\varrho(r_0)(r - r_0)}{|r - r_0|^3} \, dv_0 - \frac{1}{4\pi} \int_F \frac{[\mathbf{n} \cdot E_p(r_0)](r - r_0)}{|r - r_0|^3} \, df_0 - \\
- \frac{1}{4\pi} \int_F \frac{[\mathbf{n} \times E_p(r_0)] \times (r - r_0)}{|r - r_0|^3} \, df_0 \tag{3.8}
\]

Now let us write the formula relative to \(B\). The respective boundary condition is then

\[
B = B_p \tag{3.9}
\]

The boundary condition \(B_p\) is understood to be on the closed surface surrounded by the investigated space section.

The solution of the differential equation relative to \(B\), appertaining to the boundary condition is therefore

\[
B(r) = \frac{\mu_0}{4\pi} \int_V \frac{\varrho(r_0)(r - r_0)}{|r - r_0|^3} \, dv_0 - \frac{1}{4\pi} \int_F \frac{[\mathbf{n} \cdot B_p(r_0)](r - r_0)}{|r - r_0|^3} \, df_0 - \\
- \frac{1}{4\pi} \int_F \frac{[\mathbf{n} \times B_p(r_0)] \times (r - r_0)}{|r - r_0|^3} \, df_0 \tag{3.10}
\]

Formulae 3.8 and 3.10, and similarly 3.3 and 3.6 may be used for approximative computations.
4. EXACT SOLUTION OF THE POTENTIAL EQUATIONS
BY OTHER METHODS

The exact solution of the potential equations is possible not only by quadratures. Methods of separation of variables and the infinite series method form the most important and also the most readily accessible accurate methods of integrating the equations. These methods will be discussed later, in as much detail as possible. Further integrating methods will only be mentioned since the knowledge required for their application is not readily available. Among these, however, the method of variation must be emphasised, since the application of this method covers a wide field. The significance of the methods not mentioned is not considerable and these appear only in certain specific cases.

(a) Solution of Poisson’s equation

Before describing the integration methods to be dealt with later, some brief general information with regard to solution of Poisson’s equation may be obtained from the following.

Poisson’s partial differential equations occurring in this discussion of problems belong to the group of linear second-order inhomogeneous equations (1.10, 1.11, 2.4, 2.10, 5.11, 5.36, 6.11, 7.7, 7.28, 8.10, 8.17).

Let us denote the differential equation to be solved in the following manner

\[ DU = G \] 4.1

where \( D \) denotes the differential operator, \( U \) the function sought and \( G \) the inhomogeneity (or excitation). \( G = G(r) \), i.e. function of location.

In our case

\[ U = U_p \] 4.2

is the boundary condition which appertains to equation 4.1, enabling us to find a unique solution. \( U_p(r_0) \) is the function given on the surface surrounding the region.

The homogeneous equation corresponding to equation 4.1 is

\[ DU = 0 \] 4.3

Let the functions

\[ U = U_h(r), \quad h = 1, 2, \ldots \] 4.4

be the solutions of the homogeneous equation. The sum of these solutions formed with arbitrary constants \( C_h \)

\[ U = \sum_h C_h U_h(r) \] 4.5
is also solution of the homogeneous equation. If this is a function of one (or more) parameters, e.g. \( U_h(r, \lambda) \), then integral

\[
U = \int \lambda C(\lambda) U_h(r, \lambda) d\lambda
\]

is also a solution \([C(\lambda) \text{ is independent of } r]\). Let the function

\[
U = U_i(r)
\]

ibe a solution of the inhomogeneous equation. The use of function 4.7 gives the general solution of the inhomogeneous equation

\[
U = U_i + \sum_h C_h U_h
\]

When satisfying the boundary condition 4.2 one solution pertaining to a defined \( C_h \) series of values is selected from equation 4.8. If necessary for the solution of the actual task, the second term on the right-hand side of equation 4.8 should be substituted by the right-hand side expression of equation 4.6. In the usual manner we determine the solution of the homogeneous equation which satisfies the inhomogeneous boundary condition, and that solution of the inhomogeneous equation where the boundary value equals zero. We, therefore, solve the systems of equations

\[
DU_h = 0 \\
U_h = U_p
\]

and

\[
DU_i = G \\
U_i = 0
\]

If

\[
U = U_i + U_h
\]

then

\[
DU = DU_i + DU_h = G
\]

and on the boundary we have

\[
U = U_i + U_h = U_p
\]

The solution of \( U_i \) does not necessarily assume a value of zero on the boundary. However, in this case the boundary value prescribed for \( U_h \) must be modified by the boundary value of \( U_i \).

In accordance with this, the solution of space-charge (and current-density) problems leading to Poisson's differential equation is performed in the following manner [40, 41, 163]:

(i) We seek an arbitrary solution of Poisson's (inhomogeneous) equation which satisfies arbitrary boundary conditions.
(ii) We determine the modified boundary conditions.
(iii) We determine the general solution of Laplace's homogeneous equation, which satisfies the modified boundary conditions.

It will be seen that the determination of the general solution of the inhomogeneous equation is reduced to the determination of the general solution of the homogeneous equation. It is therefore understandable that the determination of the general solution of Laplace's equation is of fundamental importance.

Note: the boundary problem set forth is not the only one to occur in the solution of Poisson's equation. Construction of the solution in the case of the other boundary problems takes place on the model of the method described, with appropriate alterations.

(b) Separation of the variables

The most important exact method for the solution of potential equations representing partial differential equations is the method of separation of the variables.

In this method the partial differential equation is broken up into a system of ordinary differential equations. We, then, determine the solution of the ordinary differential equations. The solution is matched to the boundary conditions by an appropriate choice of the parameter system occurring during the decomposition.

The following are further important questions which arise in pursuing this method.

1) The specific geometrical features which are the characteristics of individual cases must certainly be exploited. The method of exploitation is the employment of the coordinate system taking into account the geometric characteristics, i.e. transformation of the variables. This group of problems is well known, and is therefore omitted in our discussions [122, 123].

2) It is necessary to ascertain whether the differential equation in the coordinate system employed can be separated into a system of ordinary differential equations.

3) It is necessary to ascertain whether the function given on the boundary can be expressed with the help of the function systems obtained as solution of ordinary differential equations; in other words, whether the boundary function can be expanded in series with the solution functions. See [25, 26] for the answer to this question.

Some pages are devoted to the conditions of separability, a subject which is not given in Hungarian literature [121].

A given partial differential expression can be reduced to a system of ordinary differential expressions only in defined coordinate systems [120].

We shall investigate the separability of Laplace's differential expression in the orthogonal coordinate system. Laplace's equation with the Lamé coefficients $h_i (i = 1, 2, 3)$ and the orthogonal coordinates $x_i (i = 1, 2, 3)$ [122, 123] is as follows

$$
\Delta q = \frac{1}{h_1 h_2 h_3} \left[ \frac{\partial}{\partial x_1} \left( h_2 h_3 \frac{\partial q}{\partial x_1} \right) + \frac{\partial}{\partial x_2} \left( h_3 h_1 \frac{\partial q}{\partial x_2} \right) \right] + \frac{\partial}{\partial x_3} \left( h_1 h_2 \frac{\partial q}{\partial x_3} \right)
$$
Notation of the product-form solution

\[ q(x_1, x_2, x_3) = X_1(x_1)X_2(x_2)X_3(x_3) \]  

Substituting 4.15 and dividing by \( \varphi \)

\[ \frac{1}{X_1} \frac{\partial}{\partial x_1} \left( \frac{h_2h_3}{h_1} \frac{\partial X_1}{\partial x_1} \right) + \frac{1}{X_2} \frac{\partial}{\partial x_2} \left( \frac{h_3h_1}{h_2} \frac{\partial X_2}{\partial x_2} \right) + \frac{1}{X_3} \frac{\partial}{\partial x_3} \left( \frac{h_1h_2}{h_3} \frac{\partial X_3}{\partial x_3} \right) = 0 \]  

Let

\[ \frac{h_2h_3}{h_1} = f_1(x_1)F_1(x_2, x_3) \]  
\[ \frac{h_3h_1}{h_2} = f_2(x_2)F_2(x_1, x_2) \]  
\[ \frac{h_1h_2}{h_3} = f_3(x_3)F_3(x_1, x_2) \]  

Substituting the above into 4.16 we obtain

\[ \frac{F_1}{X_1} \frac{\partial}{\partial x_1} \left( f_1 \frac{\partial X_1}{\partial x_1} \right) + \frac{F_2}{X_2} \frac{\partial}{\partial x_2} \left( f_2 \frac{\partial X_2}{\partial x_2} \right) + \frac{F_3}{X_3} \frac{\partial}{\partial x_3} \left( f_3 \frac{\partial X_3}{\partial x_3} \right) = 0 \]  

If the equation is separable, the solution functions \( X_i \) \( (i = 1, 2, 3) \) are dependent upon two constants arising during the separation \((f_1, f_2, f_3, F_1, F_2, F_3)\) are not dependent upon these constants, since these are characteristics of the chosen coordinate system). Separating one of the variables, using notation \( G \) for the various function relations arising during separation

\[ G_{1,2}(x_1, x_2) = G_3^+(x_3) = \lambda_1 \]  

whence

\[ G_{1,2}(x_1, x_2) = \lambda_1 \]  
\[ G_3(x_3, \lambda_1) = 0 \]  

The remaining two variables after separation

\[ G_1^+(x_1, \lambda_1) = G_2^+(x_2, \lambda_1) = \lambda_2 \]
whence

\[ G_1(x_1, \lambda_1, \lambda_2) = 0 \]  
\[ G_2(x_2, \lambda_1, \lambda_2) = 0 \]

Differentiating equation 4.20 with respect to \( \lambda_1 \) and \( \lambda_2 \),

\[ F_1 \frac{\partial}{\partial \lambda_1} \left[ \frac{1}{X_1} \frac{\partial}{\partial x_1} \left( f_1 \frac{\partial X_1}{\partial x_1} \right) \right] + F_2 \frac{\partial}{\partial \lambda_1} \left[ \frac{1}{X_2} \frac{\partial}{\partial x_2} \left( f_2 \frac{\partial X_2}{\partial x_2} \right) \right] + 
\]

\[ F_3 \frac{\partial}{\partial \lambda_1} \left[ \frac{1}{X_3} \frac{\partial}{\partial x_3} \left( f_3 \frac{\partial X_3}{\partial x_3} \right) \right] = 0 \]  
4.27

\[ F_1 \frac{\partial}{\partial \lambda_2} \left[ \frac{1}{X_1} \frac{\partial}{\partial x_1} \left( f_1 \frac{\partial X_1}{\partial x_1} \right) \right] + F_2 \frac{\partial}{\partial \lambda_2} \left[ \frac{1}{X_2} \frac{\partial}{\partial x_2} \left( f_2 \frac{\partial X_2}{\partial x_2} \right) \right] + 
\]

\[ F_3 \frac{\partial}{\partial \lambda_2} \left[ \frac{1}{X_3} \frac{\partial}{\partial x_3} \left( f_3 \frac{\partial X_3}{\partial x_3} \right) \right] = 0 \]  
4.28

Now let us introduce the notation

\[ M_{i1} = \frac{-1}{f_i} \frac{\partial}{\partial \lambda_1} \left[ \frac{1}{X_i} \frac{\partial}{\partial x_i} \left( f_i \frac{\partial X_i}{\partial x_i} \right) \right], \quad i = 1, 2, 3 \]  
4.29

\[ M_{i2} = \frac{-1}{f_i} \frac{\partial}{\partial \lambda_2} \left[ \frac{1}{X_i} \frac{\partial}{\partial x_i} \left( f_i \frac{\partial X_i}{\partial x_i} \right) \right], \quad i = 1, 2, 3 \]  
4.30

Using these, equations 4.27 and 4.28 become

\[ f_1 F_1 M_{11} + f_2 F_2 M_{21} + f_3 F_3 M_{31} = 0 \]  
4.31

\[ f_1 F_1 M_{12} + f_2 F_2 M_{22} + f_3 F_3 M_{32} = 0 \]  
4.32

From equations 4.31 and 4.32 the following ratios are obtained for the expressions \( f_1 F_1, f_2 F_2, f_3 F_3 \)

\[ \frac{f_2 F_3}{f_1 F_1} = \frac{M_{31} M_{12} - M_{11} M_{32}}{M_{21} M_{32} - M_{31} M_{22}} = \frac{A_{23}}{A_{13}} \]  
4.33

\[ \frac{f_3 F_3}{f_1 F_1} = \frac{M_{11} M_{22} - M_{22} M_{12}}{M_{21} M_{32} - M_{31} M_{22}} = \frac{A_{33}}{A_{13}} \]  
4.34

where \( A_{13}, A_{23}, A_{33} \) are cofactors of the determinant

\[ S = \begin{vmatrix} M_{11} & M_{12} & 0 \\ M_{21} & M_{22} & 0 \\ M_{31} & M_{32} & 0 \end{vmatrix} \]  
4.35
Comparing equations 4.17, 4.18 and 4.19 with equations 4.33 and 4.34 we obtain

\[
\frac{h_1^2}{h_2^2} = \frac{A_{33}}{A_{13}} \quad \text{4.36}
\]

\[
\frac{h_1^2}{h_3^2} = \frac{A_{33}}{A_{13}} \quad \text{4.37}
\]

\[
\frac{h_2^2}{h_3^2} = \frac{A_{33}}{A_{23}} \quad \text{4.38}
\]

Equations 4.36, 4.37 and 4.38 form the first group of the separability conditions.

From equations 4.33 and 4.34

\[
f_1 = \frac{F_1}{A_{13}} = f_2 \frac{F_2}{A_{23}} = f_3 \frac{F_3}{A_{33}} \quad \text{4.39}
\]

4.39 is satisfied only when

\[
\frac{F_1}{A_{13}} = f_2 f_3 \quad \text{4.40}
\]

\[
\frac{F_2}{A_{23}} = f_1 f_3 \quad \text{4.41}
\]

and

\[
\frac{F_3}{A_{33}} = f_1 f_2 \quad \text{4.42}
\]

therefore

\[
f_1 \frac{F_1}{A_{13}} = f_2 \frac{F_2}{A_{23}} = f_3 \frac{F_3}{A_{33}} = f_1 f_2 f_3 \quad \text{4.43}
\]

Equation 4.43 forms the second group of the separability conditions.

With equations 4.17, 4.18, 4.19

\[
\frac{h_2 h_3}{h_1} = f_1 f_2 f_3 A_{13} \quad \text{4.44}
\]

\[
\frac{h_3 h_1}{h_2} = f_1 f_2 f_3 A_{23} \quad \text{4.45}
\]

\[
\frac{h_1 h_2}{h_3} = f_1 f_2 f_3 A_{33} \quad \text{4.46}
\]
Substituting equations 4.44, 4.45 and 4.46 into equation 4.16

\[
\frac{f_2 f_3 A_{13}}{X_1} \frac{\partial}{\partial x_1} \left( f_1 \frac{\partial X_1}{\partial x_1} \right) + \frac{f_1 f_3 A_{23}}{X_2} \frac{\partial}{\partial x_2} \left( f_2 \frac{\partial X_2}{\partial x_2} \right) + \frac{f_1 f_2 A_{33}}{X_3} \frac{\partial}{\partial x_3} \left( f_3 \frac{\partial X_3}{\partial x_3} \right) = 0
\]

4.47

and transforming with equations 4.47, 4.44, 4.45, 4.46

\[
\frac{1}{h_1^2 f_1 X_1} \frac{\partial}{\partial x_1} \left( f_1 \frac{\partial X_1}{\partial x_1} \right) + \frac{1}{h_2^2 f_2 X_2} \frac{\partial}{\partial x_2} \left( f_2 \frac{\partial X_2}{\partial x_2} \right) + \frac{1}{h_3^2 f_3 X_3} \frac{\partial}{\partial x_3} \left( f_3 \frac{\partial X_3}{\partial x_3} \right) = 0
\]

4.48

For the determinant 4.35

\[
0 = M_{11} A_{13} + M_{21} A_{23} + M_{31} A_{33}
\]

4.49

\[
0 = M_{12} A_{13} + M_{22} A_{23} + M_{32} A_{33}
\]

4.50

\[
0 = 0 \cdot A_{13} + 0 \cdot A_{23} + 0 \cdot A_{33}
\]

4.51

Dividing 4.49 by \(A_{13}\), 4.50 by \(A_{23}\) and 4.51 by \(A_{33}\)

\[
0 = M_{11} \frac{A_{13}}{A_{13}} + M_{21} \frac{A_{23}}{A_{13}} + M_{31} \frac{A_{33}}{A_{13}}
\]

4.52

\[
0 = M_{12} \frac{A_{13}}{A_{23}} + M_{22} \frac{A_{23}}{A_{23}} + M_{32} \frac{A_{33}}{A_{23}}
\]

4.53

\[
0 = 0 \cdot \frac{A_{13}}{A_{33}} + 0 \cdot \frac{A_{23}}{A_{33}} + 0 \cdot \frac{A_{33}}{A_{33}}
\]

4.54

Substituting equations 4.36, 4.37 and 4.38 into equations 4.52, 4.53 and 4.54

\[
0 = M_{11} \frac{h_1^2}{h_1^2} + M_{21} \frac{h_2^2}{h_2^2} + M_{31} \frac{h_3^2}{h_3^2}
\]

4.55

\[
0 = M_{12} \frac{h_1^2}{h_1^2} + M_{22} \frac{h_2^2}{h_2^2} + M_{32} \frac{h_3^2}{h_3^2}
\]

4.56

\[
0 = 0 \cdot \frac{h_1^2}{h_1^2} + 0 \cdot \frac{h_2^2}{h_2^2} + 0 \cdot \frac{h_3^2}{h_3^2}
\]

4.57
Multiplying equation 4.55 by \( \lambda_1 h_1^2 \), 4.56 by \( \lambda_2 h_2^2 \) and 4.57 by \( \lambda_3 h_3^2 \) (\( \lambda_3 = 0 \))

\[
0 = \lambda_1 \frac{M_{11}}{h_1^2} + \lambda_2 \frac{M_{21}}{h_2^2} + \lambda_3 \frac{M_{31}}{h_3^2} \tag{4.58}
\]

\[
0 = \lambda_1 \frac{M_{12}}{h_1^2} + \lambda_2 \frac{M_{22}}{h_2^2} + \lambda_3 \frac{M_{32}}{h_3^2} \tag{4.59}
\]

\[
0 = \lambda_1 \frac{0}{h_1^2} + \lambda_2 \frac{0}{h_2^2} + \lambda_3 \frac{0}{h_3^2} \tag{4.60}
\]

Adding the sum of equations 4.58, 4.59 and 4.60 to equation 4.48 and using an abbreviated form of writing

\[
\sum_{i=1}^{3} \frac{1}{h_i^2} \left[ \frac{1}{f_i X_i} \frac{\partial}{\partial x_i} \left( f_i \frac{\partial X_i}{\partial x_i} \right) + \sum_{k=1}^{3} \lambda_k M_{ik} \right] = 0 \tag{4.61}
\]

Identity 4.61 exists if all three terms in parentheses are equal to zero. By rearranging and using the symbol of ordinary differentiation

\[
\frac{1}{f_i} \frac{d}{dx_i} \left( f_i \frac{dX_i}{dx_i} \right) + X_i \sum_{k=1}^{3} \lambda_k M_{ik} = 0, \quad i = 1, 2, 3 \tag{4.62}
\]

In the three differential equations given by 4.62 only one independent variable occurs in each equation: thus separation of the variables has been performed.

(c) The infinite series method

The solution of potential equations may be sought in the form of infinite series. The series will assume the following form

\[
\psi = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} a_{ijk} F_{ijk}(r) \tag{4.63}
\]

The coefficients \( a_{ijk} \) in 4.63 are unknown constants, the components \( F_{ijk}(r) \) are known functions. If the dependency upon all variables is not given, the solution of the potential equations is also unknown. In this case, unknown functions will appear in the infinite series expressing the potential function, and the result of the calculation gives only the structure of the series produced under the given circumstances. This case will occur frequently in later discussions, e.g. axially symmetric and other fields.

The unknown constants \( a_{ijk} \) are determined by the solution of the system of equations with an infinite number of unknowns, which are obtained by substituting equation 4.63 into the differential equation to be solved, and satisfying the boundary conditions [21].
This procedure is illustrated by the power series solution of equation 7.7. The power series is assumed in the following form

\[ q(y,z) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} a_{ij} y^i z^j \]  

4.64

Series expansion of the space-charge (excitation)

\[ \varphi(y,z) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \varphi_{ij} y^i z^j \]  

4.65

Equations 4.64 and 4.65 are substituted, after index transformation, into equation 7.7 and reduced to zero

\[ \sum_{i=2}^{\infty} \sum_{j=2}^{\infty} \left[ i(i - 1)a_{i,j-2} + j(j - 1)a_{i-2,j} + \frac{1}{\varepsilon_0} \varphi_{i-2,j-2} \right] y^{i-2} z^{j-2} = 0 \]  

4.66

Identity 4.66 exists in a region if the coefficients of all the powers of the variables \( y \) and \( z \) in the given region are equal to zero

\[ i(i - 1)a_{i,j-2} + j(j - 1)a_{i-2,j} + \frac{1}{\varepsilon_0} \varphi_{i-2,j-2} = 0 \]  

4.67

In equation 4.67 \( i = 2, 3 \ldots \) and \( j = 2, 3 \ldots \) Let the equation of the boundary curve be

\[ y = y(z) \]  

4.68

and its power series

\[ y = \sum_{k=0}^{\infty} b_k z^k \]  

4.69

Let the boundary potential be

\[ \varphi_p = \varphi[y(z),z] = \varphi_p(z) \]  

4.70

and its power series

\[ \varphi_p = \sum_{k=0}^{\infty} c_k z^k \]  

4.71

Substituting the series 4.69 and 4.71 into 4.64 we obtain

\[ \sum_{k=0}^{\infty} c_k z^k = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} a_{ij} \left( \sum_{k=0}^{\infty} b_k z^k \right)^i z^j \]  

4.72

By equalising the equal powers of \( z \) in equation 4.72 the unknowns \( a_{ij} \) appear as functions of \( b_k \) and \( c_k \).

The unknowns \( a_{ij} \) may be determined from the system of equations 4.67 and the system of equations yielded by 4.71.
I. BASIC RELATIONSHIPS AND METHODS

(d) Other methods

The variation method. The electric-magnetic field may also be calculated as an extreme value (stationary value) of a given functional. The functional is a definite integral of the invariant Lagrange function of the field as referred to a given region [40, 41, 96, 97, 113]. The Lagrange function of the electric-magnetic field [122, 123] is as follows

\[ L = \frac{\varepsilon_0}{2} (\text{grad } \phi)^2 - \frac{1}{2\mu_0} (\text{curl } A)^2 - \phi \cdot A + \phi \cdot A \]

The electric-magnetic fields derived by the variation method with the help of the Maxwell's equations are identical, and thus the two starting bases are equivalent. In the first case the Lagrange function and in the second case Maxwell's equations are given.

The method is important from the aspect, among others, of approximative calculation processes.

Presentation of the application of the variation method would be necessary, at least in case of boundary problems pertaining to equations 2.4 and 2.10. Since, however, the supplementary knowledge would require certain space-demanding derivations, the description of this efficient procedure has been omitted. For informative purpose, however, we may state that the solution of the respective problems requires the determination of an extreme value of a functional in each case.

The method of Green functions. The solution of potential equations 2.4 and 2.10 can also be given with the help of the Green functions [16, 22]. The Green functions also satisfy Laplace's and Poisson's differential equations. In comparison to the original problem, the reduction is due to the simplified boundary conditions on the one hand and on the other to the simplified excitation as related to the original case. Solution of the original differential equations is obtained in the form of definite integrals formed by Green functions.

The method of integral equations. Determination of the potentials may be obtained also by the method of integral equations [36, 96, 97, 119]. The unknown function, together with other functions, also figures in the integral equation as an integrand. Well-elaborated general methods for determination of the unknown function are known and these may be used as bases for approximative procedures. The only drawback of the integral equation method necessitates into employing of a considerable amount of knowledge, which as yet has not attained widespread recognition. Nevertheless this method is worthy of attention.

The Laplace transformation and other functional transformations. We now seek the transformed equation of the differential equation to be solved. In many cases the transformed differential equation is of a simpler structure than the original. Therefore the solution is more easily accessible.

The transformed differential equation may also be reduced to an algebraic equation. In this case the transformation of the required function may be expressed by algebraic means from the algebraic equation. In both cases the transformation tables extended to very many functions are used [40, 41] for inverse transformation.

Conformal mapping. One of the methods of the determination of potential fields with planar distribution is conformal mapping [50, 98]. Both real and imaginary components of the functions of a complex variable satisfy the two-variable Laplace equation, and this therefore may be chosen as a potential function in a region. Since there is only one function of complex variable which assumes the values prescribed on the boundary of the region, the chosen potential function is the only function which will also satisfy the boundary conditions. The equation yielding the function of complex variable and obtaining given values along the real axis (as a boundary) which we defined on the upper half-plane, and similarly the equation yielding the function of complex variable and obtaining given values on the unit circle (as a boundary) which are defined within the unit circle, are known. The problem is therefore solved, if we find a transformation of the given boundary to either the real axis or the unit circle. The solution defined for the interior of the unit circle or for the upper half-plane may be transformed inversely.
5. AXIALLY SYMMETRIC FIELDS

The basic property of axially symmetric fields, according to convention, is that in a suitably chosen coordinate system the lines of force of both electric and magnetic fields in the plane through the axis of rotation of the coordinate system remain unchanged when the plane is rotated at an arbitrary angle around the axis of rotation. It is obvious from this definition that the field-strength components in the direction of \( z \) are equal to zero and that components which differ from zero are independent of \( z \) (choosing the cylindrical coordinate system).

\[
\begin{align*}
\mathbf{E} &= E_r \hat{e}_r + E_z \hat{e}_z + E_z \hat{e}_z \\
E_r &= E_r(r,z); E_z = 0; E_z = E_z(r,z) \\
\mathbf{B} &= B_z \hat{e}_r + B_z \hat{e}_z + B_z \hat{e}_z \\
B_z &= B_z(r,z); B_z = 0; B_z = B_z(r,z)
\end{align*}
\]

From the preceding equations it becomes obvious that the plane \((r,z)\) was chosen as rotated plane.

(a) Electric field

Now let us write equations 2.1 and 2.4 in the valid form for the axially symmetric coordinate system

\[
\begin{align*}
E_r &= -\frac{\partial \varphi}{\partial r} \\
E_z &= -\frac{1}{r} \frac{\partial \varphi}{\partial \varphi} = 0 \\
E_z &= -\frac{\partial \varphi}{\partial z} \\
1 \frac{\partial}{r} \left( r \frac{\partial}{} \right) + \frac{1}{r^2} \frac{\partial^2 \varphi}{\partial x^2} + \frac{\partial^2 \varphi}{\partial z^2} &= -\frac{1}{\varepsilon_0} \varrho
\end{align*}
\]
Since the components of the electric field follow from the derivatives with respect to the variables of the potential function, the potential is necessarily a function of two variables

\[ \varphi = \varphi(r,z) \]  

Thus it follows from equation 2.4 and the second term of equation 5.2 that space-charge is also a function of two variables

\[ \varrho = \varrho(r,z) \]  

In the present case equation 5.8 takes the following form

\[ \frac{\partial^2 \varphi}{\partial r^2} + \frac{1}{r} \frac{\partial \varphi}{\partial r} + \frac{\partial^2 \varphi}{\partial z^2} = -\frac{1}{\varepsilon_0} \varrho \]  

The field-strength components are according to equations 5.5, 5.6 and 5.7.

(b) Magnetic field

In order to find the specific form of the vector potential and the current density vector, let us write equations 2.5, 2.8 and 2.6 in their coordinate form

\[ B_r = \frac{1}{r} \frac{\partial A_r}{\partial \varphi} - \frac{\partial A_z}{\partial z} \]  

\[ B_z = \frac{\partial A_r}{\partial z} - \frac{\partial A_z}{\partial r} \]  

\[ B_r = \frac{1}{r} \frac{\partial}{\partial r} (r A_z) - \frac{1}{r} \frac{\partial A_r}{\partial z} \]  

\[ 5.12 \]  

\[ 5.13 \]  

\[ 5.14 \]  

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial}{\partial r} (r A_r) \right) - \frac{1}{r} \frac{\partial A_r}{\partial \varphi} = r \frac{\partial}{\partial z} \left( \frac{\partial A_z}{\partial \varphi} - \frac{\partial A_r}{\partial z} \right) = \mu_0 j_r \]  

\[ 5.15 \]  

\[ \frac{\partial}{\partial z} \left( \frac{1}{r} \frac{\partial A_z}{\partial \varphi} - \frac{\partial A_z}{\partial z} \right) - \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial}{\partial r} (r A_z) - \frac{1}{r} \frac{\partial A_r}{\partial \varphi} \right) = \mu_0 j_z \]  

\[ 5.16 \]  

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial A_z}{\partial \varphi} - r \frac{\partial A_z}{\partial r} \right) - \frac{1}{r} \frac{\partial A_z}{\partial \varphi} \left( \frac{1}{r} \frac{\partial A_z}{\partial \varphi} - \frac{\partial A_z}{\partial z} \right) = \mu_0 j_z \]  

\[ 5.17 \]  

\[ \frac{1}{r} \frac{\partial}{\partial r} (r A_r) + \frac{1}{r} \frac{\partial A_z}{\partial \varphi} + \frac{\partial A_z}{\partial z} = 0 \]  

\[ 5.18 \]
Due to the second term of equation 5.4, and to the independency of \( x \) (first and third terms of 5.4)

\[
B_z = \frac{\partial A_r}{\partial z} - \frac{\partial A_z}{\partial r} = 0 \tag{5.19}
\]

\[
0 = \mu_0 j_r \tag{5.20}
\]

\[
0 = \mu_0 j_z \tag{5.21}
\]

\[
\frac{1}{r} \frac{\partial}{\partial r} (r A_r) + \frac{1}{r} \frac{\partial A_z}{\partial r} + \frac{\partial A_z}{\partial z} = 0 \tag{5.22}
\]

Since \( B_z = 0 \) and it is a rotational component

\[
B_z = (\text{curl } A)_z = 0 \tag{5.24}
\]

therefore \( A_r \) and \( A_z \) may be given as the gradient of (potential) function \( N^* \)

\[
A_r = \frac{\partial N^*}{\partial r} \tag{5.25}
\]

\[
A_z = \frac{\partial N^*}{\partial z} \tag{5.26}
\]

Considering equation 5.24

\[
B_z = (\text{curl } A)_z = (\text{curl } \text{grad } N^*)_z = 0 \tag{5.27}
\]

which forms a part of an identity of the vector analysis: the first component of the vectorial identity. Equation 5.27 may be derived also on the basis of Young’s theorem

\[
B_z = \frac{\partial}{\partial z} \frac{\partial N^*}{\partial r} - \frac{\partial}{\partial r} \frac{\partial N^*}{\partial z} = 0 \tag{5.28}
\]

since the mixed second-order partial derivatives are equal to each other.

However, according to equation 2.11, owing to the arbitrary state of \( \psi \), function \( N^* \) may be chosen so that

\[
N^* = 0 \tag{5.29}
\]

This requirement demands the following conditions relative to \( \psi \)

\[
\frac{\partial \psi}{\partial r} = - C_r - A_{0r} \tag{5.30}
\]

\[
\frac{\partial \psi}{\partial z} = - C_z - A_{0z} \tag{5.31}
\]
The conditions 5.30 and 5.31 are in harmony with equation 2.17. Since \( N^* \) equals zero, \( A_r \) and \( A_z \) are likewise identical with zero

\[
A_r = 0; \quad A_z = 0
\]

Using this the final results are

\[
B_r(r,z) = \frac{\partial A_z}{\partial z}; \quad B_z(r,z) = \frac{\partial A_x}{\partial r} + \frac{1}{r} A_x
\]

\[
j_r = 0; \quad j_z = j_z(r,z); \quad j_z = 0
\]

\[
A_r = 0; \quad A_z = A_z(r,z); \quad A_z = 0
\]

\[
\frac{\partial^2 A_z}{\partial r^2} + \frac{1}{r} \frac{\partial A_z}{\partial r} - \frac{1}{r^2} A_z + \frac{\partial^2 A_z}{\partial z^2} = -\mu_0 j_z
\]

It is seen therefore that the vector potential and the current-density vector have only one component each, and these components are dependent only on two variables.

The characteristics discussed in the above refer to the most general case of axially symmetric fields. It will be seen later that further prescriptions are to be used for practical applications.

Finally we must draw attention to an important fact following from the results obtained: a field of the discussed structural properties may obviously only be produced by the specific excitations derived.

We shall present the prescriptions to be used for practical applications, and these will be justified when discussing the equations of motion. Prescriptions relative to the electric field (see equations 5.2, 5.9, 5.10)

\[
\phi(r,z) = \phi(-r,z)
\]

\[
\varphi(r,z) = \varphi(-r,z)
\]

\[
E_r(r,z) = -E_r(-r,z); \quad E_z(r,z) = 0; \quad E_z(r,z) = E_z(-r,z)
\]

Prescriptions relevant to the magnetic field (see equations 5.33, 5.34 and 5.35)

\[
j_r(r,z) = 0; \quad j_z(r,z) = -j_z(-r,z); \quad j_z(r,z) = 0
\]

\[
A_r(r,z) = 0; \quad A_z(r,z) = -A_z(-r,z); \quad A_z(r,z) = 0
\]

\[
B_r(r,z) = -B_r(-r,z); \quad B_z(r,z) = 0; \quad B_z(r,z) = B_z(-r,z)
\]

The prescriptions are simple; they determine the even or odd parity of the field characteristics.

The variable \( r \) cannot assume a negative value in the cylindrical coordinate system. Thus the prescriptions given are suitable only for the determination of the forms of the series. When discussing the equations of motion, however, it will be seen that by the introduction of the concept of the meridian plane, the negative values of variable \( r \) are also introduced.
(c) The series of the axially symmetric electric field

Using the method of power series expansion as described in § 4, we determine the specific structure of the solution of equation 5.11, taking into account equations 5.37 and 5.38.

The coefficients of the pertaining power series are calculated from the space-charge distribution assumed as known (or given).

The origin of the space-charge distribution under discussion may be arbitrary (but only axially symmetric). Consideration may be given to the electron beam’s own space-charge, since this also excites axially symmetric field-strength distribution. The following series appears as the final result of the calculation

\[
\varphi(r,z) = \varphi_0 + g_2 r^2 + g_4 r^4 + \ldots = \sum_{r=0}^{\infty} \varphi_{2r} r^{2r}  \tag{5.43}
\]

In equation 5.43 the coefficients are functions of \(z\)

\[
\varphi_{2r} = \varphi_{2r}(z)  \tag{5.44}
\]

The unknown potential distribution is obtained with the help of a power series

\[
\varphi(r,z) = \Phi_0 + \Phi_2 r^2 + \Phi_4 r^4 + \ldots = \sum_{r=0}^{\infty} \Phi_{2r} r^{2r}  \tag{5.45}
\]

In equation 5.45 the unknown coefficients are functions of \(z\)

\[
\Phi_{2r} = \Phi_{2r}(z)  \tag{5.46}
\]

The potential values measurable in the points of axis \(z\) are called the axis potential

\[
\varphi(0,z) = \Phi_0(z)  \tag{5.47}
\]

Relations exist between the coefficients \(\Phi_{2r}\) in equation 5.46. For elucidation of these relations, we shall determine the derivatives appearing in equation 5.11, from equation 5.45

\[
\frac{1}{r} \frac{\partial \varphi}{\partial r} = \sum_{r=1}^{\infty} 2r \Phi_{2r} r^{2r-2}  \tag{5.48}
\]

\[
\frac{\partial^2 \varphi}{\partial r^2} = \sum_{r=1}^{\infty} 2r(2r - 1) \Phi_{2r} r^{2r-2}  \tag{5.49}
\]

\[
\frac{\partial^2 \varphi}{\partial r^2} = \sum_{r=0}^{\infty} \Phi_{2r} r^{2r}  \tag{5.50}
\]
We substitute now equations 5.43, 5.48, 5.49 and 5.50 into equation 5.11. After rearrangement, the following is obtained

\[
2 W + 2* + \Phi_1 - 2r^2 = 0 \quad 5.51
\]

Identity 5.51 can be satisfied only if the coefficient of each power of \( r \) is chosen as zero. Hence the following recursive relation is obtained

\[
\Phi_{2v} = \frac{1}{4r^2} \left( \Phi_{2v-2} + \frac{1}{\varepsilon_0} \right) \quad v = 1, 2 \ldots \quad 5.52
\]

The relations between the coefficients \( \Phi_{2v} \) of equation 5.52 can now be determined in an indirect manner. Direct determination is possible by means of the following formula (from 5.52, by successive substitution into the same equation)

\[
\Phi_{2v} = (-1)^v \frac{1}{2^{2v}(v!)^2} \left\{ \Phi_0^{(2v)} + \frac{1}{\varepsilon_0} \sum_{\mu=1}^{v} (-1)^{v-\mu} \times \right.
\]

\[
\times 2^{2(\mu-\mu)} [(v - \mu)!]^{2} \left( \frac{1}{2} \right)^{2\mu} \right\} \quad v = 1, 2 \ldots \quad 5.53
\]

According to formula 5.53 which gives the relations between the coefficients, any of the coefficients can be expressed by \( \Phi_0 \). Therefore, it will be understood that a special name (axis potential) has been allotted to function \( \Phi_0 \).

Using equation 5.53, the potential distribution 5.45 alters as follows

\[
\varphi(r,z) = \sum_{\nu=0}^{\infty} \frac{(-1)^\nu}{(v!)^2} \left\{ \Phi_0^{(2v)} + \frac{1}{\varepsilon_0} \sum_{\mu=1}^{v} (-1)^{v-\mu} \times \right.
\]

\[
\times 2^{2(\mu-\mu)} [(v - \mu)!]^{2} \left( \frac{1}{2} \right)^{2\mu} \right\} \left( \frac{r}{2} \right)^{2v} = \Phi_0 - \frac{1}{4} \left( \Phi_0^{(1)} + \frac{1}{\varepsilon_0} \right) r^2 +
\]

\[
+ \frac{1}{64} \left[ \Phi_0^{(IV)} + \frac{1}{\varepsilon_0} (\ell_0^* - 4 \ell_2^*) \right] r^4 - \frac{1}{2304} \left[ \Phi_0^{(VI)} + \right.
\]

\[
+ \frac{1}{\varepsilon_0} \left( \ell_0^{(IV)} - 4 \ell_2^{(IV)} + 64 \ell_4 \right) \right] r^6 + \ldots \quad 5.54
\]

The convention

\[
\sum_{\mu=1}^{0} a_\mu = 0 \quad 5.55
\]

appears in 5.54, showing that zero value is assumed for the sum without terms [40, 41, 49].
With the help of equation 5.54 the potential may be calculated at any arbitrary point if \( \Phi_0 \) is known (\( \varepsilon_{2v} \) and the derivatives are given).

The field-strength components in the field under discussion can be calculated from equations 5.5 and 5.7

\[
E(\rho, z) = \sum_{v=1}^{\infty} \frac{(-1)^{v+1}}{(v!)^2} \left\{ \Phi_0^{(2v)} + \frac{1}{\varepsilon_0} \sum_{\mu=1}^{v} (-1)^{v-\mu} \times \right.
\[
\times 2^{2(v-\mu)} [(v-\mu)!]^{2} \varepsilon_{2v-2\mu} \left( \frac{r}{2} \right)^{2v-1} = \frac{1}{2} \left( \Phi_0^r + \frac{1}{\varepsilon_0} \varepsilon_0 \right) r - \frac{1}{16} \left( \Phi_0^{(IV)} + \frac{1}{\varepsilon_0} (\varepsilon_0^r - 4\varepsilon_2) \right) r^3 \left. + \frac{1}{384} \left[ \Phi_0^{(VI)} + \frac{1}{\varepsilon_0} (\varepsilon_0^{(IV)} - 4\varepsilon_2^2 + 64\varepsilon_4) \right] r^5 - \ldots \right. 5.56
\]

\[
E_4(\rho, z) = \sum_{v=0}^{\infty} \frac{(-1)^{v+1}}{(v!)^2} \left\{ \Phi_0^{(2v+1)} + \frac{1}{\varepsilon_0} \sum_{\mu=0}^{v} (-1)^{v-\mu} \times \right.
\[
\times 2^{2(v-\mu)} [(v-\mu)!]^{2} \varepsilon_{2v-2\mu} \left( \frac{r}{2} \right)^{2v} = \frac{1}{4} \left( \Phi_0^r + \frac{1}{\varepsilon_0} \varepsilon_0 \right) r^2 - \frac{1}{64} \left( \Phi_0^{(IV)} + \frac{1}{\varepsilon_0} (\varepsilon_0^r - 4\varepsilon_2) \right) r^4 + \ldots 5.57
\]

It can be seen that equation 5.56 satisfies the first term of 5.39 and equation 5.57 satisfies the third term of 5.39.

(d) Series of the axially symmetric magnetic field

Using the method of power series expansion as described in §4, we determine the specific structure of the solution of the homogeneous equation pertaining to equation 5.36, taking into account the second term of equation 5.41.

Excited by suitable current-density distribution, or a permanent magnet, the vector potential field is considered as given. The current-density distribution of the investigated electron beam itself cannot be taken into consideration, since this does not excite axially symmetric induction distribution. Moreover, in the classical case this may be omitted.

The vector potential distribution is given with the help of a power series

\[
A_z(\rho, z) = x_1 r + x_3 r^3 + \ldots = \sum_{v=1}^{\infty} x_{2v+1} r^{2v+1} 5.58
\]
In equation 5.58 the unknown coefficients are functions of $z$

$$x_{2v+1} = x_{2v+1}(z)$$  \[5.59\]

The double amount of the function $x_1$ is called the axis induction (this notation will be verified later)

$$2x_1(z) = B_0(z)$$  \[5.60\]

Relations exist between the coefficients $x_{2v+1}$ of equation 5.58 and for elucidation, the derivatives (and other functions) appearing in equation 5.36 are determined from 5.58

$$\frac{A_z}{r^2} = \sum_{v=0}^{\infty} x_{2v+1} r^{2v-1}$$  \[5.61\]

$$\frac{1}{r} \frac{\partial A_z}{\partial r} = \sum_{v=0}^{\infty} (2v + 1)x_{2v+1} r^{2v-1}$$  \[5.62\]

$$\frac{\partial^2 A_z}{\partial r^2} = \sum_{v=1}^{\infty} 2v(2v + 1)x_{2v+1} r^{2v-1}$$  \[5.63\]

$$\frac{\partial^2 A_z}{\partial r^2} = \sum_{v=0}^{\infty} x_{2v+1} r^{2v+1}$$  \[5.64\]

Equations 5.61, 5.62, 5.63 and 5.64 are now substituted into the homogeneous equation pertaining to 5.36. After arranging, we obtain

$$\frac{x_1}{r} - \frac{x_1}{r} + \sum_{v=1}^{\infty} [4v(v + 1)x_{2v+1} + x_{2v-1}] r^{2v-1} = 0$$  \[5.65\]

Identity 5.65 is satisfied when the coefficients of all powers of $r$ are chosen as equal to zero. Thereby, the following recursion relation is obtained

$$x_{2v+1} = -\frac{1}{4v(v + 1)} x_{2v-1}$$  \[5.66\]

The relations existing between the coefficients $x_{2v+1}$ can be determined in an indirect manner from equation 5.66. Direct determination is possible with the following formula (similarly to 5.53)

$$x_{2v+1} = \frac{(-1)^v}{2^{2v} v!(v + 1)!} x_1^{(2v)}, \quad v = 1, 2, \ldots$$  \[5.67\]

Substituting equation 5.60 into equation 5.67

$$x_{2v+1} = \frac{(-1)^v}{2^{2v+1} v!(v + 1)!} B_0^{(2v)}, \quad v = 1, 2, \ldots$$  \[5.68\]
According to formula 5.68 for the relation between the coefficients, any coefficient can be expressed by $B_0$. Thus, it can be readily understood that we have given the function $B_0$ a special name: axis induction.

Using equation 5.68, the vector-potential distribution 5.58 is modified in the following way

$$A_s(r,z) = \sum_{v=0}^{\infty} (-1)^v \frac{B_0^{(2v)}}{v!(v+1)!} \left( \frac{r}{2} \right)^{2v+1} =$$

$$= \frac{1}{2} B_0 r - \frac{1}{16} B_0 r^3 + \frac{1}{384} B_0^{(IV)} r^5 - \ldots$$  

By means of equation 5.69 and knowing $B_0$, the vector potential can be calculated for any given point.

In the field under discussion the induction components can be calculated from the first and third equations of 5.33

$$B_s(r,z) = \sum_{v=0}^{\infty} (-1)^{v+1} \frac{B_0^{(2v+1)}}{v!(v+1)!} \left( \frac{r}{2} \right)^{2v+1} =$$

$$= -\frac{1}{2} B_0 r - \frac{1}{16} B_0^s r^3 - \frac{1}{384} B_0^{(V)} r^5 + \ldots$$  

$$B_z(r,z) = \sum_{v=0}^{\infty} \frac{(-1)^v}{(v!)^2} B_0^{(2v)} \left( \frac{r}{2} \right)^{2v} =$$

$$= B_0 - \frac{1}{4} B_0^s r^2 + \frac{1}{64} B_0^{(IV)} r^4 - \ldots$$  

If, using equation 5.71, we let

$$B_z(0,z) = B_0(z)$$  

then not only the separate naming but also the choice of the name allotted to $B_0$ will become clear: the axis induction contains the values of the induction distribution measurable in the points of the axis $z$: namely, the component $B_s(0,z)$ equals zero in all points of the axis.

It can be seen that 5.70 satisfies the first equation of 5.42, while 5.71 satisfies the third equation of 5.42.

In the following, in order to economise on the indices, some of those introduced in the foregoing will be omitted. We shall write $A(r,z)$ in place of $A_s(r,z)$, $j(r,z)$ in place of $j_s(r,z)$, $\Phi(z)$ in place of $\Phi_0(z)$ and $B(z)$ in place of $B_0(z)$.

Note: Equation 5.11 is valid for all points of the field in the case of an axially symmetric electric field. At the points of the axis of rotation, however, this cannot be used for approximative calculations since the second term would become meaningless. We determine a more simple form of equation 5.11, in which the previous limit value is already calculated and is suitable for approximative calculations [72].
Let us now observe equation 5.54, and produce successively the differential expressions in the first two terms of equation 5.11

\[ \frac{\partial \varphi}{\partial r} = -\frac{1}{2} \left( \varphi_0^\prime + \frac{1}{\varepsilon_0} \varphi_0 \right) r + \ldots \]  

\[ \frac{1}{r} \frac{\partial \varphi}{\partial r} = -\frac{1}{2} \left( \varphi_0^\prime + \frac{1}{\varepsilon_0} \varphi_0 \right) + \ldots \]  

\[ \frac{\partial^2 \varphi}{\partial r^2} = -\frac{1}{2} \left( \varphi_0^\prime + \frac{1}{\varepsilon_0} \varphi_0 \right) + \ldots \]  

Let us determine the limits of equations 5.74 and 5.75 at the points \( r = 0 \)

\[ \left. \frac{1}{r} \frac{\partial \varphi}{\partial r} \right|_{r=0} = -\frac{1}{2} \left( \varphi_0^\prime + \frac{1}{\varepsilon_0} \varphi_0 \right) \]  

\[ \left. \frac{\partial^2 \varphi}{\partial r^2} \right|_{r=0} = -\frac{1}{2} \left( \varphi_0^\prime + \frac{1}{\varepsilon_0} \varphi_0 \right) \]  

It will be seen that on the axis

\[ \left. \frac{1}{r} \frac{\partial \varphi}{\partial r} \right|_{r=0} = \left. \frac{\partial^2 \varphi}{\partial r^2} \right|_{r=0} \]  

Thus, Poisson's equation in the points along the axis (in the place of \( r = 0 \))

\[ 2 \frac{\partial^2 \varphi}{\partial r^2} + \frac{\partial^2 \varphi}{\partial z^2} = -\frac{1}{\varepsilon_0} \varphi \]  

6. DERIVATION OF AXIALLY SYMMETRIC INDUCTION DISTRIBUTION FROM THE FLUX FUNCTION

In order to facilitate an approximative calculation of the magnetic field, the field may be derived in a manner differing from the previously known method.

The vector potential given for calculation of the induction distribution satisfies equation 5.36. The same induction distribution may be derived also from the flux function, in the following manner [28, 81].

The flux function in case of axially symmetric induction distribution

\[ \mathcal{Y} = \int \mathbf{B} \cdot d\mathbf{f} = 2\pi \int_0^r r B_z \, dr \]  

Differentiating equation 6.1

\[ \frac{\partial \mathcal{Y}}{\partial r} = 2\pi r B_z \]  

\[ \frac{\partial \mathcal{Y}}{\partial z} = 2\pi \int_0^r r \frac{\partial B_z}{\partial z} \, dr \]
Equation 1.4 in cylindrical coordinates in case of axially symmetric induction distribution
\[ \frac{\partial B_z}{\partial z} = -\frac{1}{r} \frac{\partial}{\partial r} (rB_r) \]  

6.4

Substituting equation 6.4 into 6.3
\[ \frac{\partial \psi}{\partial z} = -2\pi r \int_{0}^{r} \frac{\partial}{\partial r} (rB_r) dr = -2\pi r B_r \]  

6.5

Differentiating equation 6.2
\[ \frac{\partial^2 \psi}{\partial r^2} = 2\pi B_z + 2\pi r \frac{\partial B_z}{\partial r} \]  

6.6

Expressing \( B_z \) from equation 6.2 and substituting into 6.6
\[ \frac{\partial^2 \psi}{\partial r^2} = \frac{1}{r} \frac{\partial \psi}{\partial r} + 2\pi r \frac{\partial B_z}{\partial r} \]  

6.7

Differentiating equation 6.5
\[ \frac{\partial^2 \psi}{\partial z^2} = -2\pi r \frac{\partial B_r}{\partial z} \]  

6.8

Summing equations 6.7 and 6.8
\[ \frac{\partial^2 \psi}{\partial r^2} + \frac{\partial^2 \psi}{\partial z^2} = \frac{1}{r} \frac{\partial \psi}{\partial r} + 2\pi r \left( \frac{\partial B_z}{\partial r} - \frac{\partial B_r}{\partial z} \right) \]  

6.9

Equation 1.3 in cylindrical coordinates, in the case of axially symmetric induction distribution
\[ \frac{\partial B_r}{\partial z} - \frac{\partial B_z}{\partial r} = \mu_0 j_z \]  

6.10

Substituting equation 6.10 into 6.9 and rearranging
\[ \frac{\partial^2 \psi}{\partial r^2} - \frac{1}{r} \frac{\partial \psi}{\partial r} + \frac{\partial^2 \psi}{\partial z^2} = -2\pi \mu_0 j_z \]  

6.11

Equation 6.11 is the differential equation of the flux function. It is practical to use this equation mainly for approximative calculations since it is simpler in structure than the vector-potential differential equation. The relation between the flux function and the vector potential is simple
\[ \psi = \int_{\vec{F}} \mathbf{B} \cdot d\mathbf{f} = \int_{\vec{F}} \text{curl} \mathbf{A} \cdot d\mathbf{f} = \int_{\vec{L}} \mathbf{A} \cdot d\mathbf{l} = 2\pi \mu_0 j_z \]  

6.12
It can be established from the above that

\[ \Psi(0, z) = 0 \]  
\[ \Psi(r, z) = \Psi(-r, z) \]

### 7. FIELDS WITH PLANAR DISTRIBUTION

The basic property of fields with planar distribution, according to conventions, is that in a suitably chosen coordinate system the vectors of both the electric and magnetic fields can be given by two components for any plane parallel to the chosen coordinate plane. In other words: \textit{the full pattern of the lines of force in planes parallel with the chosen basic plane remains unaltered.} It is required also that the entire field should be independent of the variable pertaining to the axis perpendicular to the basic plane (the force patterns of planes parallel to the basic plane are projected perpendicularly and not obliquely). Choosing the rectangular Cartesian coordinate system

\[
E = E_x e_x + E_y e_y + E_z e_z
\]
\[
E_x = 0; E_y = E_y(y, z); E_z = E_z(y, z)
\]
\[
B = B_x e_x + B_y e_y + B_z e_z
\]
\[
B_x = 0; B_y = B(y, z); B_z = B_z(y, z)
\]

From the foregoing it can be seen that plane \((y, z)\) was chosen as the basic plane.

\(\textbf{(a) Electric field}\)

The components of the electric field follow from the derivatives with respect to the variables of the potential function; therefore the potential may be a function of two variables only

\[ \varphi = \varphi(y, z) \]

From equation 2.4 and the first equation of 7.2 it follows that the space-charge is also a function of two variables

\[ \varphi = \varphi(y, z) \]

In the present case equation 2.4 takes the following form

\[
\frac{\partial^2 \varphi}{\partial y^2} + \frac{\partial^2 \varphi}{\partial z^2} = -\frac{1}{\varepsilon_0} \varrho
\]

The components of the field strength are

\[ E_y(y, z) = -\frac{\partial \varphi}{\partial y} \]  
\[ E_z(y, z) = -\frac{\partial \varphi}{\partial z} \]  

(b) Magnetic field

In order to obtain the special form of the vector potential and the current-density vector, we write equations 2.5, 2.8 and 2.6 in their coordinate forms

\[ B_x = \frac{\partial A_z}{\partial y} - \frac{\partial A_y}{\partial z} \]  
\[ B_y = \frac{\partial A_x}{\partial z} - \frac{\partial A_z}{\partial x} \]  
\[ B_z = \frac{\partial A_y}{\partial x} - \frac{\partial A_x}{\partial y} \]  

\[ \frac{\partial}{\partial y} \left( \frac{\partial A_y}{\partial x} - \frac{\partial A_x}{\partial y} \right) - \frac{\partial}{\partial z} \left( \frac{\partial A_z}{\partial x} - \frac{\partial A_x}{\partial z} \right) = \mu_0 \dot{j}_x \]  
\[ \frac{\partial}{\partial z} \left( \frac{\partial A_z}{\partial y} - \frac{\partial A_y}{\partial z} \right) - \frac{\partial}{\partial x} \left( \frac{\partial A_x}{\partial y} - \frac{\partial A_y}{\partial x} \right) = \mu_0 \dot{j}_y \]  
\[ \frac{\partial}{\partial x} \left( \frac{\partial A_x}{\partial y} - \frac{\partial A_y}{\partial x} \right) - \frac{\partial}{\partial y} \left( \frac{\partial A_y}{\partial z} - \frac{\partial A_z}{\partial y} \right) = \mu_0 \dot{j}_z \]  
\[ \frac{\partial A_x}{\partial x} + \frac{\partial A_y}{\partial y} + \frac{\partial A_z}{\partial z} = 0 \]

Due to the first equation of 7.4 and to the independency of \( x \) (second and third equations of 7.4)

\[ B_x = \frac{\partial A_z}{\partial y} - \frac{\partial A_y}{\partial z} = 0 \]  
\[ \frac{\partial}{\partial y} \left( \frac{\partial A_y}{\partial x} - \frac{\partial A_x}{\partial y} \right) - \frac{\partial}{\partial z} \left( \frac{\partial A_z}{\partial x} - \frac{\partial A_x}{\partial z} \right) = \mu_0 \dot{j}_x \]  
\[ 0 = \mu_0 \dot{j}_y \]  
\[ 0 = \mu_0 \dot{j}_z \]
\[ \frac{\partial A_x}{\partial x} + \frac{\partial A_y}{\partial y} + \frac{\partial A_z}{\partial z} = 0 \] 7.21

In accordance with the method followed in case of axially symmetric systems and with regard to the first term of equation 7.4, a potential function \( N \) is introduced for derivation of \( A_y \) and \( A_z \). Here, too, it is true that due to equation 2.11 \( N \) may be chosen identical to zero, prescribing the following requirements for function \( \psi \) of equation 2.11

\[ \frac{\partial \psi}{\partial y} = -C_y - A_{0y} \] 7.22
\[ \frac{\partial \psi}{\partial z} = -C_z - A_{0z} \] 7.23

The conditions 7.22 and 7.23, as confirmed by differentiation, are in harmony with equation 2.17.

By choosing function \( N \) identical to zero, \( A_y \) and \( A_z \) are also identically zero

\[ A_y = 0; \quad A_z = 0 \] 7.24

Using 7.24, the final results are as follows

\[ B_x = 0; \quad B_y(y, z) = \frac{\partial A_x}{\partial z}; \quad B(y, z) = -\frac{\partial A_x}{\partial y} \] 7.25
\[ j_x = j_x(y, z); \quad j_y = 0; \quad j_z = 0 \] 7.26
\[ A_x = A_x(y, z); \quad A_y = 0; \quad A_z = 0 \] 7.27
\[ \frac{\partial^2 A_x}{\partial y^2} + \frac{\partial^2 A_x}{\partial z^2} = -\mu_0 j_x \] 7.28

From the final results it is clear that both the vector potential and the current-density vector have only one component each. These components are dependent on two variables only.

The characteristics discussed in the foregoing also refer to the most general cases of fields with planar distribution. It will be seen that further prescriptions are used for practical applications.

From these results it follows that: the field with the discussed structural properties may be produced only by means of the specific excitations derived.

(c) Plane-symmetric electric and magnetic fields

The plane-symmetric electric and magnetic fields belong to the fields with planar distribution. They are characterised by mirror symmetry with respect to the plane \((x, z)\) perpendicular to the basic plane \((y, z)\).
When discussing equations of motion, the prescriptions to be used in practical applications will be justified. The determining prescriptions referring to the electric field (see equations 7.2, 7.5 and 7.6)

\[ e(y, z) = e(-y, z) \quad 7.29 \]
\[ q(y, z) = q(-y, z) \quad 7.30 \]
\[ E_x(y, z) = 0; \quad E_y(y, z) = -E_y(-y, z); \quad E_z(y, z) = E_z(-y, z) \quad 7.31 \]

Determining prescriptions referring to the magnetic field (see equations 7.4, 7.26 and 7.27)

\[ j_x(y, z) = -j_x(-y, z); \quad j_y(y, z) = 0; \quad j_z(y, z) = 0 \quad 7.32 \]
\[ A_x(y, z) = -A_x(-y, z); \quad A_y(y, z) = 0; \quad A_z(y, z) = 0 \quad 7.33 \]
\[ B_x(y, z) = 0; \quad B_y(y, z) = -B_y(-y, z); \quad B_z(y, z) = B_z(-y, z) \quad 7.34 \]

The prescriptions give even or odd parity of the field characteristics.

(d) The series of the plane-symmetric electric field

Similarly to the case of the axially symmetric field, it is necessary to determine the series structure satisfying equation 7.7. Equations 7.29 and 7.30 must be taken into consideration.

The coefficients of the respective power series are calculated from the space-charge distribution assumed as known (given).

The origin of the space-charge distribution under discussion may be arbitrary. The space-charge of the investigated electron beam may be taken into consideration since this also excites plane-symmetric field-strength distribution. As the final result, the following series appears

\[ e(y, z) = \varepsilon_0 + \varepsilon_2 y^2 + \varepsilon_4 y^4 + \ldots = \sum_{v=0}^{\infty} \varepsilon_{2v} y^{2v} \quad 7.35 \]

In equation 7.35 the coefficients are functions of \( z \)

\[ \varepsilon_{2v} = \varepsilon_{2v}(z) \quad 7.36 \]

The power series of the potential distribution

\[ q(y, z) = \Phi_0 + \Phi_2 y^2 + \Phi_4 y^4 + \ldots = \sum_{v=0}^{\infty} \Phi_{2v} y^{2v} \quad 7.37 \]

In equation 7.37 the unknown coefficients are also functions of \( z \)

\[ \Phi_{2v} = \Phi_{2v}(z) \quad 7.38 \]
The potential values measurable in the points of axis \( z \) are termed the axis potential, as in the case of axial symmetry

\[
\phi(0, z) = \Phi_0(z)
\]

Relations exist between the coefficients \( \Phi_{2\nu} \) in equation 7.37. The relations are determined by the method used in the case of axial symmetry. Finally, the following recursion relations are obtained

\[
\Phi_{2\nu} = -\frac{1}{2\nu(2\nu - 1)} \left( \Phi''_{2\nu-2} + \frac{1}{\varepsilon_0} \Phi_{2\nu-2} \right), \quad \nu = 1, 2, \ldots
\]

Relations between the coefficients \( \Phi_{2\nu} \) of equation 7.40 can be established indirectly. The direct determination possible by means of the following formula (see 5.53 as an example)

\[
\Phi_{2\nu} = (-1)^\nu \frac{1}{(2\nu)!} \left\{ \Phi_0^{(2\nu)} + \sum_{\mu=1}^{\nu} (-1)^{\nu-\mu} (2\nu - 2\mu)! \frac{\Phi_0^{(2\nu-2\mu)}}{\varepsilon_0} \right\}, \quad \nu = 1, 2, \ldots
\]

Similarly to the case of axial symmetry, all coefficients may be expressed by \( \Phi_0 \). The function \( \Phi_0 \) is termed axis potential.

Using equation 7.41, the potential distribution 7.37 can be expressed as follows

\[
\phi(y, z) = \sum_{\nu=0}^{\infty} \frac{(-1)^\nu}{(2\nu)!} \left\{ \Phi_0^{(2\nu)} + \frac{1}{\varepsilon_0} \sum_{\mu=1}^{\nu} (-1)^{\nu-\mu} \times \right.
\]

\[
\times (2\nu - 2\mu)! \frac{\Phi_0^{(2\nu-2\mu)}}{\varepsilon_0} \right\} y^{2\nu} = \Phi_0 + \frac{1}{2} \left( \Phi_0'' + \frac{1}{\varepsilon_0} \varepsilon_0 \right) y^2 +
\]

\[
+ \frac{1}{24} \left[ \Phi_0^{(IV)} + \frac{1}{\varepsilon_0} (\varepsilon_0^5 - 2\varepsilon_2) \right] y^4 - \frac{1}{720} \left[ \Phi_0^{(VI)} + \right.
\]

\[
+ \frac{1}{\varepsilon_0} (\varepsilon_0^{(IV)} - 2\varepsilon_2^2 + 24\varepsilon_4) \right\} y^6 + \ldots
\]

With the help of equation 7.42, the potential can be calculated at any point, provided that \( \Phi_0 \) is known (\( \varepsilon_{2\nu} \) and their derivatives are given).

The field-strength components in the plane-symmetric field discussed can be calculated from equations 7.8 and 7.9.
\[ E_y(y, z) = \sum_{\nu=0}^{\infty} \frac{(-1)^{\nu+1}}{(2\nu-1)!} \left( \frac{\Phi_0^{(2\nu+1)}}{\varepsilon_0} + \frac{1}{\varepsilon_0} \sum_{\mu=1}^{\nu} (-1)^{\nu-\mu} \times \right. \]
\[ \times (2\nu - 2\mu)! \left( 2^{(2\nu-2\mu)} \right) y^{2\nu-1} = \left( \Phi_0^* + \frac{1}{\varepsilon_0} \varepsilon_0 \right) y - \]
\[ - \frac{1}{6} \left[ \Phi_0^{(IV)} + \frac{1}{\varepsilon_0} (\varepsilon_0^* - 2\varepsilon_2) \right] y^3 + \frac{1}{120} \left[ \Phi_0^{(V)} + \right. \]
\[ \left. + \frac{1}{\varepsilon_0} (\varepsilon_0^{(IV)} - 2\varepsilon_2^* + 24\varepsilon_4) \right] y^5 - \ldots \text{ 7.43} \]

\[ E_z(y, z) = \sum_{\nu=0}^{\infty} \frac{(-1)^{\nu+1}}{(2\nu)!} \left( \frac{\Phi_0^{(2\nu+1)}}{\varepsilon_0} + \frac{1}{\varepsilon_0} \sum_{\mu=1}^{\nu} (-1)^{\nu-\mu} \times \right. \]
\[ \times (2\nu - 2\mu)! \left( 2^{(2\nu-2\mu)} \right) y^{2\nu} = - \Phi_0^* + \frac{1}{2} \left( \Phi_0^* + \frac{1}{\varepsilon_0} \varepsilon_0 \right) y^2 - \]
\[ - \frac{1}{24} \left[ \Phi_0^{(IV)} + \frac{1}{\varepsilon_0} (\varepsilon_0^* - 2\varepsilon_2) \right] y^4 + \frac{1}{720} \left[ \Phi_0^{(V)} + \right. \]
\[ \left. + \frac{1}{\varepsilon_0} (\varepsilon_0^{(IV)} - 2\varepsilon_2^* + 24\varepsilon_4) \right] y^6 - \ldots \text{ 7.44} \]

It can be seen that equation 7.43 satisfies the second term of 7.31, and equation 7.44 satisfies the third term of 7.31.

(e) The series of the plane-symmetric magnetic field

Taking the previously followed process as a pattern, and taking into account the first term of equation 7.33, we determine the structure necessary for the solution of the homogeneous equation pertaining to equation 7.28.

With excitation by appropriate current-density distribution, or permanent magnet, the vector potential field is considered as given. The own current-density distribution of the investigated electron beam cannot be taken into consideration, since this does not excite plane-symmetric induction distribution. In the classical case this, moreover, may be omitted.

The vector potential distribution is given with the help of a power series

\[ A_x(y, z) = \alpha_1 y + \alpha_3 y^3 + \ldots = \sum_{\nu=0}^{\infty} \alpha_{2\nu+1} y^{2\nu+1} \text{ 7.45} \]

In equation 7.45 the unknown coefficients are functions of \( z \)

\[ \alpha_{2\nu+1} = \alpha_{2\nu+1}(z) \text{ 7.46} \]

Function \( \alpha_1 \) multiplied by minus one is termed axis induction (this notation will be verified later)

\[ -\alpha_1(z) = B_0(z) \text{ 7.47} \]
The relations between the coefficients of equation 7.45 have been determined by the method used previously. We obtain the following

\[ x_{2v+1} = -\frac{1}{2v(2v+1)} x''_{2v-1}, \quad v = 1, 2, \ldots \] 7.48

The relations between the coefficients \( x_{2v+1} \) of equation 7.48 are determined indirectly. Formulae serving direct determination, by the standard method are as follows

\[ x_{2v+1} = (-1)^{v} \frac{1}{(2v+1)!} a_{1}^{(2v)}, \quad v = 1, 2, \ldots \] 7.49

\[ x_{2v+1} = (-1)^{v+1} \frac{1}{(2v+1)!} B_{6}^{(2v)}, \quad v = 1, 2, \ldots \] 7.50

In accordance with equation 7.50 determining the relations between the coefficients, all the coefficients can be expressed by \( B_{0} \). It is therefore obvious that we have given a separate name, axis induction, to function \( B_{0} \).

Using equation 7.50, the form of the vector-potential distribution 7.45 is modified as follows

\[ A(x, y) = \sum_{v=0}^{\infty} \frac{(-1)^{v+1}}{(2v+1)!} B_{6}^{(2v)} y^{2v+1} = -B_{0} y + \frac{1}{6} B_{0}^{''} y^{3} - \frac{1}{120} B_{0}^{(v)} y^{3} + \ldots \] 7.51

With the help of equation 7.51 the vector potential can be calculated in any point if \( B_{0} \) is known.

The induction components in the case of the plane-symmetric distribution can be calculated from the second and third terms of equation 7.25

\[ B_{y}(y, z) = \sum_{v=0}^{\infty} \frac{(-1)^{v+1}}{(2v)!} B_{6}^{(2v+1)} y^{2v} = -B_{0} y + \frac{1}{6} B_{0}^{''} y^{3} - \frac{1}{120} B_{0}^{(v)} y^{3} + \ldots \] 7.52

\[ B_{z}(y, z) = \sum_{v=0}^{\infty} \frac{(-1)^{v}}{(2v)!} B_{6}^{(2v)} y^{2v} = B_{0} - \frac{1}{2} B_{0}^{''} y^{2} + \frac{1}{24} B_{0}^{(v)} y^{4} - \ldots \] 7.53

As can be seen from 7.53

\[ B_{z}(0, z) = B_{0}(z) \] 7.54
therefore not only the separate notation, but also the choice of the term will be found: the axis induction contains the values of the induction distribution measurable in the points of the axis \( z \), namely, component \( B_y (0, z) \) equals zero in all points of the axis \( z \).

It can be seen that equation 7.52 satisfies the second term of equation 7.34, and equation 7.53 satisfies the third term of 7.34.

Here, as in the case of axial symmetry, index economy is used, and, therefore, we shall omit the indices \( x \) and \( 0 \).

8. DERIVATION OF PLANAR INDUCTION DISTRIBUTION FROM THE SCALAR POTENTIAL IN THE EXCITATION REGION

In order to facilitate the approximative calculation of the magnetic field with planar distribution, the field can be derived from the scalar potential \([116]\); this method being different from the hitherto known methods.

Let the second term of equation 7.25 be extended in the following manner

\[
B_y = \frac{\partial A_x}{\partial z} = - \frac{\partial \varphi^+}{\partial y}
\]

Differentiating equation 8.1 with respect to \( z \), and taking into consideration equation 7.28

\[
\frac{\partial^2 A_x}{\partial z^2} = - \mu_0 j_x - \frac{\partial^2 A_x}{\partial y^2} = - \frac{\partial^2 \varphi^+}{\partial z \partial y}
\]

Integrating equation 8.2 with respect to \( y \)

\[
- \int_{y=0}^{y} \frac{\partial \varphi^+}{\partial z \partial y} \, dy = - \mu_0 \int_{y=0}^{y} j_x dy - \int_{0}^{y} \frac{\partial^2 A_x}{\partial y^2} \, dy
\]

Accomplishing the denoted (possible) integration

\[
- \frac{\partial \varphi^+}{\partial z} \bigg|_{y=0} + \frac{\partial \varphi^+}{\partial z} \bigg|_{y=0} = - \mu_0 \int_{y=0}^{y} j_x dy - \frac{\partial A_x}{\partial y} \bigg|_{y=0} + \frac{\partial A_x}{\partial y} \bigg|_{y=0}
\]

We shall now take into consideration the third term of equation 7.25, and rearrange equation 8.4

\[
- \frac{\partial \varphi^+}{\partial z} \bigg|_{y=0} + B_z \bigg|_{y=0} = - \mu_0 \int_{y=0}^{y} j_x dy + \frac{\partial \varphi^+}{\partial z} + B_z
\]
The following requirement is prescribed in equation 8.5 regarding the determination of $q^+$

$$ - \left. \frac{\partial q^+}{\partial z} \right|_{y=0} = B_z \left|_{y=0} \right. \quad 8.6 $$

Applying equation 8.6 in equation 8.5, and after rearrangement

$$ B_z = - \frac{\partial q^+}{\partial z} + \mu_0 \int_0^y j_x dy \quad 8.7 $$

Differentiating equation 8.1 with respect to $y$

$$ \frac{\partial^2 q^+}{\partial y^2} = - \frac{\partial^2 A_x}{\partial y \partial z} \quad 8.8 $$

Differentiating equation 8.7 with respect to $z$

$$ \frac{\partial^2 q^+}{\partial z^2} = \mu_0 \frac{\partial}{\partial z} \int_0^y j_x dy + \frac{\partial^2 A_x}{\partial z \partial y} \quad 8.9 $$

Summing equations 8.8 and 8.9

$$ \Delta q^+ = \mu_0 \frac{\partial}{\partial z} \int_0^y j_x dy \quad 8.10 $$

$q^+$, therefore, satisfies Poisson’s differential equation.

Summarising the equations derived for the determination of the induction components

$$ B_y = - \frac{\partial q^+}{\partial y} \quad 8.11 $$

$$ B_z = - \frac{\partial q^+}{\partial z} + \mu_0 \int_0^y j_x dy \quad 8.12 $$

If the induction components are calculated at the point $(y, z)$, it can be seen that these are dependent only on the current totalled up to point $y$. If the current density is identically zero up to the point $y$, the induction components can be formally derived in the same manner as from the magnetic scalar potential $V_m$ (see §9, item b). The induction components are naturally dependent on the exciting current, but this is present only in the form of boundary conditions: the induction distribution given for the boundaries is determined by the total excitation.
It follows from the aforesaid that in the current-free regions \( q^+ = V_m \). The boundary conditions relative to \( q^+ \) are of the same type as those pertaining to \( V_m \). As an example, iron-air boundary surfaces may be taken as approximatively (magnetic) equipotential surfaces \([128]\).

\( \Delta q^+ \) equals zero not only in the current-free regions, but in case of specific current distributions also in regions containing currents. In case of uniform current distribution, for example, it is different from zero on the boundaries (with vertical components) only.

In the case of current distribution as shown in figure 1.2

\[
\int_0^y j_x dy = (y - y_1)C(T) \tag{8.13}
\]

\[
\Delta q^+ = \mu_0 (y - y_1) \frac{\partial}{\partial z} C(T) \tag{8.14}
\]

In the case of specific current distributions, other equations may also be used, since the equations of the induction distribution can be derived by starting from \( B_z \) instead of \( B_y \). In this case, the following equations are obtained

\[
B_y = - \frac{\partial q^+}{\partial y} - \mu_0 \int_0^z j_x dz \tag{8.15}
\]

\[
B_z = - \frac{\partial q^+}{\partial z} \tag{8.16}
\]
Using the equation

$$- \frac{\partial \varphi^+}{\partial y} \bigg|_{z=0} = B_y \bigg|_{z=0}$$

as a complementary condition, the induction distribution can be determined by equations 8.15, 8.16, 8.17 as well as by 8.10, 8.11, 8.12. The group providing an easier calculation with the given current distribution should be chosen.

9. QUADRUPOLE FIELDS

A characteristic property of the quadrupole fields is that two preferred planes may be found in both the electric and magnetic fields. These preferred planes are invariably perpendicular to each other, and are either symmetry planes or antisymmetry planes of the field. In general, no further requirement is imposed on the quadrupole fields, and it is therefore apparent that these are more general than the fields with planar distribution and the axially symmetric fields discussed in the previous sections: the structure of quadrupole fields can be described only with the help of three variables.

In order to describe the quadrupole fields, a Cartesian coordinate system has been chosen, wherein two coordinate planes coincide with the symmetry or antisymmetry planes of the field. In accordance with the principle followed in the preceding sections, axis $z$ has been chosen as axis of the system, from which it follows that the preferred planes are the $x, z$ and the $y, z$ coordinate planes.

In cases arising in practical applications, arrangements of general quadrupole fields are used wherein the symmetry planes of the electric field coincide with the antisymmetry planes of the magnetic field. Since we have already chosen the coordinate system, we may write the equations defining the even parity and odd parity requirements of the components of the electric and magnetic fields as referred to the variables $x$ and $y$

$$E = E_x e_x + E_y e_y + E_z e_z$$

$$E_x(x, y, z) = -E_x(-x, y, z); \quad E_y(x, y, z) = E_y(-x, y, z);$$

$$E_z(x, y, z) = E_z(-x, y, z);$$

$$B = B_x e_x + B_y e_y + B_z e_z$$

$$B_x(x, y, z) = B_x(-x, y, z); \quad B_y(x, y, z) = -B_y(-x, y, z);$$

$$B_z(x, y, z) = -B_z(-x, y, z).$$
Both the electric and the magnetic fields may also appear separately but again in this case, the above form of writing is adhered to (see figures 1.3 and 1.4).

\[ B_x(x, y, z) = -B_y(x, -y, z); \quad B_y(x, y, z) = B_z(x, -y, z); \]
\[ B_z(x, y, z) = -B_x(x, -y, z) \]
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(a) Electric field

It follows from the previous requirements and from the relation 2.1 between the electric field and the scalar potential, not writing the simple components of the gradient in the Cartesian coordinate system, that

\[ q(x, y, z) = q(-x, y, z); \quad q(x, y, z) = q(x, -y, z) \]

i.e. the scalar potential is an even function referred to the variables \( x \) and \( y \).

In addition to the requirements already introduced which also represent the requirements of the boundary conditions, we need the conditions relating to the space-charge distribution exciting the quadrupole field. Taking the simple pattern where the lines of force of the electric field originate or end in electric charges, the following condition relating to space-charge distribution becomes clear (see figure I.5)

\[ \rho(x, y, z) = \rho(-x, y, z); \quad \rho(x, y, z) = \rho(x, -y, z) \]

thus, the space-charge distribution is also expressed by an even function of the variables \( x \) and \( y \).
The electric quadrupole field is determined from the general equation 2.4, taking into consideration the even parity conditions 9.7 and 9.8 (in rare cases conditions 9.2 and 9.3 are also required). The field-strength components can be calculated from equation 2.1.

(b) Magnetic field

In fields of planar distribution and of axial symmetry, the vector potential is used for derivation of the magnetic field. In both cases considerable reduction was achieved when the specific structural properties of the fields discussed were given consideration, and the fields could be described by a single-component vector potential. This is generally not possible in the case of quadrupole fields. Our present objectives do not encompass investigation of phenomena occurring in space sections where current density is present, and therefore the magnetic field will be derived from the magnetic scalar potential. This choice results in considerable reduction in the description, and the derivations.

Equation 1.3 is homogeneous since current density is not present in the space section investigated

\[ \text{curl } \mathbf{B} = 0 \quad 9.9 \]

This equation is identical in structure with equation 1.1 and therefore $\mathbf{B}$ may be derived from a scalar potential similarly to 2.1

\[ \mathbf{B} = -\text{grad } V_m \quad 9.10 \]

where the scalar potential is denoted by $V_m \text{ (V s m}^{-1}).$ As a consequence of equation 1.4, the magnetic scalar potential satisfies the equation

\[ \nabla V_m = 0 \quad 9.11 \]

The general solution [28, 138]

\[ V_m(r) = -\frac{1}{4\pi} \int_{F} \frac{V_{mp}(r_0)(r - r_0)}{|r - r_0|^3} \cdot df_0 - \frac{1}{4\pi} \int_{F} \frac{B_p(r_0)}{|r - r_0|} \cdot df_0 \quad 9.12 \]

where the boundary conditions are $V_m|_p = V_{mp}$, and $-\text{grad } V_m|_p = B_p$. All comments in general made with regard to the electric scalar potential, concerning boundary conditions, notations, etc. are valid in this case also.

The parity conditions relevant to the magnetic scalar potential can be established from the requirements 9.5 and 9.6 and from the relationship 9.10 between the magnetic field and the magnetic scalar potential

\[ V_m(x, y, z) = -V_m(-x, y, z); \quad V_m(x, y, z) = -V_m(x, -y, z) \quad 9.13 \]

The magnetic scalar potential is an odd function with respect to the variables $x$ and $y$. 
Note: The general derivation and calculation of the magnetic quadrupole field is not required in this book. Nevertheless, we are giving the parity prescriptions relevant to the components of the vector potential and of the current density as a starting point for calculation of the general cases

\[ A_x(x, y, z) = -A_x(-x, y, z); \quad A_y(x, y, z) = A_y(-x, y, z); \quad A_z(x, y, z) = A_z(-x, y, z) \]  

9.14

\[ A_x(x, y, z) = A_x(-x, -y, z); \quad A_y(x, y, z) = A_y(x, -y, z); \quad A_z(x, y, z) = A_z(-x, -y, z) \]  

9.15

\[ j_x(x, y, z) = j_x(-x, y, z); \quad j_y(x, y, z) = j_y(-x, y, z); \quad j_z(x, y, z) = j_z(-x, y, z) \]  

9.16

\[ j_x(x, y, z) = j_x(x, -y, z); \quad j_y(x, y, z) = -j_y(x, -y, z); \quad j_z(x, y, z) = j_z(x, -y, z) \]  

9.17

\( \text{(c) The series of the electric quadrupole field} \)

The series structure of the electric quadrupole field is established by the procedure followed previously.

The space-charge distribution in the quadrupole field may originate from an electron beam’s own space-charge, as long as the condition 9.8 is satisfied. Assuming this space-charge distribution to be known, the coefficients of the power series can be calculated by means of a series expansion. The coefficients thus obtained are functions of \( z \)

\[ q_{2\mu, 2\nu} = q_{2\mu, 2\nu}(z) \]  

9.18

The series itself is of the following form

\[ q(x, y, z) = q_{00} + q_{20}x^2 + q_{02}y^2 + q_{40}x^4 + q_{22}x^2y^2 + \]  

\[ + q_{04}y^4 + \ldots = \sum_{\mu=0}^{\infty} \sum_{\nu=0}^{\infty} q_{2\mu, 2\nu} x^{2\mu} y^{2\nu} \]  

9.19

The potential series

\[ \varphi(x, y, z) = \phi_{00} + \phi_{20}x^2 + \phi_{02}y^2 + \phi_{40}x^4 + \phi_{22}x^2y^2 + \]  

\[ + \phi_{04}y^4 + \ldots = \sum_{\mu=0}^{\infty} \sum_{\nu=0}^{\infty} \phi_{2\mu, 2\nu} x^{2\mu} y^{2\nu} \]  

9.20

The unknown coefficients \( \phi_{2\mu, 2\nu} \) here too are functions of \( z \)

\[ \phi_{2\mu, 2\nu} = \phi_{2\mu, 2\nu}(z) \]  

9.21

The electric quadrupole field is more general than either fields with planar distribution or axially symmetric fields, and can therefore no longer be characterised by one single \( \phi(z) \) function (and its derivatives), but, as will be seen later, three functions are necessary for its description.

Derivatives contained in equation 2.4

\[ \frac{\partial^2 q}{\partial x^2} = \sum_{\mu=1}^{\infty} \sum_{\nu=1}^{\infty} 2\mu(2\mu - 1)\phi_{2\mu, 2\nu - 2} x^{2\mu - 2} y^{2\nu - 2} \]  

9.22
\[ \frac{\partial^2 \varphi}{\partial y^2} = \sum_{\mu=1}^{\infty} \sum_{v=1}^{\infty} 2r(2v - 1) \Phi_{2\mu-2,2v-2} x^{2\mu-2} y^{2v-2} \]
\[ \frac{\partial^2 \varphi}{\partial z^2} = \sum_{\mu=1}^{\infty} \sum_{v=1}^{\infty} \Phi''_{2\mu-2,2v-2} x^{2\mu-2} y^{2v-2} \]

Equations 9.19, 9.22, 9.23 and 9.24 are substituted into 2.4 and ordinated
\[ \sum_{\mu=1}^{\infty} \sum_{v=1}^{\infty} \left[ 2\mu(2\mu - 1) \Phi_{2\mu,2v-2} + 2r(2v - 1) \Phi_{2\mu-2,2v} + \Phi''_{2\mu-2,2v-2} + \frac{1}{\varepsilon_0} \zeta_{2\mu-2,2v-2} \right] x^{2\mu-2} y^{2v-2} = 0 \]

In accordance with the usual procedure, the term in brackets in identity 9.25 is to be chosen as zero, giving rise to the following conditions
\[ 2\mu(2\mu - 1) \Phi_{2\mu,2v-2} + 2r(2v - 1) \Phi_{2\mu-2,2v} + \Phi''_{2\mu-2,2v-2} + \frac{1}{\varepsilon_0} \zeta_{2\mu-2,2v-2} = 0, \quad \mu, v = 1, 2, 3, \ldots \]

In case of \( \mu, v = 1 \), the following equation results from 9.26
\[ 2\Phi_{20} + 2\Phi_{02} + \Phi''_{00} + \frac{1}{\varepsilon_0} \zeta_{00} = 0 \]

Introducing the function
\[ D = D(z) = 2(\Phi_{20} - \Phi_{02}) \]
via the relations
\[ \Phi_{20} = \frac{1}{2} D + \Phi_{02} \text{ and } \Phi_{02} = \Phi_{20} - \frac{1}{2} D \]
the following equations are obtained from 9.27
\[ \Phi_{20} = -\frac{1}{4} \left( \Phi''_{00} - D + \frac{1}{\varepsilon_0} \zeta_{00} \right) \]
\[ \Phi_{02} = -\frac{1}{4} \left( \Phi''_{00} + D + \frac{1}{\varepsilon_0} \zeta_{00} \right) \]
i.e. one function \((D)\) is sufficient instead of two functions \((\Phi_{20}, \Phi_{02})\).
For \( \mu = 1, v = 2 \), from 9.26, we obtain
\[ 2\Phi_{22} + 12\Phi_{04} + \Phi''_{00} + \frac{1}{\varepsilon_0} \zeta_{02} = 0 \]
and in case of \( \mu = 2, \nu = 1 \), equation

\[
12 \Phi_{40} + 2\Phi_{22} + \Phi_{20}'' + \frac{1}{\epsilon_0} q_{20} = 0
\]

9.32

is obtained. \( \Phi_{40}'' \) in 9.31 is calculated from equation 9.30, and \( \Phi_{20}'' \) in 9.32, from 9.29. After substitution equations 9.31 and 9.32 are solved with respect to the unknown functions \( \Phi_{04} \) and \( \Phi_{40} \)

\[
\Phi_{40} = \frac{1}{48} \left[ \Phi_{00}^{(IV)} - D'' - 8\Phi_{22} + \frac{1}{\epsilon_0} (\epsilon_{00}'' - 4q_{20}) \right]
\]

9.33

\[
\Phi_{04} = \frac{1}{48} \left[ \Phi_{00}^{(IV)} + D'' - 8\Phi_{22} + \frac{1}{\epsilon_0} (\epsilon_{00}'' - 4q_{02}) \right]
\]

9.34

In view of the fact that in the following only first-order equations of motion will be used in our investigations, and the number of coefficients defined for the structural formula of the potential distribution is already more than necessary, we are not calculating further coefficients, neither are we introducing the formula of the general coefficient. The general formula has been discussed elsewhere [133] and with this knowledge we draw attention only to the fact that in the formulae of the coefficients obtained so far, all three functions characterising the quadrupole field have already appeared: \( \Phi_{00}, D, \Phi_{22} \). All the coefficients appearing in the potential series can be expressed by these three functions and their derivatives.

The series of the potential distribution with the determined coefficients and the three functions introduced is as follows

\[
\varphi(x, y, z) = \Phi_{00} - \frac{1}{4} \left( \Phi_{00}'' - D + \frac{1}{\epsilon_0} \rho_{00} \right) x^2 - \frac{1}{4} \left( \Phi_{00}'' + D + \frac{1}{\epsilon_0} \rho_{00} \right) y^2 + \frac{1}{48} \left[ \Phi_{00}^{(IV)} - D'' - 8\Phi_{22} + \frac{1}{\epsilon_0} (\epsilon_{00}'' - 4q_{20}) \right] x^4 + \Phi_{22} x^2 y^2 + \frac{1}{48} \left[ \Phi_{00}^{(IV)} + D'' - 8\Phi_{22} + \frac{1}{\epsilon_0} (\epsilon_{00}'' - 4q_{02}) \right] y^4 + \ldots
\]

9.35

The potential value pertaining to any arbitrary point of the electric quadrupole field can be calculated from 9.35 if the axial values of the following functions are known

\[
\varphi \bigg|_{x=0, y=0} = \Phi_{00} \text{ (axis potential)}
\]

9.36

\[
\frac{\partial^2 \varphi}{\partial x^2} \bigg|_{x=0, y=0} \quad \frac{\partial^2 \varphi}{\partial y^2} \bigg|_{x=0, y=0} = D
\]

9.37
From 9.35, the components of the electric field strength are

\[ E_x(x, y, z) = \frac{1}{2} \left( \Phi''_{00} - D + \frac{1}{\varepsilon_0} \Phi_{00} \right) x - \frac{1}{12} \left[ \Phi^{(IV)}_{00} - D^* - 8 \Phi_{22} + \frac{1}{\varepsilon_0} (\Phi''_{00} - 4\Phi_{00}) \right] x^3 - 2 \Phi_{22} xy^2 + \ldots \]

\[ E_y(x, y, z) = \frac{1}{2} \left( \Phi''_{00} + D + \frac{1}{\varepsilon_0} \Phi_{00} \right) y - \frac{1}{12} \left[ \Phi^{(IV)}_{00} + D^* - 8 \Phi_{22} + \frac{1}{\varepsilon_0} (\Phi''_{00} - 4\Phi_{00}) \right] y^3 + \ldots \]

\[ E_z(x, y, z) = -\Phi''_{00} + \frac{1}{4} \left( \Phi''_{00} - D^* + \frac{1}{\varepsilon_0} \Phi_{00}' \right) x^2 + \frac{1}{4} \left( \Phi''_{00} + D' + \frac{1}{\varepsilon_0} \Phi_{00}' \right) y^2 + \ldots \]

\[ \frac{\partial^4 \Phi}{\partial x^2 \partial y^2} \bigg|_{x=0, y=0} = 4 \Phi_{22} \]

\[ (d) \text{ The series of the magnetic quadrupole field} \]

Writing the series structure for the magnetic quadrupole field will cause no difficulties using the above method, and it is in fact simpler than the series structure of the electric quadrupole field. The current-density distribution of a beam moving in a magnetic quadrupole field cannot be taken into consideration since this current-density distribution does not excite a quadrupole field, and in the classical case it may be omitted.

The series of the magnetic scalar potential is

\[ V_m(x, y, z) = V_{11} xy + V_{31} x^3 y + V_{13} x y^3 + V_{51} x^5 y + V_{33} x^3 y^3 + \]

\[ + V_{15} x y^5 + \ldots = \sum_{\mu=0}^\infty \sum_{v=0}^\infty V_{2\mu+1,2v+1} x^{2\mu+1} y^{2v+1} \]

\[ V_{2\mu+1,2v+1} = V_{2\mu+1,2v+1}(z) \]

\[ 2\mu(2\mu + 1)V_{2\mu+1,2v-1} + 2v(2v + 1)V_{2\mu-1,2v+1} + \]

\[ + V_{2\mu-1,2v-1} = 0, \mu, v = 1, 2, 3 \ldots \]
By the use of the function

\[ H = H(z) = 6(V_{31} - V_{13}) \]

the coefficients \( V_{31} = \frac{1}{6} H + V_{13}; V_{13} = V_{31} - \frac{1}{6} H \) are

\[ V_{31} = -\frac{1}{12}(V''_{11} - H) \]

\[ V_{13} = -\frac{1}{12}(V''_{11} + H) \]

\[ V_{51} = \frac{1}{240}(V^{(v)}_{11} - H'' - 72V_{33}) \]

\[ V_{15} = \frac{1}{240}(V^{(v)}_{11} + H'' - 72V_{33}) \]

Further terms and the general formula are to be found in the literature [133]. The characteristics of the magnetic quadrupole field are \( V_{11}, H \) and \( V_{33} \), by means of which the other coefficients may be expressed. The magnetic scalar potential is

\[
V_m(x, y, z) = V_{11}xy - \frac{1}{12}(V''_{11} - H)x^2y - \frac{1}{12}(V''_{11} + H)xy^3 + \\
+ \frac{1}{240}(V^{(v)}_{11} - H'' - 72V_{33})x^3y + V_{33}x^2y^3 + \\
+ \frac{1}{240}(V^{(v)}_{11} + H'' - 72V_{33})xy^5 + \ldots
\]

Similarly to the electric quadrupole field, the field characteristics of the magnetic quadrupole field may be calculated at all points, if the three characteristic functions are known. As customary, the characteristic functions are brought into connection with the magnetic induction. Due to their simplicity, the derivations are not given here.

Finally, the induction components

\[
B_x(x, y, z) = -V_{11}y + \frac{1}{4}(V''_{11} - H)x^2y + \frac{1}{12}(V''_{11} + H)y^3 + \ldots
\]

\[
B_y(x, y, z) = -V_{11}x + \frac{1}{12}(V''_{11} - H)x^3 + \frac{1}{4}(V''_{11} + H)xy^2 + \ldots
\]
The three induction components on the axis in the quadrupole field are equal to zero.

For summarised information on the quadrupole fields, see [101, 119, 133]

(C) APPROXIMATIVE SOLUTION OF THE POTENTIAL EQUATIONS

Numerous methods for obtaining an approximative solution of potential equations are known, since such equations are used in other applied fields of physics. Of these, the difference equation method is the most prominent and widely used, and upon this the most important method of measurement—based on analogy—is also founded. Other approximative calculation methods are more difficult and less widely used, these yield approximations based on known functions as against the method of difference equations which produces simple tabulated functional relationships.

10. METHOD OF DIFFERENCE EQUATIONS

(a) Systems of equations

The method of systems of equations is one of the procedures for the solution of potential equations. The conception is simple.

A net is stretched in the space section under investigation, and the potential values are determined only at the nodal points of the net (discretising). The differential expression in the differential equation is substituted by an approximative difference expression. The difference expression is assembled from potential values found in the nodal points of the net. The differential expression pertaining to a nodal point contains only unknown potential values, excepting those where a known potential value found in the boundary nodal points is necessary for their formation. As many differential expressions, i.e. algebraic equations, are written as the number of nodal points in the net, with unknown potential values; care must be taken, naturally, that each unknown value must figure at least once. By doing so, the solution of the differential equation is reduced to the solution of a system of algebraic equations. Since the system of equations contains also known potential values on the boundary, the boundary conditions are satisfied by the approximative solution.

A more close-meshed net corresponds to a system of more equations and a solution of greater accuracy. In the case of a net with given mesh widths, a more accurate solution pertains to higher-order approximative difference expressions of the differential expressions. The mesh may be triangular rectangular or of other form. Generally, a regular mesh is chosen: equilatera
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triangle, or square. They are used primarily for calculations in the inner part of the investigated region. The choice of an irregular mesh is justified by good matching to the boundary. In order to reduce the volume of calculations, all symmetries and antisymmetries available in geometric arrangements are exploited.

By using the procedure described, the error of the approximative solution can be estimated with the help of [6, 98].

(b) The relaxation method

A more practical procedure than that outlined above is now described [21, 22, 115]. The steps necessary for producing the calculation formulae are given instead of a simple description of the procedure, this not only facilitating its application in other arbitrary cases but also ensures good use of the formulae. The basic conception for the determination of the sought calculation formulae is the following:

(i) The sought function is given by a multivariable Taylor series in the vicinity of a selected point.
(ii) The values of the function in the net points in the vicinity of the selected point are calculated by means of the Taylor series.
(iii) The partial derivatives appearing in the Taylor series expansion are calculated from the written equations with the help of the net-point potentials.
(iv) The partial derivatives now known are substituted into the investigated differential expression, thereby establishing a relation between the potentials found in the selected point and the net points. This relationship is the formula sought.
(v) The distribution used as a starting point in determining the sought function values is a rough guess only. By repeated use of the formulae the starting distribution should be refined until the potential formula exists for all points, within a priori given limits of accuracy. This refinement is performed in the following manner. The calculation formula is used in the form reduced to zero, and the chosen potential values are substituted into the calculation formula. Since these potential values are not accurate, the substitution will generally yield substitution values different from zero. This value, termed as residual, must be reduced to zero or to the prescribed minute degree by suitable modification, with regard to the residual, of the chosen potential values. During the calculations a change in the sign of the residual may be observed, which, however, may be disregarded.

(c) Difference quotients

The difference quotients are required in the procedures performed with both systems of equations and relaxation calculations. For producing the difference quotients, we first write the Taylor series of the two-variable function $z = z(x, y)$
z = \sum_{\nu=0}^{\infty} \sum_{\lambda=0}^{\infty} \left[ \frac{\partial^{\nu+\lambda} z}{\partial x^{\nu} \partial y^{\lambda}} \right]_{x=x_n, y=y_m} (x-x_n)^{\nu} \lambda! + z'_x(x_n, y_m)(x-x_n) + z'(x_n, y_m)(y-y_m) + \frac{1}{2} z'_{xx}(x_n, y_m)(x-x_n)^2 + z'_{xy}(x_n, y_m)(x-x_n)(y-y_m) + \frac{1}{2} z''_{yy}(x_n, y_m)(y-y_m)^2 + \ldots \quad 10.1

A rectangular general net with non-uniform mesh-widths is chosen, from which, as a special case, the square net can be formed. The nodal points in the vicinity of the selected \((x_n, y_m)\) point, and the notations used are shown in figure I.6.

The function values in the net points are denoted as shown in Table I.1.

<table>
<thead>
<tr>
<th>Table I.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>(z_0 = z_{0,0} = z(x_n, y_m))</td>
</tr>
<tr>
<td>(z_1 = z_{1,0} = z(x_n + s_1 a, y_m))</td>
</tr>
<tr>
<td>(z_2 = z_{0,1} = z(x_n, y_m + r_1 a))</td>
</tr>
<tr>
<td>(z_3 = z_{-1,0} = z(x_n - s_{-1} a, y_m))</td>
</tr>
<tr>
<td>(z_4 = z_{0,-1} = z(x_n, y_m - r_{-1} a))</td>
</tr>
<tr>
<td>(z_5 = z_{2,0} = z[x_n + (s_1 + s_2) a, y_m])</td>
</tr>
<tr>
<td>(z_6 = z_{1,1} = z(x_n + s_1 a, y_m + r(a)))</td>
</tr>
<tr>
<td>(z_7 = z_{0,2} = z[x_n, y_m + (r_1 + r_2) a])</td>
</tr>
<tr>
<td>(z_8 = z_{-1,1} = z(x_n - s_{-1} a, y_m + r_1 a))</td>
</tr>
<tr>
<td>(z_9 = z_{-2,0} = z[x_n - (s_{-1} + s_{-2}) a, y_m])</td>
</tr>
<tr>
<td>(z_{10} = z_{-1,-1} = z(x_n - s_{-1} a, y_m - r_{-1} a))</td>
</tr>
<tr>
<td>(z_{11} = z_{0,-2} = z[x_n, y_m - (r_{-1} + r_2) a])</td>
</tr>
<tr>
<td>(z_{12} = z_{1,-1} = z(x_n + s_1 a, y_m - r_{-1} a))</td>
</tr>
</tbody>
</table>

The function values pertaining to the net points are calculated by means of the Taylor series expansion. As an example, the function value \(z_6\) is given as follows

\[z_6 = z(x_n + s_1 a, y_m + r_1 a) = \sum_{\nu=0}^{\infty} \sum_{\lambda=0}^{\infty} \left[ \frac{\partial^{\nu+\lambda} z}{\partial x^{\nu} \partial y^{\lambda}} \right]_{x=x_n, y=y_m} (s_1 a)^{\nu} (r_1 a)^{\lambda} \]

\[= z(x_n, y_m) + z'_x(x_n, y_m)s_1 a + z'(x_n, y_m)r_1 a + \frac{1}{2} z''_{xx}(x_n, y_m)s_1^2 a^2 + z''_{xy}(x_n, y_m)s_1 r_1 a^2 + \frac{1}{2} z''_{yy}(x_n, y_m)r_1^2 a^2 + \ldots \quad 10.2\]
In the equations thus obtained the partial derivatives are considered as the unknowns to be determined. During the calculations the terms containing derivatives of higher order than that to be determined, are disregarded. It follows from $z_1$ and $z_3$ that

$$a z'_x = \frac{1}{s^{-1} + s_1} (z_1 - z_3) \quad 10.3$$

From $z_2$ and $z_4$

$$a z'_y = \frac{1}{r^{-1} + r_1} (z_2 - z_4) \quad 10.4$$

From $z_1$ and $z_3$

$$a^2 z''_{xx} = \frac{2}{s^{-1} s_1 (s^{-1} + s_1)} [s^{-1} z_1 - (s^{-1} + s_1) z_0 + s_1 z_3] \quad 10.5$$

From $z_1, z_2, z_3, z_4, z_6$ and $z_{10}$

$$a^2 z''_{xy} = \frac{1}{s_1 r_1 s^{-1} r_{-1}} (z_{10} + z_6 - z_4 - z_3 - z_2 - z_1 + 2z_0) \quad 10.6$$
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From \( z_1, z_2, z_3, z_4, z_5 \) and \( z_{12} \)

\[
a_2^{x y} = -\frac{1}{s_1 s_{-1} + s_{-1} r_1} (z_{12} + z_5 - z_4 - z_3 - z_2 - z_1 + 2z_0) \tag{10.7}
\]

From \( z_2 \) and \( z_4 \)

\[
a_2^{x y} = -\frac{2}{r_{-1} r_1 (r_{-1} + r_1)} \left[ r_{-1} z_2 - (r_{-1} + r_1)z_0 + r_1 z_4 \right] \tag{10.8}
\]

The difference quotients 10.3–10.8 are now suitable for substitution into the differential expressions occurring, for approximative calculations. Before examining the differential equation types to be solved, let us write the difference quotients pertaining to the square-mesh net. These can be calculated from equations 10.3–10.8 with the substitution of \( s_{-1} = r_{-1} = = s_1 = r_1 = 1 \)

\[
a_z' = \frac{1}{2} (z_1 - z_3) \tag{10.9}
\]

\[
a_z'' = \frac{1}{2} (z_2 - z_4) \tag{10.10}
\]

\[
a_2^{x y} = z_1 - 2z_0 + z_3 \tag{10.11}
\]

\[
a_2^{x y} = \frac{1}{2} (z_{10} + z_6 - z_4 - z_3 - z_2 - z_1 + 2z_0) \tag{10.12}
\]

\[
a_2^{x y} = -\frac{1}{2} (z_{12} + z_8 - z_4 - z_3 - z_2 - z_1 + 2z_0) \tag{10.13}
\]

\[
a_2^{x y} = z_2 - 2z_0 + z_4 \tag{10.14}
\]

The simplicity of the formulae 10.9, 10.10, 10.11, 10.12, 10.13, 10.14 render them suitable for use inside the regions, while equations 10.3, 10.4, 10.5, 10.6, 10.7, 10.8 facilitate matching to the boundary conditions.

In the following sections we shall take in succession the differential equation types important for us, and shall introduce the formulae necessary for their solution.

11. APPROXIMATIVE CALCULATION FORMULAE

FOR ELECTRIC-MAGNETIC FIELDS OF SPECIFIC STRUCTURE

(a) Approximative calculation of fields with planar distribution

In the preceding paragraphs we used equation 7.7 for determination of the electric field and equations 7.28, 8.10 and 8.17 for determination of the magnetic field.
We shall derive the approximative calculation formula of equation 7.7, but not the others, since these can be obtained in the same manner.

The differential expression in equation 7.7 is substituted by the approximative difference expression

\[
\left[ \Delta q \right]_{y=y_0}^{z=z_0} = \frac{2}{a^2} \frac{1}{s_1(s-1+s_1)} \left[ s_1 q_1 - (s-1+s_1) q_0 + s_1 q_3 \right] + \\
+ \frac{2}{a^2} \frac{1}{r_1(r-1+r_1)} \left[ r_1 q_2 - (r-1+r_1) q_0 + r_1 q_4 \right]
\]

and solved for \( q_0 \)

\[
q_0 = \frac{s_1 s_1 r_1^t}{s_1 s_1 + r_1 r_1} \left\{ \frac{1}{s_1(s-1+s_1)} q_1 + \frac{1}{s_1(s-1+s_1)} q_3 + \\
+ \frac{1}{r_1(r-1+r_1)} q_2 + \frac{1}{r_1(r-1+r_1)} q_4 + \frac{a^2}{2\varepsilon_0} \right\}
\]

In equation 11.2 \( q_0 = q(y_0, z_0) \). In case of a square-mesh net

\[
q_0 = \frac{1}{4} \left( q_1 + q_3 + q_2 + q_4 + \frac{a^2}{\varepsilon_0} \right)
\]

Approximative calculation formula of equation 7.28

\[
A_{x0} = \frac{s_1 s_1 r_1^t}{s_1 s_1 + r_1 r_1} \left\{ \frac{1}{s_1(s-1+s_1)} A_{x1} + \frac{1}{s_1(s-1+s_1)} A_{x3} + \\
+ \frac{1}{r_1(r-1+r_1)} A_{x2} + \frac{1}{r_1(r-1+r_1)} A_{x4} + \frac{\mu_0 a^2}{2} j_{x0} \right\}
\]

The meaning of \( j_{x0} \) in equation 11.4: \( j_{x0} = j_x(y_0, z_0) \). In case of a square-mesh net

\[
A_{x0} = \frac{1}{4} \left( A_{x1} + A_{x3} + A_{x2} + A_{x4} + \mu_0 a^2 j_{x0} \right)
\]

Approximative calculation formula of equation 8.1

\[
q_0^+ = \frac{s_1 s_1 r_1^t}{s_1 s_1 + r_1 r_1} \left\{ \frac{1}{s_1(s-1+s_1)} q_1^+ + \frac{1}{s_1(s-1+s_1)} q_3^+ + \\
+ \frac{1}{r_1(r-1+r_1)} q_2^+ + \frac{1}{r_1(r-1+r_1)} q_4^+ - \frac{\mu_0 a^2}{2} \left[ \frac{\partial}{\partial z} \int_{y=y_0}^{y} j_x \, dy \right]_{y=y_0} \right\}
\]
In the square-mesh net case

\[ \varphi_0^+ = \frac{1}{4} \left\{ \varphi_1^+ + \varphi_3^+ + \varphi_2^+ + \varphi_4^+ + \mu_0 a^2 \left[ \frac{\partial}{\partial z} \int_{y=y_0}^{y=0} j_x \, dy \right] \right\} \]  

11.7

Approximative calculation formula of equation 8.17

\[ \varphi_0^+ = \frac{s_{-1}s_1r_{-1}r_1}{s_{-1}s_1 + r_{-1}r_1} \left\{ \frac{1}{s_1(s_{-1} + s_1)} \varphi_1^+ + \frac{1}{s_{-1}(s_{-1} + s_1)} \varphi_3^+ + \right. \\
\left. + \frac{1}{r_{1}(r_{-1} + r_1)} \varphi_2^+ + \frac{1}{r_{-1}(r_{-1} + r_1)} \varphi_4^+ + \frac{\mu_0 a^2}{2} \left[ \frac{\partial}{\partial y} \int_{y=y_0}^{y=0} j_x \, dy \right] \right\} \]  

11.8

In the square-mesh net case

\[ \varphi_0^+ = \frac{1}{4} \left\{ \varphi_1^+ + \varphi_3^+ + \varphi_2^+ + \varphi_4^+ + \mu_0 a^2 \left[ \frac{\partial}{\partial y} \int_{y=y_0}^{y=0} j_x \, dy \right] \right\} \]  

11.9

(b) Approximative calculation of axially symmetric fields

In the preceding paragraphs equations 5.11 and 5.79 were used for determination of the electric field, and equations 5.36 and 6.11 for determination of the magnetic field.

The formulae may be obtained similarly to derivation of formula 11.2 pertaining to equation 7.7.

The approximative calculation formula of equation 5.11 [arbitrary point \((R_0, z_0)\)]

\[ \varphi_0 = \frac{s_{-1}s_1r_{-1}r_1}{s_{-1}s_1 + r_{-1}r_1} \left\{ \frac{1}{s_1(s_{-1} + s_1)} \varphi_1 + \frac{2R_0 + ar_1}{2R_0r_{1}(r_{-1} + r_1)} \varphi_2 + \right. \\
\left. + \frac{2R_0 - ar_{-1}}{2R_0r_{-1}(r_{-1} + r_1)} \varphi_3 + \frac{a^2}{2\varepsilon_0} \varphi_0 \right\} \]  

11.10

In the equation \( \varphi_0 = \varphi(R_0, z_0) \). In the square-mesh net case

\[ \varphi_0 = \frac{1}{4} \left( \varphi_1 + \frac{2R_0 + a}{2R_0} \varphi_2 + \varphi_3 + \frac{2R_0 - a}{2R_0} \varphi_4 + \frac{a^2}{\varepsilon_0} \varphi_0 \right) \]  

11.11
Approximative calculation formula of equation 5.79 [axis point (0, \(z_0\))]

\[
\varphi_0 = \frac{s_1s_1r_1r_1}{2s_1s_1 + r_1r_1} \left[ \frac{1}{s_1(s_1 + s_1)} \varphi_1 + \frac{2}{r_1(r_1 + r_1)} \varphi_2 +\right.
\]
\[
\left. + \frac{1}{s_1(s_1 + s_1)} \varphi_3 + \frac{2}{r_1(r_1 + r_1)} \varphi_4 + \frac{a^2}{2\varepsilon_0} \varphi_0 \right] \tag{11.12}
\]

Here \(\varphi_0 = \varphi(0, z_0)\). In the square-mesh net case

\[
\varphi_0 = \frac{1}{6} \left( \varphi_1 + 2\varphi_2 + \varphi_3 + 2\varphi_4 + \frac{a^2}{\varepsilon_0} \varphi_0 \right) \tag{11.13}
\]

Approximative calculation formula of equation 5.36

\[
A_{x0} = \frac{2R_0^2 s_1s_1r_1r_1}{2R_0(s_1s_1 + r_1r_1) + a^2s_1s_1r_1r_1} \left[ \frac{1}{s_1(s_1 + s_1)} A_{x1} +\right.
\]
\[
\left. + \frac{2R_0 + ar_1}{2R_0r_1(r_1 + r_1)} A_{x2} + \frac{1}{s_1(s_1 + s_1)} A_{x3} +\right.
\]
\[
\left. + \frac{2R_0 - ar_1}{2R_0r_1(r_1 + r_1)} A_{x4} + \frac{\mu_0a^2}{2} j_{x0} \right] \tag{11.14}
\]

Here \(j_{x0} = j_x(R_0, z_0)\). In the square-mesh net case

\[
A_{x0} = \frac{R_0^2}{4R_0^2 + a^2} \left( A_{x1} + \frac{2R + a}{2R_0} A_{x2} + A_{x3} + \frac{2R_0 - a}{2R_0} A_{x4} + \mu_0a^2 j_{x0} \right) \tag{11.15}
\]

Approximative calculation formula of equation 6.11

\[
\Psi_0 = \frac{s_1s_1r_1r_1}{s_1s_1 + r_1r_1} \left[ \frac{1}{s_1(s_1 + s_1)} \Psi_1 + \frac{2R_0 - ar_1}{2R_0r_1(r_1 + r_1)} \Psi_2 +\right.
\]
\[
\left. + \frac{1}{s_1(s_1 + s_1)} \Psi_3 + \frac{2R_0 + ar_1}{2R_0r_1(r_1 + r_1)} \Psi_4 + \pi\mu_0R_0a^2 j_{x0} \right] \tag{11.16}
\]

Here \(j_0 = j(R_0, z_0)\). In the square-mesh net case

\[
\Psi_0 = \frac{1}{4} \left( \Psi_1 + \frac{2R_0 - a}{2R_0} \Psi_2 + \Psi_3 + \frac{2R_0 + a}{2R_0} \Psi_4 + 2\pi\mu_0R_0a^2 j_{x0} \right) \tag{11.17}
\]
12. OTHER METHODS OF APPROXIMATIVE SOLUTION

(a) Separation of the variables

An accurate solution by separation of potential equations is obtained if we can determine the limit of the infinite series obtained. This, however, rarely occurs. Thus the only way is to approach the limit with some partial sum of the series (taking into consideration a finite number of terms of the series only). On the one hand, the partial sums of series of this type rapidly converge to the limit (it is sufficient to calculate a partial sum with a small number of terms), while on the other hand the sequence of partial sums tends towards the limit (approach with the partial sum is therefore permissible). Relations exist [49, 79] for estimation of the error of approximation by partial sums, but in practice it is profitable to follow the method which takes into account as many terms of the series as necessary so that the correction due to the terms following in sequence will be negligible.

The series expansion of the function given on the boundary takes place according to an orthogonal system of functions. The boundary function may also be expanded with the help of a series according to a non-orthogonal system of functions. In this case it is naturally a precondition that the elements of the system of functions satisfy the differential equations of the potentials, and that they be linearly independent of each other. And finally, the system of functions must be complete, or closed [37, 38, 94, 95, 122, 123]. If the above conditions are fulfilled, the boundary function is given by the following series

\[ q_p(x) = \sum_{v=0}^{\infty} b_v F_v \]

In equation 12.1 \( F_v(x) (v = 0, 1, 2, \ldots) \) is the non-orthogonal system of functions, and constants \( b_v \) are the coefficients of the series expansion. Let us now choose an arbitrary complete system of functions \( X_i (i = 0, 1, 2, \ldots) \) and multiply both sides of equation 12.1 by this system

\[ q_p X_i = \sum_{v=0}^{\infty} b_v F_v X_i \]

Now we shall integrate by terms over the interval \((a, b)\)

\[ \int_{a}^{b} q_p X_i \, dx = \sum_{v=0}^{\infty} b_v \int_{a}^{b} F_v X_i \, dx \]

In equation 12.3 integrals different from zero appear now even in case of \( v \neq i \)

\[ \int_{a}^{b} q_p X_i \, dx = a_i \]

\[ b_v \int_{a}^{b} F_v X_i \, dx = b_v c_{vi} \]
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Substituting equations 12.4 and 12.5 into equation 12.2 we obtain

\[ a_i = \sum_{r=0}^{\infty} b_r c_{ri}, \quad i = 0, 1, 2, \ldots \]

12.6

The unknown coefficients \( b_r \) can now be determined from the system of equations 12.6. Instructions for the solution of the system of equations can be found in [98].

(b) The Ritz method

The most important method for approximative determination of the extreme values of functionals appearing in the variation method, is the Ritz method [22].

Let us choose a multi-parameter function which satisfies the boundary conditions at any value of the parameters of the function.

Let us denote this function by

\[ y = y(x_s, c_i), \quad s = 1, 2, \ldots, m, \quad i = 1, 2, \ldots, q \]

12.7

If we form a functional with this function [105–107], the functional \( F \) will be a function of the constants \( c_i \)

\[ F(c_i) = \int_L L(x_s, y, y_s)dv \]

12.8

i.e. a \( q \)-variable function. \( L \) denotes that the Lagrange function of the given problem is concerned. In the present case the Lagrange function of the electric and magnetic fields is to be used (see equation 4.73, where in case of a pure electric field \( y \equiv q \)). The extreme value of the multi-variable functions can be found where

\[ \frac{\partial F}{\partial c_i} = 0, \quad i = 1, 2, \ldots, q \]

12.9

The system of \( q \) equations 12.9 determines the \( q \) unknowns \( c_i \). An accurate solution is approached by \( y(x_s, c_i) \), with these constants \( c_i \).

(c) The method of infinite series

It is unusual for the unknown coefficients to be determined using a generally valid formula when the solution is sought in the form of an infinite series. This difficulty is obviously caused by the system of infinite number of equations. In some cases it is sufficient to determine the coefficients necessary for the first few terms of the series, which requires solution of the system of equations resulting from omission of the coefficients with higher indices.
(d) Reduction to ordinary differential equation

The dependency of the sought function upon one or more variables, matched to the nature of the problem, may be given a priori. In this way the number of partial derivatives in the partial differential equation has been reduced. If the dependency upon a sufficient number of variables is given—in the most frequent two-variable cases, the dependency upon one variable—the partial differential equation is reduced to an ordinary differential equation. In the resultant ordinary differential equation all the variables may occur in the coefficients and excitations, but only the one remaining is considered as variable, while the others figure as parameters.

(e) The Galerkin method

Let us suppose that the arbitrary n-parameter function approximating the \( U(r) \) solution function (see § 4, item a) has the following form

\[
U^+(r) = U^+_0(r) + \sum_{\sigma=1}^{n} c_{\sigma} U^+_\sigma(r)
\]

12.10

The arbitrary function \( U^+_0(r) \) satisfies the inhomogeneous boundary condition 4.2, and the arbitrary functions \( U^+_\sigma(r) \) are chosen so that they satisfy the homogeneous boundary condition given in equation 4.10 (in cases of \( \sigma = 1, 2, \ldots, n \)) and represent the first \( n \) terms of a full system of functions. In this case, with arbitrary selection of the \( c_{\sigma} \) system (system of constants), the second term in the right-hand side of equation 12.10 also satisfies the homogeneous boundary conditions.

Let us substitute equation 12.10 into equation 4.1 reduced to zero

\[
D U^+ - G = 0
\]

12.11

Since \( U^+(r) \) is not the exact solution, the substitution does not yield a function identical with zero, but the following function

\[
\Delta(r, c_{\sigma}) = DU^+ - G
\]

12.12

which may be termed as the error function. Equation 12.12 written in detailed form is

\[
\Delta(r, c_{\sigma}) = DU^+_0(r) + \sum_{\sigma=1}^{n} c_{\sigma} DU^+_\sigma(r) - G(r)
\]

12.13

Let us now multiply equation 12.13 by the function \( U^+_{\nu}(r) (\nu = 1, 2, \ldots, n) \) and integrate over the region defined by the boundary

\[
\int_{V} \Delta(r, c_{\sigma}) U^+_{\nu}(r) dv = \int_{V} DU^+_0(r) U^+_{\nu}(r) dv +
\]

\[
+ \sum_{\sigma=1}^{n} c_{\sigma} \int_{V} DU^+_\sigma(r) U^+_{\nu}(r) dv - \int_{V} G(r) U^+_{\nu}(r) dv
\]

12.14
It is desirable that the error function is orthogonal with respect to the $U_\nu(r)$ system \[7, 8, 21, 98\]
\[
\sum_{\nu} \Delta(r, c_\nu) U_\nu^+(r) dv = 0, \quad \nu = 1, 2, \ldots, n \tag{12.15}
\]
Introducing the constants
\[
a_\nu = \int U_0^+(r) U_\nu^+(r) dv, \quad \nu = 1, 2, \ldots, n \tag{12.16}
\]
\[
b_\nu = \int G(r) U_\nu^+(r) dv, \quad \nu = 1, 2, \ldots, n \tag{12.17}
\]
\[
d_{\sigma\nu} = \int U_\sigma^+(r) U_\nu^+(r) dv, \quad \sigma, \nu = 1, 2, \ldots, n \tag{12.18}
\]
the following system of equations is given
\[
\sum_{\sigma=1}^{n} d_{\sigma\nu} c_\sigma = b_\nu - a_\nu, \quad \nu = 1, 2, \ldots, n \tag{12.19}
\]
The $n$ unknown $c_\sigma$ can be determined from the system of equations 12.19. The method introduced is known as the Galerkin method.
If such functions are chosen in equation 12.10 (which satisfy the differential equation 4.1 instead of the boundary conditions) then the constants $c$ have to be determined by means of the Trefftz method [40, 41, 105, 106, 107].

(f) Approximation of the integral expressions by finite sums

All the formulae containing integral expressions (e.g. 3.3, 3.6, 3.8, 3.10, 12.8) can be approximated with finite sums by suitable partition of the region; this is a simple but laborious method.

SOME COMPLEMENTARY NOTES CONCERNING FIELD CALCULATIONS AND RELATED LITERATURE

The starting point of all results obtained in electron optics or space-charge optics consists of space calculations. Within the scope of field theory we are only dealing with electrostatics and magnetostatics, i.e. the static electric field and the static magnetic field. For determination of the field distribution the same chapter treats analysis of the electric field in appropriate detail, and also the analysis of magnetic fields, on the basis of which we were able to determine the electric field distribution and the magnetic field distribution, and even the spurious field distribution. Data required for determination of electric and magnetic field lines are not treated in the present work, but will be presented in a later review.

In the analysis of electric-magnetic fields the axially symmetric field is naturally the most important. In addition to the axially symmetric electric field or the axially symmetric electric-magnetic field, fields having plane symmetry and other special structural properties are in widespread use.
Numerous field-calculation methods are known, e.g. conformal representation, Fourier analysis, or variational analysis, the majority of which have been mentioned in this work. To aid the calculations, all mathematical means may be employed, e.g. complex formulation of field equations etc. Each of these calculation methods solves a boundary value problem and among these the mixed boundary problem is in practice the most complex. The mixed boundary condition is actually produced by the linear combination of the primary and secondary boundary conditions. Fortunately, the mixed condition is infrequent. When performing quadratures, it is worthwhile to choose coordinate systems which take into account the geometric characteristics of the problem, while the function- or Jacobi determinants appear successively when transforming. A salutary property worthy of note: the potential is practically always a single-value function of the position (apart from singular positions) and therefore the multi-valued functions may be neglected.

Knowledge of the field is necessary in order to realise a path system of suitable properties from the electron-optical aspect. The different electron-optical elements are obtained as a result of the field design, e.g. the slot-type electron lens and hole-type electron lens, which form the most important varieties of the aperture-type electron lens. The lenses include accelerating lenses, bipotential lenses, strong and weak lenses, electric circular lenses, electric cylinder lenses, etc. Mention is made of the thickness of the lens and we introduce e.g. thin and thick electric lenses, thin and thick circular lenses, or to give one of the numerous varieties its detailed definition: thick electric cylinder lens. The characteristic data of all lens types have to be determined (or taken down), e.g. focal plane, focal line, object point or object distance, magnification, etc. Similarly, for light optics, in this connection we speak of virtual image or even virtual cathode; the lenses may have errors, e.g. apertural error, or cylinder lenses may incur deflection aberrations. Optical systems built up from these elements may be of the telescopic system and so on.

The field-calculation methods mentioned are mathematical and rigorous methods operating with continuous variables. The continuous variable method is an analytical method suitable for determination of analytical solutions, however, an analytical solution may also be a continuous approximation.

Other methods are the analog methods, which have also been discussed. This method consists of analog simulation, with which certain fields, e.g., the field excited by axially symmetric electrodes, or fields of arbitrary specific electrode system can be determined. Almost all tasks can be solved with the aid of analog computation with virtually only one limitation: accuracy cannot be arbitrarily intensified. As stated in this chapter, this computation can be readily and simply used with respect to scalar fields, and hence for purposes of potential computation and magnetic flux computation. In the more simple cases, computation of the electric-magnetic field is obtained by means of flux computation. Numerical analysis based on the mathematical model has gained prominence due to the increased use of high-speed computers. Numerical computation based upon the
numerical methods is now practically absolute with respect to field computation.

These numerical methods employ discrete approximations with discrete variables. The method of discrete variables is a finite difference method, which, for example, also uses divided differences. With the aid of these the arithmetical solution of field equations is obtained. The arithmetical solution of differential equations is generally determined by iterative methods. In our case the matrix iterative analysis represents the main principled framework. The digital simulation or the digital method comply with computer programming possibilities, and vice versa, and the digital analysis performs the necessary digital computation. The computation result may, for example, be the computation of electric fields. The boundary-value function or the boundary-value distribution are also necessary for these computations, but as functions of the discrete variables. Numerous programming systems are used for these computations, with differing advantages and disadvantages. An appropriate unit system has to be chosen for any of these computations: SI units are increasingly being used. After selection of the unit system norming is performed, and conversion to dimension-free (relative) variables is made. These methods are known collectively as relaxation methods, which operate with the relaxation factor and by different means lead to an increase in the convergence rate. The accelerating factor is of great importance with respect to the final results obtained from the numerous computations, and therefore determination of the optimum relaxation factor demands careful attention. Assuming that the stability of computation is not jeopardized, a choice may be made from the methods and supplements corresponding to the given data: SOR (Successive Overrelaxation), SLOR (Successive Line Overrelaxation), ADI (Alternating Direct Implicit Method), Correction Term Method, Deferred Approach to the Limit, Difference Correction, and so on. Design of the mesh pertaining to curvilinear forms is enabled by symmetromorphic equivalence; with the knowledge of the literature, the treatment of singularity and the stagnation points can also be solved. Unequal mesh, subdivided mesh or irregular star may be chosen for the disposition employed. The large molecule may be used for the computation. The most important error types are the truncation error, rounding error, and the residual error. Propagation of error must be carefully investigated and limited.

The computations may be employed for all purposes, e.g. for calculation of nonuniform magnetic field distribution, field perturbation due to technological causes, peak voltage in a given space section, not containing electrodes, the most favourable grid potential value, maximum and minimum potential which can be fed to a given electrode, determination of the validity limits of an empirical formula, auxiliary calculations for approximative solution of potential equations by given functions, field distribution forming in the proximity of a grid aperture, etc.

Continuing our general review, we will now cite available literature which is more detailed.

The importance of field calculation and the demand for force-line presentation appeared a long time ago as a technically justified requirement. One
demonstration of this was given as an example in a paper many years ago [246]. The equation of equipotential lines and the equation of field lines are generally accessible [237].

Over a long period, an obstacle to field calculation was the problem of open regions. The Green theorem based on the Gauss theorem (Stokes theorem in planar relations) refers to closed regions, and consequently, a different procedure is used with respect to open regions. This problem has been dealt with [201] precisely and on a technical level (the first paper discussing over-relaxation). Later the paper [179] draws attention to the fact that the Cauchy boundary problem arising in electrode design is instable. The book [209] treats the Cauchy problem in detail and demonstrates that in the case of analytical boundary surface and analytical boundary condition, with open boundary, a unique solution can be obtained only in the proximity of the boundary. In other cases the solution is not stable, since, when moving away from the boundary, the errors increase exponentially. The position has become more complicated since calculations performed on open boundaries when compared with measurements made in electrolytic tanks have shown similarity [224]. Refinement of the mesh used for the calculation has not helped [254], since instability has remained: as a result, numerous calculations have been made [221], from which it appears that instability is apparent in the sixth-order approximation, or after carrying out the calculations [192] with a tenfold finer mesh, instability will also appear [185]. This law has gradually become general knowledge [206, 249, 272]. The solution was found by transforming the Laplace equation into a hyperbolic equation by means of transformations, thereby obtaining a stable calculation [205, 273]. Numerous researchers have dealt with this equation and with other suitable methods [248]. Meanwhile results were produced which gave non-realisable electrodes [214] as the final result of the calculation. Finally, however, after elimination of the difficulties [215, 217], it became possible to perform the calculations with respect to involved space-charge cases also [227, 268].

With regard to varied methods of field computation, the following account is also of interest. The calculation of potentials may be performed in the case of open boundaries also, with the aid of the Green functions, by means of a rapidly converging numerical method [271], also in the case of a field of optional structure. A book [218] relating to the moment method is also available. The space-charge and the potential formed by its image can be determined by numerical integration [255]. Numerous articles deal with approximative potential determination by means of superimposing accurately calculable potential fields [194], introducing the flat ring coordinate system [267], and ultimately reaching trajectory computations [266]. The field of space-charge flow is determined by the method of separation of variables [236], Poisson’s equation is solved by means of a Fourier analysis [225]; the field calculations can be performed with the numerical method about complicated boundaries [189]. Although not directly connected with the subject matter of the present book, calculations (potential and trajectory) made with vector potential correction, can be performed in relativistic cases also [184].
In concord with the above, the calculation of potential fields is performed ultimately for determination of the trajectory system, and consequently, field calculations are in close connection with trajectory calculations. Paper [260] deals with potential calculations external of the beam, in a coordinate system wherein the beam edge concurs with a coordinate line; calculations of the potential and trajectory are performed with consideration of the space-charge [210, 213], paper [203] performs the calculations with regard to high perveances and high compressions, the article [278] takes into consideration thermal velocities also, while the communications [187, 240] employ a method considered highly refined among the computer methods. The integration intervals are automatically varied [187], and the equipotential and field lines, lens parameters and aberrations, etc. are calculated.

Apertures have to be formed for outlet of the beam, in the various electron guns and focusing equipment. These apertures disturb the fields and have a lens effect. In order to assess the effects, knowledge of the lens characteristics is necessary. This is dealt with in the articles [190, 191] which are widely known, and which have been further developed in numerous directions. For example, a field formed by a slot placed between parallel planes has been determined by conformal representation [238], necessary for exact trajectory calculations (the result of the calculation was qualitatively checked in an electrolytic tank). Subsequently, the effects of the anode hole of the high-perveance gun were investigated and assessed [222, 250]. A further conceptual advance was represented in giving the focal length of the aperture with consideration of the space-charge, first with primary [182], then with secondary [258] approximation. The improved Davisson—Calbick formula, with consideration of space-charge and magnetic field is presented in the paper [181]. Numerous further papers investigate effects of the anode hole: e.g. in the case of hole and slit apertures with high compression triode-type guns [219], investigation of the anode-hole effects of the Pierce gun required for conical flow [177, 251], while article [178] supplies information relative to fabrication tolerances.

In numerous cases and in given regions a field of prescribed structure has to be produced. The electrode design as required for gun design forms a notable example [256, 257]. Details of gun design comprise the material of Chapter III, and here we only deal briefly with this aspect of field computation. Arrangements which approximate electrodes representing potential surfaces are naturally considered [220], since the potential fields are continuous functions of the boundary conditions and slight variations or deviations in them cause similarly small deviations in the field to be realized.

Naturally, the more important methods are those which lead to the exact electrode shape. The paper [243] deals with electrode calculations for the strip beam relative to the circular electron trajectory, with which in the first instance Meitzer dealt. With a similar method the article [231] designs the necessary electrodes for the two-dimensional flow. Articles [252, 281] transform the magnetic field by means of a shielding fitting in such manner that the magnetic field lines become congruent with the flow lines. The electrode design for strip beams figures in further papers [229, 245]. Conditions relevant to changing positions of the electrodes are also investigated.
and experimental design is not neglected [274]. From the latter it has become apparent that the space-charge limited current resulting from the calculation can produce only a quotient below unity from the system. The numbers of computer investigations are unlimited, including the paper [193], the first large-scale and also of the digital method. Among the design methods [230], the method for non-linear flows is also of interest [198]. Full details of the computation methods are available [195].

Today, the most frequently applied field calculation method is the relaxation method which is substantiated from the most varied directions.

The origin of this method derives from Boltzmann [241]. The paper quoted includes a statement to the effect that the simple formula 11.3, without space-charge member, originated in 1892. The first publication of this formula was in 1908 [265], but lacking verification. Not far later the method of deferred approach to the limit was published [262, 263], calculating values of greater accuracy, by extrapolation of results given by coarser and finer meshes. These papers introduce the method of arithmetical solution of field equations. In further papers by these author [264], more data relative to the arithmetical solution of differential equations are presented, i.e. the effect of the finite mesh size upon the potential resultant from the nodal point are investigated. The theoretical investigations are further continued by evaluation of the truncation error [207]. Subsequently, formulae [270] serving the solution of Laplace and other equations appeared, including those based upon mesh divisions of non-equal distance [269]. Application of the backward, central and forward differences achieved increasing importance and form the method of difference correction, since in the boundary proximity the application of central differences presents difficulties [200]. An important advance appeared in 1950 due to two independently produced results [202,279]: the over-relaxation method (SOS method) was introduced in the field of iterative solution methods. Other publications [199] and summaries are published which deal with the auxiliary theses necessary for the iteration procedure for wider circles. One author of successive over-relaxation presents his results in a more accessible manner [280]. Later, an article [275] points out the limitations of the method of deferred approach to the limit, which cause difficulties on the borders and corners of the region. Meanwhile, the examples of applications with respect to elliptic and parabolic equations continue to grow [253], including convergence investigations. The relaxation factor related to small mesh size is estimated [204], a formula is reported [196] of calculations with nine mesh points and the iterative methods are further propagated [228]. The space-charge is taken into consideration [242], however the convergence of the given procedure remains slow. A new method appears [197], and the over-relaxation factor is again determined [186], among these, proposals are made [247] relevant to optimum and also practical determinations [239]. The ADI (Alternating Direction Implicit Method) method is introduced [183], and programming of this is difficult, a long calculation time is required per cycle, while on the other hand, its convergence is rapid. An example of its utilization for practical calculations is presented in communication [234] in which Poisson’s equation is solved by the relaxation method and trajectory compu-
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tation is performed when calculating the curvilinear space-charge flow. The articles [180, 259] use differing mesh divisions in directions \( r \) and \( z \). The logical scheme of the calculations is given in article [276]. The Cauchy problem is discussed in the paper [216], albeit using a method involving greatly differing means (electrolytic tank measurement is also used). The work [226] gives a program for performing the calculations, while another paper, mentioned only as an example, demonstrates that this method has achieved significant success in the field of guided waves [188]. The article [277] presents a correlation between the mesh point potentials, in which the logarithm function appears. Under-relaxation and applications are dealt with in article [235], in which formation of the rotationally symmetric and strip beams is discussed, with calculation of the many various aberrations. The number and accessibility of computer programs have become widespread [223], with further refinement and widening applications of the investigation of the methods [232, 233]. The paper [211] shows again that in the calculations of field and trajectory, accuracy is dependent—in addition to appropriate choice of the relaxation factor—upon the length of the elementary diodes chosen for the calculation. Using the ADI method, the magnetic field can be calculated from the previously measured boundary data [208], and the truncation error is investigated in the function of the network mesh size [212]. In the paper [261] the magnetic field is calculated by computer even in the most general case, in the case where permanent magnetic material, exciting current, air, and iron armature are present.

(D) DETERMINATION OF THE ELECTRIC-MAGNETIC FIELD BY MEASUREMENT

Potential equations may be solved by computer, with the use of two basic methods. One of the methods is by digital computer, while the other is based on analogy (analogue computers).

The digital computer produces the solution function in a tabulation of functions. Although the analogue computer is also able to produce a function tabulation, essentially only a series of function values based on measuring results is obtained. The calculation accuracy of digital computers is unlimited, while the accuracy of the analogue computer attains moderate, slightly better than 1\% limits, dependent on the given problem.

Analogue computers are of simple design and are easily constructed, the computing results obtained are in many cases of sufficient accuracy, and these computers can therefore be used in practice.

Digital computers are far more complicated in design and their description (the operation principle only) would occupy considerable book space. We are content with merely drawing attention to the digital computers, for reasons both of lack of space, and also since this field falls beyond the scope of our work.

More and more calculations of electron-optical interest are being performed on digital computers. Some special cases are recorded in the References [193, 585]. A study of selected papers will show the range of applicability of the digital computers.

In the following, some simple cases of the analogue computers will be dealt with.
13. ANALOGY BETWEEN ELECTRON FLOW IN A VACUUM AND CONDUCTORS

Two physical phenomena are termed analogous if the structures of the relevant equations are coincident. The field of stationary flow occurring in conductors and the field of space-charge flow in vacuum are analogous in this sense. In the following, the conditions of substitution are established. (Since the following subject slightly deviates from the field of this book, we shall deal in greater detail with the principles of the matter.)

Charge flow in mediums having conductivity is induced not only by electric forces, but may also be the effect of other forces. These forces are discussed formally as electric forces, too, although their origin is to be sought in the most different forms of interactions, between physical fields. To illustrate these forces, they may be considered as charge-separating forces, inducing flow in such a way as to cause space-charge distribution to differ from the neutral state in a certain volume. This space-charge distribution may be substituted macroscopically by a potential difference or field-strength distribution. In general cases the charge-separating force varies from place to place and is customarily substituted by field-strength distribution [145, 146]. Now, the conduction current figuring in Maxwell’s equations, according to the generalized Ohm’s law, is given in the following form [145, 146]

\[ j_c = \gamma (E + E_b), \quad [\text{A m}^{-2}] \]  

i.e. it is considered that the current is induced jointly by the electric and the other forces. The \( E_b \) (V m\(^{-1}\)) is termed non-conservative (or external) field strength. The value of the conductivity \( \gamma \) varies with the material, and according to our present purposes, it is a function of the position

\[ \gamma = \gamma (r), \quad [\text{A V}^{-1} \text{m}^{-1}] \]

It has become customary to call certain excitation terms occurring in Maxwell’s equations space-charge density (or current density). If the conductivity of a conductive material is a function of its position, an excitation term of space-charge character appears, which is customarily denoted as \( \rho_2 \) (A s m\(^{-3}\)) and is termed conduction space charge. It will be seen that the field strength \( E_b \) also figures in the expression for \( \rho_2 \) [126].

In view of this, the stationary flow in the conductor is expressed by the following Maxwell’s equations [126]

\[ \text{curl } E = 0 \]

\[ \text{div } E = \frac{1}{\varepsilon_0} \rho_2 \]

\[ j_c = \gamma (E + E_b) \]

\[ \text{div } j_c = 0 \]
First, it is necessary to determine the expression of $\varrho_2$. Substituting equation 13.5 into equation 13.6 and differentiating we obtain

$$\gamma \text{ div } E + \gamma \text{ div } E_b + (E + E_b) \cdot \text{ grad } \gamma = 0$$  \hspace{1cm} 13.7

Now express div $E$ from 13.7

$$\text{div } E = -\text{div } E_b - \frac{1}{\gamma} (E + E_b) \cdot \text{ grad } \gamma$$  \hspace{1cm} 13.8

Comparing the right-hand sides of equations 13.8 and 13.4 and expressing as $\varrho_2$

$$\varrho_2 = -\frac{\varepsilon_0}{\gamma} (E + E_b) \cdot \text{ grad } \gamma - \varepsilon_0 \text{ div } E_b$$  \hspace{1cm} 13.9

Substituting 13.9 into 13.4

$$\text{div } E + \frac{1}{\gamma} \text{ grad } \gamma \cdot E = -\frac{1}{\gamma} \text{ grad } \gamma \cdot E_b - \text{ div } E_b$$  \hspace{1cm} 13.10

Equations 13.3 and 13.10 are the basic equations of the flow-field arising in conductive media.

For identical satisfying of equation 13.3, field strength $E$ is derived in the following manner from potential function $\varphi$

$$E = -\text{grad } \varphi$$  \hspace{1cm} 13.11

Substituting 13.11 into 13.10

$$\Delta \varphi = \frac{1}{\gamma} \text{ grad } \gamma \cdot E_b + \text{ div } E_b - \frac{1}{\gamma} \text{ grad } \gamma \cdot \text{ grad } \varphi$$  \hspace{1cm} 13.12

The conditions of substitution can now easily be established. By comparison of equations 13.12 and 30.6 we obtain

$$-\frac{\sqrt{j^2}}{\varepsilon_0 (2\eta)^{1/2}} \frac{1}{\varphi} = \frac{1}{\gamma} \text{ grad } \gamma \cdot E_b + \text{ div } E_b - \frac{1}{\gamma} \text{ grad } \gamma \cdot \text{ grad } \varphi$$  \hspace{1cm} 13.13

Formula 13.13 yielded by comparison of the two equations shows that if conductivity of the material and the external field strength are chosen in the foregoing manner, the space-charge effect can be realised by suitable selection of these.

The boundary conditions necessary for unique solution of the equations are identical in flow problems of both types: the values of the potential must be of prescribed magnitude on the given surfaces.
14. ANALOGY IN PLANE AND AXIALLY SYMMETRIC FIELDS

The conductivity or the external field strength can be expressed either as a continuous function of the position or as a net of concentrated conductivities, i.e. as external potentials measurable at given points. Realisation of the first case is the electrolytic tank and its special cases, while realisation of the second case comprises different forms of resistance networks.

\[(a)\text{ Continuous dependency}\]

Let us first view the cases of continuous dependency.

(i) When measuring planar field-strength distributions, the variation of the conductivity is performed by varying the depth of the tank

\[\gamma(x, y) = ah(x, y)\]  

External field strengths are not used in this case. Thus, equation 13.13 becomes

\[\frac{\nabla j^2}{\varepsilon_0(2\eta)^{1/2}} \frac{1}{\nabla \varphi} = \frac{1}{h} \nabla h \cdot \nabla \varphi\]  

Equation 14.2 is solved by the step-by-step method for the surface \(h(x, y)\).

(ii) In case of axially symmetric field-strength distributions the conductivity is not varied, but external field strengths are used

\[E_b = E_b(r, z)\]  

Then equation 13.13 becomes

\[\frac{\nabla j^2}{\varepsilon_0(2\eta)^{1/2}} \frac{1}{\nabla \varphi} = -\text{div} E_b\]

Equation 14.14 can be solved (directly) for the unknown \(\text{div} E_b\). For practical realisation, probes and external current sources are applied in the points of the potential field in order to produce given potentials which also represent the external field strengths as current flows through the probes.

By using equation 13.13, further field types can be simulated, however, we shall not deal with them.

\[(b)\text{ Concentrated elements}\]

We shall now treat the cases of concentrated dependency. According to the first Kirchhoff law resulting from equation 13.6, with regard to any nodal point of the resistance network shown in figure 1.7 it is true for the zero-index nodal point that

\[I_1 + I_2 + I_3 + I_4 = 0\]
Using Ohm's law

\[
\frac{\varphi_1 - \varphi_0}{R_1} + \frac{\varphi_2 - \varphi_0}{R_2} + \frac{\varphi_3 - \varphi_0}{R_3} + \frac{\varphi_4 - \varphi_0}{R_4} = 0 \tag{14.6}
\]

Solving equation 14.6 for \( \varphi_0 \)

\[
\varphi_0 = \frac{R_2 R_3 R_4}{R_2 R_3 R_4 + R_1 R_2 R_4 + R_1 R_2 R_4 + R_1 R_2 R_4} \varphi_1 + \frac{R_1 R_3 R_4}{R_2 R_3 R_4 + R_1 R_2 R_4 + R_1 R_2 R_4 + R_1 R_2 R_4} \varphi_2 + \frac{R_1 R_2 R_4}{R_2 R_3 R_4 + R_1 R_2 R_4 + R_1 R_2 R_4 + R_1 R_2 R_4} \varphi_3 + \frac{R_1 R_2 R_3}{R_2 R_3 R_4 + R_1 R_2 R_4 + R_1 R_2 R_4 + R_1 R_2 R_4} \varphi_4 \tag{14.7}
\]

Now we wish to solve equations 11.3, 11.5, 11.11, 11.13, 11.17 with the help of the resistance network. We have already stated that the effect of space-charge and of current density is realised by external field strengths introduced in the resistance networks. Therefore, it is necessary first to determine the magnitude of the elements of the resistance network (solution of the homogeneous equations pertaining to equations 7.7, 7.28, 5.11, 5.79, 6.11).
The term containing \( g_0 \) is, therefore, omitted from equation 11.3. The thereby resulting equation and 14.7 are identical if

\[
\frac{1}{4} = \frac{R_2R_3R_4}{R_2R_3R_4 + R_1R_3R_4 + R_1R_2R_4 + R_1R_2R_3}
\quad 14.8
\]

\[
\frac{1}{4} = \frac{R_1R_3R_4}{R_2R_3R_4 + R_1R_3R_4 + R_1R_2R_4 + R_1R_2R_3}
\quad 14.9
\]

\[
\frac{1}{4} = \frac{R_1R_2R_4}{R_2R_3R_4 + R_1R_3R_4 + R_1R_2R_4 + R_1R_2R_3}
\quad 14.10
\]

\[
\frac{1}{4} = \frac{R_1R_2R_3}{R_2R_3R_4 + R_1R_3R_4 + R_1R_2R_4 + R_1R_2R_3}
\quad 14.11
\]

We have a system of four equations 14.8, 14.9, 14.10, 14.11 for the four unknowns: \( R_1, R_2, R_3, R_4 \). Their solution is

\[
R_1 = R_2 = R_3 = R_4 = R
\quad 14.12
\]

where \( R \) is an arbitrary value. Therefore, the resistance network for the determination of the planar field-strength distribution must consist of uniform (identical value) resistances.

The term containing \( jx_0 \) is omitted from equation 11.5. Equation 14.12 is the solution of the equation thus formed.

The term containing \( c_0 \) is omitted from equation 11.11. From the equation thus formed and from 14.7 we have

\[
R_1 = \frac{aR}{2R_0}; \quad R_2 = \frac{aR}{2R_0 + a}; \quad R_3 = \frac{aR}{2R_0}; \quad R_4 = \frac{aR}{2R_0 - a}
\quad 14.13
\]

Here also, \( R \) is an arbitrary value. It is worthy of note that the elements of the network are dependent on the mesh width \( a \) and on the distance \( R_0 \).

Since the field is axially symmetric, equation 11.13 may be transformed with the help of the relationship

\[
\varphi_2 = \varphi_4
\quad 14.14
\]

Therefore

\[
\varphi_0 = \frac{1}{6} \left( \varphi_1 + 4\varphi_2 + \varphi_3 + \frac{a^2}{\varepsilon_0} \varphi_0 \right)
\quad 14.15
\]

The resistance network shown in figure 1.8 is used for the solution of equation 14.15 (therefore, one half of the complete network is to be built up).
According to Kirchhoff's law

\[ I_1 + I_2 + I_3 = 0 \quad 14.16 \]

Using Ohm's law we have

\[ \frac{\varphi_1 - \varphi_0}{R_1} + \frac{\varphi_2 - \varphi_0}{R_2} + \frac{\varphi_3 - \varphi_0}{R_3} = 0 \quad 14.17 \]

Solving equation 14.17 for \( \varphi_0 \)

\[ \varphi_0 = \frac{R_2 R_3}{R_2 R_3 + R_1 R_3 + R_1 R_2} \varphi_1 + \frac{R_1 R_3}{R_2 R_3 + R_1 R_3 + R_1 R_2} \varphi_2 + \]

\[ + \frac{R_1 R_2}{R_2 R_3 + R_1 R_3 + R_1 R_2} \varphi_3 \quad 14.18 \]

The term containing \( \varphi_0 \) is omitted from equation 14.15. The equation thus formed is identical with equation 14.18 if

\[ \frac{1}{6} = \frac{R_2 R_3}{R_2 R_3 + R_1 R_3 + R_1 R_2} \quad 14.19 \]

\[ \frac{2}{3} = \frac{R_1 R_3}{R_2 R_3 + R_1 R_3 + R_1 R_2} \quad 14.20 \]

\[ \frac{1}{6} = \frac{R_1 R_2}{R_2 R_3 + R_1 R_3 + R_1 R_2} \quad 14.21 \]

We have a system of three equations 14.19, 14.20, 14.21 for the three unknowns: \( R_1, R_2, R_3 \). Their solution

\[ R_1 = 4R; \quad R_2 = R; \quad R_3 = 4R \quad 14.22 \]

\( R \) is an arbitrary value but of the same value as that chosen in equation 14.13. The resistances calculated from equation 14.22 can be used only as network elements connected with the axis.
The formulae yielding resistance network elements suitable for the solution of the homogeneous component of equation 11.17 may be derived from the above. Using the notations of figure 1.7 we have

\[
R_1 = \frac{4R_0^2 - a^2}{2aR_0} R; \quad R_2 = \frac{2R_0 + a}{a} R;
\]

\[
R_3 = \frac{4R_0^2 - a^2}{2aR_0} R; \quad R_4 = \frac{2R_0 - a}{a} R
\] 14.23

Now there is no equivalent for the group of equations 14.22 since the values of the resistances placed on the axis are all equal to zero. It should be noted that another derivation of the resistance networks is also customary [381–384].

Since the elements of the resistance network have been determined, we now establish the values of the external field strengths introduced into the nodal points. In practice we perform the calculations for currents excited by external field strengths. The calculations will be performed with the notations given in figure 1.9.

Again, in accordance with Kirchhoff's law, referred to the zero-index nodal point, we have

\[
ing_1 + ing_2 + ing_3 + ing_4 + ing = 0
\] 14.24

According to Ohm's law

\[
\frac{\varphi_1 - \varphi_0}{R_1} + \frac{\varphi_2 - \varphi_0}{R_2} + \frac{\varphi_3 - \varphi_0}{R_3} + \frac{\varphi_4 - \varphi_0}{R_4} + ing = 0
\] 14.25

figure 1.9
Since the network elements are already given by equation 14.12, the values of $R_1, R_2, R_3, R_4$ may be substituted into equation 14.25 and it may be solved for $P_0$

$$P_0 = \frac{1}{4} (P_1 + P_2 + P_3 + P_4 + RI)$$ \hspace{1cm} 14.26

By comparison of equations 14.26 and 11.3 we have

$$RI = \frac{a^2}{\varepsilon_0} P_0$$ \hspace{1cm} 14.27

Expressing $I$ from 14.27

$$I = \frac{a^2}{\varepsilon_0 R} P_0$$ \hspace{1cm} 14.28

In the case of planar field-strength distribution the values of the current to be fed into the nodal points must be chosen dependent upon the value of the space-charge, i.e. according to equation 14.28.

The following formula is obtained with the help of equation 11.5

$$I = \frac{\mu_0 a^2}{R} j_x \varepsilon_0$$ \hspace{1cm} 14.29

The formula pertaining to the axially symmetric potential field (general point, not connected with the axis)

$$I = \frac{2a R_0}{\varepsilon_0 R} P_0$$ \hspace{1cm} 14.30

The current to be fed to the axis points is determined with the help of figure I.10.
According to the procedure followed so far we obtain

\[ I = \frac{a^2}{4\varepsilon_0 R} \varepsilon_0 \]  

14.31

Finally, from equation 11.17 we have

\[ I = \frac{4\pi\mu_0 a^3 R_0^3}{(4R_0^2 - a^2)R} j_0 \]  

14.32

In this case it is not necessary to feed currents to the axis points. We mention that the vector potential can be calculated with the help of equation 6.12 from the flux function determined with use of the network characterised by equations 14.23 and 14.32.

Numerous publications deal with resistance networks, including consideration of space-charge and current-density effects. The reference list given at the end of this chapter gives only a summary of randomly chosen examples, but does contain the most well-known communications. Simulation of the quadrupole field and other special field types by resistance networks cause no difficulties. Moreover, simulation may be performed even in the most general cases [84].

15. ELECTROLYTIC TANK. RESISTANCE NETWORK

The best known type of equipment operating with continuous media is the electrolytic tank. The electrolytic tank theory was elaborated by Kirchhoff in 1845 [312]. This work by Kirchhoff among others was also of high significance in scientific development, since here attention is drawn to analogies existing between physical phenomena. The first electrolytic tanks to be designed on the basis of this theory were placed in operation in 1906 [311] and 1913 [296]. The continuous medium is represented by an electrolyte into which are immersed the electrodes representing the boundary condition. The electrolytic tanks are divided into two main groups according to their form of execution. There are shallow and deep tanks. The shallow tanks are used primarily for measurement of planar field-strength distributions, while the deep ones are suitable for measurement of axially symmetric and general field-strength distributions [296, 305, 306].

The planar field-strength distributions are measurable also by simpler means. Let us realise a plane of \( \gamma \) conductivity by thin resistance paper. This resistance paper is then placed on an insulating surface and the necessary electrodes are painted on it by conducting paint [139, 302]. According to another method, a thin metal film is placed on a glass plate, and this is used in place of the resistance paper [331].

Among the electrical methods the electrolytic tank belongs to the electrical analogs, and with its aid very many problems can be solved. Examples are: electric field plotting or electric field-strength measurement. It serves also for plotting the diagram of equipotential lines or of flux lines; it is
suitable for gradient plotting even as an automatic plotter. Due to its manifold applicability, it serves well as an electrical potential analyser.

The design and repair of electrolytic tank probes [348], impedance determination [289], and fabrication of two-pin probes [303] were all tasks of importance. The two-pin probe provides a means of direct field-strength measurement [338]. Square-wave excitation of the electrolytic tank is also described in the above work and in paper [323]. Field strength may also be measured with four probes [347]. The accuracy of the electrolytic tank is greatly influenced by the structural materials. Appropriate selection of these materials is aided by following papers [295, 340, 344]. The paper [313] treats prevention of capillary disturbances and the Wagner earthing is used according to the article [310]. Numerous old communications [305, 306, 318] and later papers [332, 339] describe tanks carried into effect. The descriptions treat electrolytic tanks of solid and also plastic dielectrics [335], which use the element known as the Poisson cell, and here the space-charge may also be given consideration. Numerous papers [293, 304, 342, 343] deal with the method of potential field plotting. Several equipment types are dealt with where the fields are automatically plotted [283, 300].

Types have been developed for the solution of problems involving space-charges also, where the space-charge can be taken into consideration [290, 299, 301, 325, 346]. According to paper [323], the surface space-charge density can be substituted by current density, while the space-charge can be simulated by current introduced via probes [307, 308, 316, 317, 345], or by altering the bottom of the tank [326, 327].

The magnetic field can be measured by means of the electrolytic tank. This subject is dealt with in numerous publications [286, 314, 328, 329, 330]. The solution of the measurement of large-diameter axially symmetric fields is of interest [297, 298].

A highly important application of the electrolytic tank is the determination of the electrode shape required for certain electron tube types, as treated already by Pierce [333]. After publication of numerous papers [336, 341], determination of the electrode form required for beams of curvilinear boundary became the order of the day [337], where the beam was simulated by current-conducting probes. Attention was paid to the effect of the anode aperture [288], and the edge of the beam was simulated by resistance plates [292]. As a generalisation of Pierce's method, conducting and insulating materials are placed on the edge of the beam, for simulation of the beam edge (to the electrodes of the curvilinear flows). In this manner changes of the potential along the edge of the beam and the prescriptions respecting perpendicular field strength are satisfied [315].

A degenerate case of the electrolytic tank is also worthy of mention. The electrode system to be measured is prepared as for measurements performed with the tank. The space between the electrodes is filled out with a homogeneous, solid and conducting synthetic material, and voltage is applied to the electrodes. The voltage generates current in the synthetic material. The current generates heat in the conductive synthetic material. Due to the heat effect, the material discolors. Since the current distribution is inhomogeneous, the degree of heating and discoloration will vary from point
to point in the material. On completion of the measurement, the synthetic material is sawn into plates and then the entire field can be reconstructed from the degree of discoloration [139].

The communications [319–321] present a summary of the theory and applications of the electrolytic tank.

The equipment types built up from concentrated elements can be realised in the form of resistance networks. In the foregoing we have stated that different networks are necessary for measurements of planar and axially symmetric field-strength distribution. The boundary conditions can be produced by short-circuiting the nodal points. Practical realisation of the apparatus is so simple that it can be carried out by inference from the details of the theory [350, 364, 366]. The accuracy of the equipment described is approximately 0.5–1% (including measuring accuracy).

This resistance network proposal of theoretical character dates from 1929 [358], and later (1943) this was turned into a practical proposal [364] which was first applied effectively in 1947 [354] and 1948 [380]. Subsequently, numerous realised equipments and related problems were dealt with [355, 357, 366, 368, 369, 372], and a diploma dissertation also deals with the subject [363]. A highly detailed communication [349] is available, presenting information covering practically all points. Some of the manifold subjects of the papers will be mentioned below. The article [367] points out that the resistance network is more accurate than the electrolytic tank. The temperature-dependent accuracy of the resistance network is investi-
gated in the corresponding section of the book [385]. A small mesh size is chosen at the points of rapid potential variations, and in this respect the work [374] describes 1 : 2 and 1 : 2.5 subdivisions with diagonal resistances. In the paper [356] the resistance network is determined from a formula based on nine points. The possibility exists of employing resistances of greater value than customary in the regions more distant from the axis of rotation, in the axially symmetric systems [390]. In order to increase the measuring accuracy, recourse is made to correct the potential measured in the nodal points [353]. For determination of the potential field in the presence of space-charge, means exist in both the planar and the axially symmetric cases [352, 359-362], and current injected into the nodal point can be automatically adjusted by computer [365]. Both the resistance network and the electrolytic tank are suitable for measurement of magnetic field distribution [351, 389]. An earlier communication proved to be mathematically erroneous [370], although the final result was correct. The paper [371] points out that the resistance network is more accurate than the electrolytic tank, and takes into consideration errors of the resistances, and corrects the potential measured on the nodal point. The scalar potential network is described in papers [381, 382]. The magnetic-field-dependent permeability materials may be taken into account [373], similarly anisotropy [386-388]. A resistance network of the vector potential is described in paper [383], and in article [384] the same authors describe the resistance network of the magnetic field. The resistance network serves for investigation of numerous physical and technical problems. Paper [350] investigates radio frequency tubes; resistance errors are taken into account [379] in the iterative solution
of wave equations; applied for investigation of spherical symmetry fields [375]; planar stress conditions are determined [376]; and also heat conduction or diffusion investigations are applied [377–378].

Figures I.11 and I.12 are photographs of two resistance networks (for planar and axially symmetric cases) operating in the laboratory of the Department of Theoretical Electricity, Technical University, Budapest.

The resistance networks may be considered practically more general than the electrolytic tanks. Although modelling of the spatial problems can be performed with both types, yet in case of resistance networks the 'conductivity' inhomogeneity can also be employed, since this is readily realised in practice.

**Note**

(i) In most cases the shallow tanks are also suitable for measurement of axially symmetric fields. By planes intersecting the axis two sections are cut out from the axially symmetric electrode system. A field which coincides with the corresponding part of the axially symmetric field is formed by the electrode system obtained, bounded along the intersecting planes by insulators [285].

(ii) The most simple case of the determination of magnetic fields by means of electrolytic tanks is, when no currents are present in the field section to be measured. A further requirement is that the coils be shielded by a material whose permeability is high enough in comparison with that of the free space. Under these conditions the shielding material forms a magnetic equipotential surface. If this surface is realised with metal electrodes, the magnetic scalar potential field can be determined by measuring in an electrolytic tank. If currents are present, external field strengths are employed in the space section to be measured [81]. Determination of magnetic fields by means of electrolytic tanks can be performed in all known cases of practical importance [81].

In planar cases the magnetic field including the field of the coils can be determined by solution of the conjugated problem (in case of the conjugated problem, the role of the equipotential lines is interchanged with that of the lines of force). The metallic conductors correspond to the coils and the current carrying conductors of the magnetic field, while the insulator materials correspond to the materials with permeability [81, 508].

(iii) The electrolytic tank, as a simple integrator, may be used for the solution of other physical and technical problems, if these require solution of Poisson's equation, or specific cases thereof. As examples we mention problems of electrical networks [322], heat conductivity problems [334], capacity determination [291], flow problems [139], pole-shape determinations [282], conform transformations [287], investigation of sheet lines [294], investigation of electron tube fields [284], designing of vacuum tubes [309], for which the electrolytic tank has been employed with success.

16. OTHER METHODS OF MEASUREMENT OF ELECTRIC-MAGNETIC FIELDS

In the preceding paragraphs we have dealt with measurements of both electric and magnetic fields, somewhat more with measurement of electric fields than with that of magnetic fields. We shall now deal with a further method of electric field measurements, i.e. measurements with the help of rubber membranes. This method is suitable for measurement of fields with planar distribution [99, 343, 402].

The equipotential electrode curves given in a plane (the given boundary conditions) are raised from the plane to a level proportional to their potentials. Raising of the curves is realised in practice in such manner that they are chosen as generating curves of straight cylindrical surfaces. The realised
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(and fixed) cylindrical surfaces are covered by a rubber membrane. The height of the individual points of the membranes (measured from an arbitrary base plane) satisfy Laplace’s equation in cases when the setting is not unduly steep. A steep setting is also permissible, with pre-stretching of the membrane [394]. Poisson’s equation can also be simulated if the membrane is loaded by additional vertical forces. The articles [391, 398] deal with space-charge cases. Articles [403, 404] are likewise worthy of mention since these discuss other problems of details. Some examples of the varied application possibilities of the rubber model: with the aid of a moving rubber sheet model the input region of a Resatron tube was investigated [392], a stretched rubber sheet was used for vacuum tube designing [393], electron motions in the alternating field of a cathode ray tube were investigated by means of a moving rubber membrane model [396], with the aid of the rubber-membrane analogy the photoelasticity measuring method has been supplemented [400], and the membrane-analogy method has been applied for solution of heat-conduction problems [406]. Further data regarding use of the rubber sheet model are given in article [405], while at the same time paper [395] writes on the subject of rubber sheet and resistance paper serving for solution of planar tasks.

As regards further methods of electric field measurement and design, we refer to the following works [10, 32, 103, 168]. The majority of our equipments operating on electron optical principles employ magnetic field for solution of the tasks concerned. Within our present framework we are not able to treat any one or more definite equipments, and therefore we mention in general that an important constituent element of such equipments is low, medium and high current-density electron flow, produced by low, medium and high current electron guns. The low-, medium- and high-power density beams thus formed are guided through given space sectors and imaged onto given surfaces. Focusing and imaging are performed as prescribed, when the magnetic fields are according to prescription. Naturally, the arrangements producing the magnetic fields must be designed with utmost care and accuracy, and in this respect calculations offer help. Numerous methods are treated in the book, and with them, calculation of magnetic scalar and vector potential or magnetic flux can be performed. Magnetic field or flux plotting is resorted to, following the field or flux calculation, or for checking the calculation, and still more to measure complex cases. Field or flux plotting is still a part of dimensioning and designing, with which our book also deals. However, not all equipments may be directly put into use without control measurements of the magnetic field constructed, and therefore measuring implements and methods for direct measurement of the magnetic field and magnetic flux have been developed. The two main groups of the measuring equipments consist of equipments for measurement of magnetic field characteristics (e.g. magnetic flux density) in a given point or the average of that in a given region. The flux probe may be given as an example, which serves for flux measurement in axially symmetric fields. In addition, there is no end to the number of various auxiliary equipments available for the measurement, and these are mentioned briefly.
Measurement of magnetic fields has been dealt with in great detail in [424]. In addition to measurements performed with the simple coil [442, 469, 525], employment of the moving coil, and the axially oscillating coil [452, 460, 461, 468] is also customary. There are many variants of measurement by means of coil [510]. During the measurement current may flow through the coil [541]. B, B' and B" can be calculated accurately from the curve recorded with the coil [497]. The article [509] describes a hysteresis-loop plotter operating with a coil of optimum form, with noise suppressed to a low value, and a very high sensitivity, for investigation of thin magnetic films.

The rotating coil magnetometer [426, 486] is available as a factory-made product [502]. The signal supplied by the rotating coil is converted into a d.c. signal by a commutator [427]; a commutator consisting of two segments only may be used [514]. The slip-ring solutions include types where rectification, with electronic circuitry, is provided after amplification [480]. Article [550] describes a search coil connected to a rotating transformer, where a highly accurate speed stability is realised. Two coils are employed for measurements of great accuracy, one of which is placed in the reference magnetic field [470, 492, 538]. Article [421] describes a differential magnetometer where, instead of the voltage originating from the reference field, a balancing voltage from the rotating condenser is used.

An interesting variant of the rotating coil magnetometer is the 'turbo-inductor magnetometer', operated by eddy currents [411, 503].

The coils used in the magnetometers determine also the optimum shape [420, 549], even independently of the structure of the fields to be measured [449, 459, 462, 495, 496].

Numerous vibrating coil magnetometer types are in use [485]. The axial magnetic field component can be measured by longitudinal vibration [461]. In order to ensure good resolution, the vibrating coil may also oscillate in the ultrasonic region [521]. The two-coil balance method is also employed here for obtaining more accurate measurements [423]. The article [532] describes the generation of balancing voltage with the help of an in-phase vibrating condenser. Vibration is obtained by means of an a.c. fed coil, and the signals are taken from piezoquartz [551]. The gradient of the magnetic field can be measured with two vibrating coils [456].

Magnetic field measurement can also be performed with rotating equipment connected to a rotating transformer [410, 493]. In this type of equipment the inner primary winding of the rotating transformer is connected to the rotating coil performing the measurement.

A further magnetometer equipment is the 'harmonic coil' [430, 436, 466]. The articles describe the construction, investigate the approximation degree of the theoretically optimum shape, and the aberration terms [466]. Calibration with the standard magnetic field is described [436], and the manner of usage for measurement of the magnetic field gradient is demonstrated [430].

It has already been seen, but here again we repeat that the magnetic field can be measured by electrical methods also [473, 498]. The electrolytic tank may also be employed [286, 298, 314], and with two-dimensional flow
even planar problems can be solved [508]. With this method, measurement of the magnetic field is performed by measuring the flow field of the conductive sheet. The poles of the magnetic field serve for the current injection [508].

Employment of the resistance network [351, 370, 389] is also general. Electron beams are deflected by the magnetic field to be measured [506, 527]; they alter the resistance of certain materials (bismuth, tellurium, antimony) [428, 530, 531] and superconductors [446]. Magnetic field measurement with the aid of magnetoresistances is very simple, and from the aspect of the necessary circuitry is also most convenient. The harmonic oscillations occurring in coils with permalloy or other non-linear cores introduced into the magnetic field also form measures of the magnetic field [416, 463, 513]. Included among the permalloy probe magnetometers [412, 491], the toroid core type is also to be found [463]. A magnetic field may be measured also by using a magnetic material displaying a rectangular hysteresis loop. The characteristics and advantages of the method known as the ‘peaking strip’ are discussed in the communication [484]. With employment of the biasing and the outer stray field compensating coil used in the equipment [544], a non-desirable coupling may occur, and this has to be eliminated. One method of eliminating the coupling between the sweeping and the bias coil is discussed in the article [504]; with another method [454] the test signal drops out due to the two in-series coils, and the useful signal is doubled. The peaking strip may be used for the measurement of high-value induction variation [474]. The equipment is highly stable: signal pulse stability is 0.01% after one year [520]. Applications are manifold [465], and it can be employed in both static and dynamic cases, e.g. electron synchrotron [524].

Recently the Hall effect [471, 512, 543] has become widely used for field measurements, and equipments using the Hall effect are now in the majority [478, 489, 519, 523, 547] as compared with other types of equipment. Optimum operation has been dealt with in detail [490, 526], ascertaining [488] the required setting in order to attain linearity between the magnetic field to be measured and the signal voltage. Hall generators are produced from the most varied materials [545]. With increase of the control current, the signal voltage may be increased by one order [528] in the pulse mode of operation, without increasing the temperature of the sheet. Accurate measurement of the signal voltage is performed with voltage-frequency conversion [501, 537]. In order to avoid temperature dependence numerous methods have been developed: maintaining the control current at a constant level [432], maintaining the sheet at a constant temperature level by using a heating element [475], incorporating a bridge circuit [479], etc. Measuring by the balance method is also customary [554], where for example the reference voltage is taken from a low-voltage source. The accuracy of this measurement is good to such a degree that the stability of permanent magnets over a long period can be measured. This type of measurement may be employed for point measurement, gradient measurement with two probes, etc. and the probe may be realised as an evaporated film [522].

The force acting on the conductor can also be used [447, 542, 555]. Numerous measurement methods are described in the works [431, 449,
Flux meters are also suitable for measurement of the magnetic field. Article [535] provides data relative to the Grassot fluxmeter and the paper [477] describes a direct reading fluxmeter, with which an accuracy of 0.1% is attained. Another similar fluxmeter is the ballistic galvanometer [516], whose accuracy has been investigated in detail theoretically [455] and in practice [552]. The method of compensation is used here also [507], and compensation is achieved by means of a second coil placed in the reference field. By varying the compensating voltage [450, 453], a degree of accuracy is obtained whereby the stability of permanent magnets may be investigated [536]. A widely used variant of flux measurement with ballistic galvanometers is the ‘servo-fluxmeter’ operating with automatic compensation [425, 437, 467, 483] and which is a very old invention [448], and due to its photoelectric component is termed also the photoelectric fluxmeter.

The phenomenon of nuclear resonance [433, 445, 553] and electron resonance [533] is also suitable for measurement of the magnetic field. The proton resonance magnetometer [500] is in wide use, and provides high accuracy [517]. The measuring process employing magnetic resonance is also suitable for point measurements [440]. The greatest possible accuracy is also aimed at with this type of equipment. For example, the communication [422] presents the description of a nuclear resonance equipment, where movement of the feed cable does not perturb the measuring oscillator. It is self-evident that the frequency of the oscillator is adjustable [419, 451]. Differential magnetometers are also used here, and the two coils (with the measuring fluid) are fed by two oscillators [457]. The equipment is suitable for gradient measurement [518, 529], also with quadrupole compensating coil [435], from the compensating current of which the gradient derives directly [434]. A further article [409] treats magnetic field measurement by the parametric resonance method.

The magnetic field can be measured also with electron resonance [458], and the width of the resonance signal may correspond to \(3 \times 10^{-6} T\) [476].

Numerous summaries of magnetic field measurement are given [81, 115, 424], and also [413, 464, 472, 487, 535, 548].

(E) CLASSICAL EQUATIONS OF MOTION

When introducing equations of motion in the literature, in most cases the start is made from the theory of point-like particles possessing mass and charge, and only later are the equations of motion of the continuous medium discussed. There is no doubt that the concept of point-like particles is the simpler. Nevertheless, our book treats the equations of motion of the continuous medium with primacy, mainly for the sake of uniformity, since when discussing the electric-magnetic field, the concept of continuous field necessarily formed the background. Secondly: the axiomatic method of discussion based on the basic equations assumes a reader’s level of knowledge, where differences in abstraction play no role. By choosing this method of treatment, a closer approach to modern physics—even if only to a small degree—is achieved, whereby the equations of motion are derived from the field equations [91].
In the following discussion, trajectory calculations are based on classical mechanics. We are not dealing with relativistic mechanics since this falls beyond the scope of our subject area. Since from the equations of motion relevant to continuous media the particular particle equations of motion (in our case: electron of constant value elementary mass and point-charge) are derived, and we have arrived at the dynamics of charged particles, we now impose further restrictions with regard to the material under discussion. From the field of electron optics, only one part of static electron optics is investigated, and dynamic electron optics are entirely disregarded. With the aid of the foregoing, the electric forces can be calculated, or in the more general cases, the electric-magnetic forces, and analysis of the electron trajectories can be performed. For this analysis an exact formulation of the equations of motions must be carried out, e.g. the axially symmetric case. In other fields, which now are not present, the complex formulation of trajectory equations is also customary, as for example in aberration calculations. The precise formulation of the equations of motion enable derivation of equation types necessary for the following. As most important, the paraxial formulation of the equations of motion appear, which are termed briefly first-order equations. Equations of higher order are used for aberration calculations, namely third-order equations of motion in the case of spatial motions, and second-order equations in the case of planar motions. We have made numerous references to aberration calculations, but we have not used third-order equations. Among the cases investigated were those where straight electron trajectories occurred, but in the majority of the cases curved electron trajectories were characteristic. Corresponding to the varying applications, low, medium and high current-density electron beams are required, which in most cases are of straight axis or are homocentric. According to the requirement, the beam axis may be previously chosen as a given curve. Reference is made in several places to the demands relative to the prescribed curve and the characteristics of such systems [124].

17. NEWTON'S EQUATIONS OF MOTION

Newton's equations of motion are employed for the determination of the electron trajectories. Since in Maxwell's equations continuous quantities figure with respect to each space section, we start from the equations describing the motion of continuous media also in case of Newton's equations of motion. Therefore the Newton's equations of motion [18, 132] which we require are

\[
\frac{d}{dt} \tau \mathbf{r} = \mathbf{f} \quad 17.1
\]

Equation 17.1 gives the motion of a continuous medium with \( \tau \) mass density, moving upon the effect of force density \( \mathbf{f} \). The notations represent:
- \( \tau \) = mass density (kg m\(^{-3}\));
- \( \dot{\mathbf{r}} \) = progression velocity (m s\(^{-1}\)) of the medium with \( \tau \) mass density;
- \( \tau \mathbf{r} \) = impulse density (kg m\(^{-2}\)s\(^{-1}\));
- \( \mathbf{f} \) = force density (kg m\(^{-2}\)s\(^{-2}\)).

The force density acting on the space charge flowing in the electric-magnetic field is given by the Lorentz expression [146]

\[
\mathbf{f} = \varrho \mathbf{E} + \varrho \dot{\mathbf{r}} \times \mathbf{B} \quad 17.2
\]

in which the notations correspond to those of the preceding equation. Using equation 17.2, the Newton's equations of motion determining the motion of the space-charge flow in the electric-magnetic field are

\[
\frac{d}{dt} \tau \mathbf{r} = \varrho \mathbf{E} + \varrho \dot{\mathbf{r}} \times \mathbf{B} \quad 17.3
\]
According to our present knowledge of physics, continuous space-charge density may be considered only as an approximation, and the concept of the point-like particle, possessing mass and charge, is also used for description of the phenomena. The possibility of employment of this approximation is illustrated in the following.

Let us view an arbitrarily chosen device operating with electrons. This device will obviously have a minimal dimension. Let us notate this distance as \( a \). Now, after considering in sequence all electrons present in the device, let us determine the maximum distance within which two neighbouring electrons are to be found. This distance is notated as \( b \). The continuous space-charge approximation may be employed when \( b \) is by several orders of magnitude smaller than \( a \).

Following the pattern of the foregoing, let us establish the applicability of the concept of continuous mass distribution. In our particular case it is obvious that the mass distribution and the charge distribution constitute the same function of the position, and therefore determination of one of them is sufficient.

Since in our discussions the concept of the point-like charged particle is also used, we give the equation of motion as referred to the point-like charged particle, starting out from equation 17.3. Let us now choose a closed surface with prescribed small diameter, within which only one single point-like charged particle is present. By choosing the space section surrounded by the given surface as an integration region, the volume integral of equation 17.3 will be determined

\[
\int_{V} \frac{d}{dt} \mathbf{r} \cdot d\mathbf{v} = \int_{V} \rho \mathbf{E} \cdot d\mathbf{v} + \int_{V} \rho \mathbf{r} \times \mathbf{B} \cdot d\mathbf{v}  \tag{17.4}
\]

We now determine the values of the integrals contained in equation 17.4. The integration and differentiation on the left-hand side of the equation may be inverted, since the variables are independent of each other. In case of a sufficiently small integration region, \( \mathbf{r} \) may be considered as constant within the region, and thus may be placed before the integral

\[
\int_{V} \frac{d}{dt} \mathbf{r} \cdot d\mathbf{v} = \frac{d}{dt} \mathbf{r} \int_{V} \mathbf{r} \cdot d\mathbf{v} = \frac{d}{dt} m \mathbf{r} \tag{17.5}
\]

In case of a sufficiently small integration region in the first integral on the right-hand side of the equation, \( \mathbf{E} \) may be considered as a constant in the region and may likewise be placed before the integral

\[
\int_{V} \rho \mathbf{E} \cdot d\mathbf{v} = \mathbf{E} \int_{V} \rho \cdot d\mathbf{v} = q \mathbf{E} \tag{17.6}
\]

In case of a sufficiently small integration region in the second integral of the right-hand side of the equation, \( \mathbf{r} \times \mathbf{B} \) may be considered as a constant in the region and may also be placed before the integral

\[
\int_{V} \rho \mathbf{r} \times \mathbf{B} \cdot d\mathbf{v} = \mathbf{r} \times \mathbf{B} \int_{V} \rho \cdot d\mathbf{v} = q \mathbf{r} \times \mathbf{B} \tag{17.7}
\]
Substituting the calculated terms into equation 17.4 we obtain

\[ \frac{d}{dt} \mathbf{m}\mathbf{r} = q\mathbf{E} + qi \times \mathbf{B} \]  

Equation 17.8 is Newton's equation of motion for point-like charged particles moving in the electric-magnetic field. The expression on the right-hand side of equation 17.8 may be denoted by a single letter on the pattern of equation 17.1 [147, 153]

\[ \mathbf{F} = q\mathbf{E} + qi \times \mathbf{B} \]  

The newly introduced quantities are:

- \( m \) = mass (kg);
- \( \mathbf{m}\mathbf{r} \) = impulse (kg m s\(^{-1}\));
- \( \mathbf{F} \) = force (kg m s\(^{-2}\)).

**Note**

(i) Exact derivation of equation 17.8, from equation 17.4 is possible only by the use of limits.
(ii) The first term on the right-hand side of equation 17.9 gives the force exerted by the electric field and acting on the charged particle. Notation \( \mathbf{F} \) is customary.
(iii) The second term on the right-hand side of equation 17.9 gives the force exerted by the magnetic field and acting on the charged particle. Notation \( \mathbf{F}_m \) is customary.
(iv) The value of mass \( m \) in case of electrons is [39, 164, 166, 167]

\[ m = 9.1079 \times 10^{-31} \text{ kg} \]  

The first integral of equation 17.8, i.e. the equation of energy, taking into account that \((\mathbf{r} \times \mathbf{B}) \cdot \mathbf{r} = 0\) is

\[ \frac{1}{2} \mathbf{m}\mathbf{r}^2 = -q\varphi + D_0 \]  

where

\[ D_0 = \frac{1}{2} \mathbf{m}\mathbf{r}_0^2 + q\varphi_0 \]  

The index 0 refers to the values at the starting point. The case when zero velocity pertains to zero potential is of considerable importance. Now \( D_0 = 0 \), and equation 17.11 is simplified

\[ \frac{1}{2} \mathbf{m}\mathbf{r}^2 = -q\varphi \]  

We introduce now the notation

\[ \eta = \frac{e}{m} \]
which is the electronic charge to mass ratio ($A s kg^{-1}$). Using this notation, equation 17.8, in the case of constant mass, and equation 17.13 may be written as follows

$$\ddot{r} = -\eta E - \eta \dot{r} \times B$$  \hspace{1cm} 17.15

$$\ddot{r}^2 = 2\eta \dot{r}$$  \hspace{1cm} 17.16

Equation 17.15 is the basic equation of electron motion, and equation 17.16 is its first integral.

Note

(i) In the equations $m$ represents the rest mass of the electron, the customary notation of which is $m_0$.

(ii) In equation 17.14 defining $\eta$, $m$ is the rest mass. Its numerical value is $[39, 164, 166, 167]$

$$\eta = 1.7588 \times 10^{11} A s kg^{-1}$$  \hspace{1cm} 17.17

18. EQUATIONS OF MOTION IN AXIALLY SYMMETRIC FIELDS

By reducing to components the vector equations 17.15 and 17.16 in cylindrical coordinate system, the following system of equations is produced [130, 153]

$$\ddot{r} - r \dddot{z} = -\eta E_r - \eta (r \dot{z} B_z - \dot{z} B_r)$$  \hspace{1cm} 18.1

$$r \dddot{z} + 2 \dot{r} \ddot{z} = -\eta E_z - \eta (\dot{z} B_r - \dot{r} B_z)$$  \hspace{1cm} 18.2

$$\ddot{z} = -\eta E_z - \eta (\dot{r} B_z - r \dot{z} B_r)$$  \hspace{1cm} 18.3

$$\ddot{r}^2 + r^2 \dddot{z}^2 + \dddot{z}^2 = 2\eta \dot{r}$$  \hspace{1cm} 18.4

Although it is generally known, let it be mentioned that in the present case a vector assumes the form

$$\mathbf{r}(t) = r(t)e_r + z(t)e_z$$  \hspace{1cm} 18.5

and the points represent differentiation with respect to time.

In the case of position vectors $z$ equals zero and figures only in the unit vector expressions

$$e_r = \cos z \mathbf{i} + \sin z \mathbf{j}; \quad e_z = -\sin z \mathbf{i} + \cos z \mathbf{j}; \quad e_z = \mathbf{k}$$

The simpler equations pertaining to axially symmetric field-strength distribution are derived from the general equations 18.1, 18.2, 18.3, 18.4.
(a) Time-dependent equations

Equations 5.2 and 5.4 are used for derivation of the equations of motion relevant to this case. After simple substitutions we obtain

\[ \ddot{r} - r\dot{z}^2 = -\eta E_r - \eta \dot{z} B_z \]  
\[ 18.6 \]
\[ \ddot{r} + 2\dot{r}\dot{z} = -\eta (\dot{z} B_r - \dot{r} B_z) \]  
\[ 18.7 \]
\[ \ddot{z} = -\eta E_z + \eta r \dot{z} B_r \]  
\[ 18.8 \]
\[ \dot{r}^2 + r^2 \dot{z}^2 + \ddot{z}^2 = 2\eta \dot{\varphi} \]
\[ 18.9 \]

Using equations 5.5, 5.7, 5.33, we now substitute the potentials instead of the field-strength components and writing \( A \) instead of \( A_z \)

\[ \ddot{r} - r\dot{z}^2 = \eta \frac{\partial \varphi}{\partial r} - \eta \dot{z} \frac{\partial}{\partial r} (rA) \]  
\[ 18.10 \]
\[ \ddot{r} + 2\dot{r}\dot{z} = \eta \dot{z} \frac{\partial A}{\partial z} + \eta \frac{\dot{r}}{r} \frac{\partial}{\partial r} (rA) \]  
\[ 18.11 \]
\[ \ddot{z} = \eta \frac{\partial \varphi}{\partial z} - \eta r \dot{z} \frac{\partial A}{\partial z} \]
\[ 18.12 \]

where we have employed the identity

\[ \frac{1}{r} \frac{\partial}{\partial r} (rA) = \frac{1}{r} A + \frac{\partial A}{\partial r} \]  
\[ 18.13 \]

A further identity is also used

\[ \frac{d}{dt} (rA) = \dot{r} A + r \left( \frac{\partial A}{\partial r} \dot{r} + \frac{\partial A}{\partial z} \ddot{z} \right) \]  
\[ 18.14 \]

and the left-hand side of equation 18.11 is transformed

\[ \frac{1}{r} \frac{d}{dt} (r^2 \dot{z}) = r\dot{z} + 2\dot{r}\dot{z} \]  
\[ 18.15 \]

Now the new form of equation 18.11 becomes

\[ \frac{1}{r} \frac{d}{dt} (r^2 \dot{z}) = \eta \frac{1}{r} \frac{d}{dt} (rA) \]  
\[ 18.16 \]

Transforming equation 18.16

\[ \frac{d}{dt} \left( \frac{r^2 \dot{z}}{\eta} - rA \right) = 0 \]
\[ 18.17 \]
and integrating
\[ \frac{r^2 \dot{z}}{\eta} - rA = C \] 18.18

The value of the constant of integration \( C \) can be calculated from the initial conditions, using the customary notations of the initial value, the function values taken at the moment of time \( t = t_0 \) are denoted by zero index

\[ r(t_0) = r_0; \quad z(t_0) = z_0; \quad \dot{z}(t_0) = \dot{z}_0 \] 18.19
\[ \ddot{r}(t_0) = \ddot{r}_0; \quad \ddot{z}(t_0) = \ddot{z}_0; \quad \dddot{z}(t_0) = \dddot{z}_0 \] 18.20

Equation \( q(r_0, z_0) = q_0; \quad A(r_0, z_0) = A_0 \) 18.21

Using the necessary initial conditions

\[ C = \frac{1}{\eta} r_0^3 \dot{z}_0 - r_0 A_0 \] 18.22

Now

\[ \dot{z} = \frac{\eta}{r^2} rA + C \] 18.23

is used in place of equation 18.11.

Equations 18.10 and 18.12 may be written in a simplified form, by introduction of the generalised potential

\[ Q = q - \frac{\eta}{2} \left( A + \frac{C}{r} \right)^2 \] 18.24

Using equation 18.24

\[ \ddot{r} = \eta \frac{\partial Q}{\partial r}; \quad \ddot{z} = \eta \frac{\partial Q}{\partial z} \] 18.25

The right-hand sides of equation 18.25 may be considered as generalised field-strength components, apart from \( r \).

To prove the first equation of 18.25, let us differentiate equation 18.24

\[ \frac{\partial Q}{\partial r} = \frac{\partial q}{\partial r} - \eta \left( A + \frac{C}{r} \right) \left( \frac{\partial A}{\partial r} - \frac{C}{r^2} \right) \] 18.26

Substituting equation 18.23 into 18.26

\[ \frac{\partial Q}{\partial r} = \frac{\partial q}{\partial r} - r \dot{z} \left( \frac{\partial A}{\partial r} - \frac{C}{r^2} \right) \] 18.27

and taking into account the identity

\[ \frac{\partial A}{\partial r} = B_z - \frac{1}{r} A \] 18.28
subsequent upon the third equation of 5.33 and thereafter, using equation 18.23 we obtain

$$\frac{\partial Q}{\partial r} = \frac{\partial \varphi}{\partial r} - rz \left( B_z - \frac{1}{\eta} \frac{\dot{z}}{t} \right)$$

18.29

Substituting 18.29 into 18.25 and rearranging, equation 18.6 is obtained, which is equivalent to 18.10. The second equation of 18.25 is directly proven by differentiation of 18.24, and with substitution of 18.23 (18.12 is a direct result, after performing the foregoing).

The introduced generalised potential is also used for the approximative calculation procedures and for determination of the trajectories by measurement [578, 587].

(b) Equations of the geometrical trajectory

Our equations derived so far give the geometrical trajectory of the electron and the relevant time of travel. In most cases we are not interested in the time of travel, and we seek only the trajectory. This space curve will be given in the form

$$r(z) = r(z) e_r + \alpha(z) e_x + ze_z$$

18.30

The initial conditions pertaining to point \(z = z_0\) are evident

$$r(z_0) = r_0; \quad \alpha(z_0) = \alpha_0$$

18.31

$$r'(z_0) = r'_0; \quad \alpha(z_0) = \alpha'_0$$

18.32

For producing the differential equation relevant to the functions \(r(z)\) and \(\alpha(z)\), we start from the identities

$$\dot{z} = \frac{dz}{dt} \frac{dz}{dt} = \alpha^'z$$

18.33

$$\dot{r} = \frac{dr}{dt} \frac{dr}{dt} = \alpha^'z$$

18.34

$$\dot{r} = \frac{d^2r}{dt^2} = \frac{d^2r}{dz^2} \left( \frac{dz}{dt} \right)^2 + \frac{dr}{dz} \frac{d^2z}{dt^2} = r^'z^2 + r^'z$$

18.35

Equations 18.33 and 18.34 are substituted into 18.9 and \(z^2\) is expressed

$$z^2 = \frac{2\eta \varphi}{1 + r^2 + r^2z^2}$$

18.36

Equations 18.23 and 18.36 are then substituted into equation 18.33, and solved for \(\alpha^'\)

$$\alpha^' = \frac{1}{r^2} \left[ \frac{rA + C}{2\eta \varphi - \eta^2 \left( A + \frac{C}{r} \right)^2} \right]^{1/2} \left( 1 + r^2 \right)^{1/2} = 0$$

18.37
Substituting equations 18.6, 18.8, 18.23, 18.36, 18.37 into equation 18.35 and rearranging we have

\[ r'' + \frac{1 + r''^2}{2q - \eta \left( A + \frac{C}{r} \right)^2} \left( E_r - r'E_z + \eta \left( A + \frac{C}{r} \right) \right) B_z + \]

\[ r' B_r - \frac{1}{r} \left( A + \frac{C}{r} \right) = 0 \quad 18.38 \]

Equations 18.37 and 18.38 are the required differential equations. Their defect, and indirectly that of \( z' \), is that the potentials and field strength occur mixed in the equations. This defect can be eliminated by writing the derivatives of the potentials.

The above differential equations can also be given in the function of the generalised potential, and its derivatives, the generalised field-strength components. The course of demonstration corresponds to that of the previous case with the difference that here equation 18.25 is used instead of 18.6 and 18.8. The final results are

\[ z' = \eta \frac{1}{r^2} \frac{r A + C}{\left( 2r Q \right)^{1/2}} (1 + r' \eta)^{1/2} = 0 \quad 18.39 \]

\[ r'' - \frac{1 + r'^2}{2Q} \left( \frac{\partial Q}{\partial r} - r' \frac{\partial Q}{\partial z} \right) = 0 \quad 18.40 \]

No omissions have been made in the equations of motion valid for the electron, in case of axially symmetric field-strength distribution, and therefore these are of general validity and provide exact solutions.

Equations 18.38 and 18.40 may be used independently: \( z(z) \) and its derivatives do not figure in the equations. They are characteristic of the motion types discussed and may be considered as basic equations.

19. EQUATIONS OF MOTION IN FIELDS WITH PLANAR DISTRIBUTION

By reducing vector equations 17.15 and 17.16 to their components in the Cartesian coordinate system, the following system of equations appears [129]

\[ \ddot{x} = - \eta E_x - \dot{\eta}(\dot{y} B_z - \dot{z} B_y) \quad 19.1 \]

\[ \ddot{y} = - \eta E_y - \dot{\eta}(\dot{z} B_x - \dot{x} B_z) \quad 19.2 \]

\[ \ddot{z} = - \eta E_z - \eta(\dot{x} B_y - \dot{y} B_x) \quad 19.3 \]

\[ \dddot{x}^2 + \dddot{y}^2 + \dddot{z}^2 = 2r \eta \quad 19.4 \]
Similarly to the axially symmetric case, we give herewith the expression of the position vector
\[ \mathbf{r}(t) = x(t)\mathbf{e}_x + y(t)\mathbf{e}_y + z(t)\mathbf{e}_z \]

The differentiation with respect to time is denoted by a dot.

The simpler equations pertaining to the planar field-strength distribution are derived from the general equations 19.1, 19.2, 19.3, 19.4.

Note: It is customary to write the general equations of a charged particle moving in quadrupole field in the Cartesian coordinate system. Therefore, in the given general equations 19.1–19.4 the field-strength components and the scalar potential are to be identified with those of the quadrupole field. Due to the more general character of the quadrupole field we do not find a generalised potential \( (Q) \) valid for all cases, and therefore no simple forms, similar to those for the axially symmetric and the fields with planar distribution, exist. Consequently, we treat the equations of motion occurring in the quadrupole field in full detail only in the paraxial case.

(a) Time-dependent equations

Equations of motion relevant to the fields with planar distribution are derived from equations 7.2 and 7.4. After simple substitution we obtain
\[ \dot{x} = -\eta(yB_z - zB_y) \]
\[ \dot{y} = -\eta E_y + \eta\dot{z}B_z \]
\[ \dot{z} = -\eta E_z - \eta\dot{x}B_y \]
\[ \dot{x}^2 + \dot{y}^2 + \dot{z}^2 = 2\eta\dot{\varphi} \]

From equations 19.6, 19.7, 19.8, 19.9 we are able to establish that the electron trajectory is generally a curve in space, and only in special cases does it become a planar curve.

Now, using equations 7.8, 7.9, 7.25, let us substitute the potentials, writing \( A \) instead of \( A_x \) in consideration of the close of § 7, instead of the field-strength components employing the following identity
\[ \frac{dA}{dt} = \frac{\partial A}{\partial y} \dot{y} + \frac{\partial A}{\partial z} \dot{z} \]

Equation 19.6 can be integrated then on the pattern of the axially symmetric case. The value of the constant of integration \( C \) can be calculated from the initial conditions
\[ x(t_0) = x_0; \ y(t_0) = y_0; \ z(t_0) = z_0 \]
\[ \dot{x}(t_0) = \dot{x}_0; \ \dot{y}(t_0) = \dot{y}_0; \ \dot{z}(t_0) = \dot{z}_0 \]
\[ \varphi(y_0,z_0) = \varphi_0; \ A(y_0,z_0) = A_0 \]
Finally, equation
\[ \dot{x} = \eta(A + C) \]  
19.14

is obtained. In equation 19.14
\[ C = \frac{1}{\eta} \dot{x}_0 - A_0 \]  
19.15

The generalised potential
\[ Q = \varphi - \frac{\eta}{2} (A + C)^2 \]  
19.16

may be introduced in case of fields with planar distribution, whereby the following simple equations of motion can be obtained
\[ \ddot{y} = \eta \frac{\partial Q}{\partial y}; \quad \ddot{z} = \eta \frac{\partial Q}{\partial z} \]  
19.17

In order to verify the proposition 19.17, we differentiate 19.16, substitute 19.14 and multiply by \( \eta \).

(b) Equations of the geometrical trajectory

The geometrical trajectory is given in the form of
\[ r(z) = x(z)e_x + y(z)e_y + ze_z \]  
19.18

The necessary initial conditions are
\[ x(z_0) = x_0; \quad y(z_0) = y_0 \]  
19.19
\[ x'(z_0) = x'_0; \quad y'(z_0) = y'_0 \]  
19.20

In order to produce differential equations relevant to functions \( x(z) \) and \( y(z) \), the identities
\[ \dot{x} = \frac{dx}{dt} = \frac{dx}{dz} \frac{dz}{dt} = x' \dot{z} \]  
19.21
\[ \dot{y} = \frac{dy}{dt} = \frac{dy}{dz} \frac{dz}{dt} = y' \dot{z} \]  
19.22
\[ \ddot{y} = \frac{d^2y}{dt^2} = \frac{d^2y}{dz^2} \left( \frac{dz}{dt} \right)^2 + \frac{dy}{dz} \frac{d^2z}{dt^2} = y'' \dot{z}^2 + y' \ddot{z} \]  
19.23

are used.
The following are yielded by the known method

\[ \ddot{x} = \frac{2\eta D}{1 + x'^2 + y'^2} \tag{19.24} \]

\[ x' - \frac{1}{\eta} \left( A + C \right) \left[ \frac{2\eta D - \eta^2(A + C)^2}{(1 + y'^2)^{1/2}} \right] = 0 \tag{19.25} \]

\[ y'' + \frac{1 + y'^2}{2(2\eta D)^{1/2}} \left[ E_y - y'E_z - \eta(A + C)(B_z + y'B_y) \right] = 0 \tag{19.26} \]

The required differential equations are 19.25 and 19.26, which can also be written with the exclusive use of the potentials.

The above differential equations in the function of the generalised potential are

\[ x' - \frac{A + C}{(2\eta D)^{1/2}} (1 + y'^2)^{1/2} = 0 \tag{19.27} \]

\[ y'' - \frac{1 + y'^2}{2D} \left( \frac{\partial Q}{\partial y} - y' \frac{\partial Q}{\partial z} \right) = 0 \tag{19.28} \]

In the equations of motion valid for the electron in the case of planar field-strength distribution, no omissions have been made, hence they are of general validity and give exact solutions.

Equations 19.26 and 19.28 can be treated independently: \( x(z) \) and its derivatives do not figure in the equations. They are characteristic of the motion type discussed and may be considered as basic equations.

20. PARAXIAL EQUATIONS OF MOTION

In many cases of realised electric-magnetic fields, the course of the motions is such that the field strengths occurring in the space section used for motion can be well approached by first-order expressions. Equations of motion constructed with the help of field-strength components thus obtained well determine the motion in the space section concerned; moreover, handling of the equations of simpler structure facilitates solution searching.

It has been seen that non-linear expressions of the unknown functions are contained in the equations of motion. Simplification is also resorted to in this respect, and only paraxial motion is permitted in the space section used for motion.

Paraxial motion represents such motion where the distance of the points of the trajectory is measured from a given plane, in our case from plane \( x, z \), or from a given axis, in our case from axis \( z \), and the angles between the tangents of the trajectory and the given plane or axis are of such value that when expanding both characteristics in series, first-order expressions are satisfactory. In other words, both the distance and the angle are small.
The equations of motion constructed in the above manner are called paraxial or first-order equations of motion.

The paraxial equations of motion will be constructed for cases of field strengths with planar distribution 7.43, 7.44 and 7.52, 7.53 derived from the potentials given by the series 7.42 and 7.51, field strengths with axially symmetric distribution 5.56, 5.57 and 5.70, 5.71 derived from the potentials given by the series 5.54, 5.69 and the quadrupole fields 9.39, 9.40, 9.41 and 9.51, 9.52, 9.53 derived from the potentials given by the series 9.35, 9.50. Motion types having symmetry properties pertain to the field-strength distributions under discussion.

By comparison of field strengths with plane-symmetric distribution (7.43, 7.44, 7.52, 7.53) according to figure I.13, the following will be readily understood.

The paths of the electrons started with mirror-symmetric initial conditions with respect to axis $z$ are mirror-symmetric with respect to axis $z$. Since there are no restrictions, apart from the initial conditions, to the conditions along the axis $x$, it may be stated in general that with regard to the plane $x, z$ (mirror plane) the paths form the reflected images of each other.

Viewing the field strengths with axially symmetric distribution (5.56, 5.57, 5.70, 5.71) in the meridian plane according to figure I.14, the following will be recognised.
The paths of the electrons started with initial conditions mirror-symmetric with respect to axis $z$ are mirror-symmetric to this axis. Since the angular displacement $\alpha$ retains this symmetry, it may be stated in general that the paths are rotationally symmetric with respect to axis $z$.

In view of the above, for the motions in quadrupole fields the mirror-symmetry of the initial conditions must be specified in the two preferred planes, perpendicular to each other, occurring in the quadrupole fields. In this case, the two preferred planes will be the planes of symmetry (mirror planes) for the beam produced.

21. PARAXIAL EQUATIONS OF MOTION IN AXIALLY SYMMETRIC FIELDS

Let us substitute the first-order expressions of the series 5.56, 5.57, 5.69, 5.70, 5.71, which are

\begin{align*}
E_r(r, z) &= \frac{1}{2} \left( \Phi' + \frac{1}{\varepsilon_0} \right) r \\
E_z(r, z) &= -\Phi' \\
A(r, z) &= \frac{1}{2} Br
\end{align*}

\begin{align*}
\text{figure I.14}
\end{align*}
\[ B_r(r, z) = -\frac{1}{2} B'r \]
\[ B_z(r, z) = B \]
to equations 18.22, 18.6, 18.23, 18.8

\[ C = \frac{1}{\eta} r_0^2 \frac{\partial^2 \phi}{\partial z^2} - \frac{1}{2} B_0 r_0^2 \]

\[ \ddot{r} = -\eta \left[ \frac{1}{2} \left( \frac{\partial^2 \phi}{\partial r^2} + \frac{1}{\varepsilon_0} \frac{\partial \phi}{\partial z^2} \right) + \frac{\eta}{4} B^2 \right] r + \frac{\eta^2 C^2}{r^3} \frac{1}{r^3} \]

\[ \ddot{\phi} = \eta B + C \frac{1}{r^2} \]

Equations 21.6, 21.7, 21.8, 21.9 are the time-dependent paraxial equations.

Let us detail the last term of equation 21.7

\[ \eta^2 C^2 \frac{1}{r^3} = \frac{r_0^2 \frac{\partial^2 \phi}{\partial z^2}}{r^3} - \eta B_0 \frac{r_0^2 \frac{\partial \phi}{\partial z^2}}{r^3} + \frac{\eta^2 B_0^2}{4} \frac{1}{r^3} \]

With regard to the unknown functions and the initial values of equation 21.10, the first term of the right-hand side is of third order, the second term is of second order, and only the third term is of first order. Therefore, instead of equation 21.7

\[ \ddot{r} = -\eta \left[ \frac{1}{2} \left( \frac{\partial^2 \phi}{\partial r^2} + \frac{1}{\varepsilon_0} \frac{\partial \phi}{\partial z^2} \right) + \frac{\eta}{4} B^2 \right] r + \frac{\eta^2 B_0^2 r_0^4}{4} \frac{1}{r^3} \]

may be used, since in most cases the terms of higher order may be neglected. The advantage of this equation over equation 21.7 is that knowledge of \( \dot{z}_0 \) is not necessary for determination of \( r \). Equation 21.7 is used only in cases of high initial angular velocities.

The geometric trajectory equations may be obtained by the above substitutions from either equations 18.37, 18.38, or from 18.39, 18.40, taking into consideration also that \( r'^2 \) may be neglected in comparison with the unit. The value of \( C \) given in these equations is in accordance with equation 21.6. The first-order expression of the series 5.54 is also necessary

\[ q(r, z) = \Phi \]

The substitution results

\[ \frac{\eta}{(2\eta \ddot{\phi})^{1/2}} \left[ \frac{1}{2} B + C \frac{1}{r^2} \right] = 0 \]
\[
\Phi r'' + \frac{1}{2} \Phi' r' + \left[ \frac{1}{4} \left( \Phi'' + \frac{1}{\varepsilon_0} \varrho_0 \right) + \frac{\eta}{8} B^2 \right] r - \frac{\eta}{2} C^2 \frac{1}{r^3} = 0 \quad 21.14
\]

Equations 21.13, 21.14 are the paraxial equations of the geometrical trajectory. Equation 21.14 is also the paraxial basic equation.

The last term of equation 21.14 is exactly \( \frac{1}{2} \eta \)-fold of the last term of 21.7. Therefore, the remarks relating to this equation are valid here, too. Therefore, instead of equation 21.14, the equation

\[
\Phi r'' + \frac{1}{2} \Phi' r' + \left[ \frac{1}{4} \left( \Phi'' + \frac{1}{\varepsilon_0} \varrho_0 \right) + \frac{\eta}{8} B^2 \right] r - \frac{\eta B_0^2}{8} \frac{r_0^3}{r^3} = 0 \quad 21.15
\]

may also be used; its advantage is that knowledge of \( \varrho_0 \) is not required for the determination of \( r \). Equation 21.14 is used in case of high initial angular velocities.

Equation 21.15 may also be considered as basic equation.

Note


(ii) The concept of meridian plane may be introduced when calculating the distance of the electron from the axis either from equation 21.14 or from 21.15. We then say that the electron motion takes place in a plane rotating at \( \alpha' \); 'angular velocity' (equation 21.13) around axis \( z \). In the meridian plane \( r \) may be either positive or negative.

22. PARAXIAL EQUATIONS OF MOTION IN FIELDS WITH PLANAR SYMMETRY

Now we substitute the first-order expressions of the series 7.43, 7.44, 7.51, 7.52, 7.53, which are

\[
E_y(y, z) = \left( \Phi'' + \frac{1}{\varepsilon_0} \varrho_0 \right) y \quad 22.1
\]

\[
E_z(y, z) = - \Phi' \quad 22.2
\]

\[
A(y, z) = - B y \quad 22.3
\]

\[
B_y(y, z) = - B' y \quad 22.4
\]

\[
B_z(y, z) = B \quad 22.5
\]

into equations 19.15, 19.14, 19.7, 19.8

\[
C = \frac{1}{\eta} \dot{x}_0 + B_0 y_0 \quad 22.6
\]
\[ \dot{x} = \eta(C - By) \quad 22.7 \]
\[ \dot{y} = -\eta \left( \Phi'' + \frac{1}{\varepsilon_0} \varrho_0 + \eta B^2 \right) y + \eta^2 CB \quad 22.8 \]
\[ \dot{z} = \eta \Phi' + \eta \dot{x}_0 B' y \quad 22.9 \]

Equations 22.6, 22.7, 22.8, 22.9 are the time-dependent paraxial equations. In most cases the second term of the right-hand side of equation 22.9 may be neglected.

Note: The complete term \( \eta^2 CB'y \) is not contained in the right-hand side of equation 22.9 since the second term in the right-hand side of equation
\[ \eta^2 CB'y = \eta \dot{x}_0 B'y + \eta^2 \varrho_0 \dot{B} y \quad 22.10 \]
is a second-order expression of the unknown function \( y \) and of the initial value of \( \varrho_0 \).

The equations of the geometrical trajectory are obtained from equations 19.25, 19.26 or from equations 19.27, 19.28 by the preceding substitutions, taking into account that \( y'^2 \) may be disregarded in comparison with the unit. The value of \( C \) included in these equations is in accordance with equation 22.6. The first-order expression of series 7.42 is also required
\[ \eta(y, z) = \Phi \quad 22.11 \]

The result of the substitution is
\[ x' - \frac{\eta}{(2\eta \Phi)^{1/2}} (C - By) = 0 \quad 22.12 \]
\[ \Phi y'' + \frac{1}{2} \Phi' y' + \frac{1}{2} \left( \Phi'' + \frac{1}{\varepsilon_0} \varrho_0 + \eta B^2 \right) y - \frac{\eta}{2} CB = 0 \quad 22.13 \]

Equations 22.12, 22.13 are the paraxial equations of the geometrical trajectory. Equation 22.13 is also the paraxial basic equation.

Note
(i) Equations 22.12, 22.13 may be obtained also from equations 22.6, 22.7, 22.8, 22.9, using the method of time elimination.

(ii) Calculating the distance of the electron from the plane \((x, z)\) according to equation 22.13, the concept of the meridian plane may be introduced. We then say that the electron motion takes place in the meridian plane perpendicular to axis \(x\) and moving at 'velocity' \(x'\) (equation 22.12) in the direction of \(x\).

23. PARAXIAL EQUATIONS OF MOTION IN QUADRUPOLE FIELDS

On the pattern of the foregoing, the first-order forms (9.39, 9.40, 9.41, 9.51, 9.52, 9.53) of the field characteristics are
\[ E_x(x, y, z) = \frac{1}{2} \left( \Phi''_{\varrho_0} - D + \frac{1}{\varepsilon_0} \varrho_{00} \right) x \quad 23.1 \]


\[ E_y(x, y, z) = \frac{1}{2} \left( \Phi_0'' + D + \frac{1}{\varepsilon_0} \varphi_0 \right) y \] 23.2

\[ E_z(x, y, z) = -\Phi_0' \] 23.3

\[ B_x(x, y, z) = -V_{11} y \] 23.4

\[ B_y(x, y, z) = -V_{11} x \] 23.5

\[ B_z(x, y, z) = 0 \] 23.6

With these formulae the time-dependent paraxial equations of motion from equations 19.1, 19.2, 19.3 are as follows

\[ \ddot{x} = -\frac{\eta}{2} \left( \Phi_0'' - D + \frac{1}{\varepsilon_0} \varphi_0 \right) x - \eta V_{11} x \dot{z} \] 23.7

\[ \ddot{y} = -\frac{\eta}{2} \left( \Phi_0'' + D + \frac{1}{\varepsilon_0} \varphi_0 \right) y + \eta V_{11} y \dot{z} \] 23.8

\[ \ddot{z} = \eta V_{11} \left( x \dot{x} - y \dot{y} \right) \] 23.9

Note: In case of the time-dependent form of paraxial equations of motion referred to quadrupole fields, second-order expressions of the unknown functions must be allowed, otherwise the equations have no terms containing magnetic field.

Equations of the geometrical trajectory, with first-order approximation of equation 9.35

\[ f(x, y, z) = \Phi_0 \] 23.10

Using the same method as in the foregoing, we obtain

\[ x'' - x' + \frac{1}{2\Phi_0} \left( \Phi_0'' - D + \frac{1}{\varepsilon_0} \varphi_0 \right) x = 0 \] 23.11

\[ y'' + \frac{1}{2\Phi_0} y' + \left( \Phi_0'' + D + \frac{1}{\varepsilon_0} \varphi_0 \right) - \frac{\eta V_{11}}{(2\gamma\Phi_0)^{1/2}} y = 0 \] 23.12

Note

(i) In the first-order case of the geometrical trajectory equations, there is a function \( V_{11} \) characterising the magnetic field, therefore these are paraxial equations, according to the customary definitions.

(ii) If we disregard the space-charge term \( \varphi_0 \), the two equations of motion are independent of each other (either equation can be integrated without knowledge of the solution of the other).

SUPPLEMENTARY OBSERVATIONS ON THE EQUATIONS OF MOTION

Derivation of the basic equations of motion of electron optics was the result of laborious and lengthy work. The most important result, and also the theoretical basis of electron optics are given in the paper [559] published
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in 1926, in which it was demonstrated that similarly to light rays, electron rays may be focused by means of electric and magnetic fields. This article was the first to derive angular momentum (Busch theorem), etc. Soon after, in 1938, systems of curved central trajectory were dealt with [561], but at that time without success. However, a partial success, since the discussion presumed as spatial is of planar validity only, is represented by the article [607]. Parallel with this work, however, G. A. Grinberg achieved good results, which are published for example in his book [80]. The author of the present chapter has arrived at the final solution which cannot be further generalised [591] in the subject matter investigated. Two further articles dealing with systems of curvilinear basic trajectories are noteworthy. One is of a high standard and detailed [602], while the other deals with applications of the helical axis systems [567]. The latter article investigates the resolving power of the system in the mass-spectrometry application.

The completion as regards basic problems forms no obstacle to further work on the problems, some details of which are mentioned as examples. The basis of electron dynamics summarised with aid of the Hamilton formalism and explanation of the optical analogy is dealt with in the works [566, 568]. Numerous theorems are given in these works, which are suitable for general purposes (from generalised velocity restrictions on induction; generalised momentum; freedom from rotation; invariants, etc.). Determination of permissible and non-permissible motions of electrons moving in circular symmetric magnetic fields is treated in the work [564], as determinable from the curves plotted in the coordinate system of the kinetic energy and the generalised angular momentum. Article [562] treats the Gauss beamlet, and [560] gives information on the expansion of paraxial theory, with reference to gun design. Among the motions some with exact solutions were found, and these are dealt with in articles [593] and [605], the latter of which sets out from the Hamilton formalism and treats the spherical symmetric system as an axially symmetric system.

(F) APPROXIMATIVE SOLUTION OF THE EQUATIONS OF MOTION

Practice cannot wait until all possible trajectories are determined from theoretically available functions (available in tables). In all cases (even in the case of the helical axis for example) the path has to be approximated with the given accuracy. Numerical ray tracing serves for trajectory computation, with which the arithmetical solution of trajectory equations is obtained. Among the other forms of approximative solution is for example, approximation in sections by means of known functions, where the computation is performed by adoption of a linearly varying field characteristic (in the given case e.g. linearly decreasing).

Numerous methods have been evolved, the most suitable being selected for each case. Today, however, the mechanical and time-devouring trajectory computations are being performed increasingly by computers. The methods of electron-optical simulation—in a qualified sense, methods of trajectory simulation—are now fully developed and are readily available. It is perhaps unnecessary to add that these methods are available with respect to low-, medium- and high-current density beams, or low-, medium- and high-voltage electron beams.
This method employs the Taylor series expansion [578, 587] for the integration. The solution function in the vicinity of point \( x_0 \) is given by its Taylor series

\[
y(z) = y(x_0) + \frac{y'(x_0)}{1!} (z - x_0) + \frac{y''(x_0)}{2!} (z - x_0)^2 + \ldots
\]

Differentiating equation 24.1, we obtain

\[
y'(z) = y'(x_0) + \frac{y''(x_0)}{1!} (z - x_0) + \frac{y'''(x_0)}{2!} (z - x_0)^2 + \ldots
\]

The derivatives necessary for the series expansion are calculated by successive differentiation of the differential equation to be solved. The derivatives are naturally the functions of the initial values \( y(x_0) \) and \( y'(x_0) \). Allowing a slight error, the values of the function and the values of the derivatives may be calculated for a small region in the vicinity of the point \( x_0 \) with the help of series 24.1 and 24.2

\[
y(x_0 + \Delta x) = y(x_0) + \frac{y'(x_0)}{1!} \Delta x + \frac{y''(x_0)}{2!} \Delta x^2 + \ldots
\]

\[
y'(x_0 + \Delta x) = y'(x_0) + \frac{y''(x_0)}{1!} \Delta x + \frac{y'''(x_0)}{2!} \Delta x^2 + \ldots
\]

Considering the values \( y(x_0 + \Delta x) \) and \( y'(x_0 + \Delta x) \) calculated from series 24.3 and 24.4 as new initial values, the above procedure is repeated and new initial values are obtained. This procedure is repeated until all function values of the desired region are determined. The sequence of values thus determined, which obviously satisfies the initial conditions, is considered as an approximative solution of the differential equation [581, 603].

(a) Plane-symmetric case

In order to eliminate \( y' \) from the differential equation 22.13, transformation of

\[
y = \Phi^{\frac{1}{4}} Y
\]

is performed [the new function being \( Y(x) \)]. After transformation the differential equation becomes

\[
Y'' + \left( \frac{\Phi''}{4\Phi} + \frac{3\Phi'^2}{16\Phi^2} - \frac{\eta_0}{2\varepsilon_0\Phi} + \frac{\eta B^2}{2\Phi} \right) Y - \frac{\eta CB}{2} \Phi^{-\frac{3}{2}} = 0
\]
The derivatives contained in the Taylor series are calculated from equation 24.6 and the initial conditions may also be written

\[
Y(z_n) = Y_n; \quad Y'(z_n) = Y_n'
\]

\[
Y''(z_n) = \frac{\eta CB}{2} \Phi \frac{3}{4} \left[ \Phi'' + \frac{3\Phi'^2}{16\Phi^2} + \frac{\varrho_0}{2\varepsilon_0\Phi} + \frac{\eta B^2}{2\Phi} \right] Y_n
\]

\[
Y'''(z_n) = \left[ \frac{\eta CB'}{2} \Phi \frac{3}{4} - \frac{3\eta CB\Phi'}{8} \Phi \frac{7}{4} \right] + \\
\left[ \frac{3\Phi'^3}{8\Phi^3} + \frac{\eta B^2\Phi'}{2\Phi^2} - \frac{\Phi''}{4\Phi} - \frac{\Phi'\Phi''}{8\Phi^2} - \frac{\eta BB'}{2\Phi} \right] + \\
\left[ \frac{\varrho_0 \Phi'}{2\varepsilon_0\Phi^2} - \frac{\varrho_0'}{2\varepsilon_0\Phi} \right] Y_n + \left[ - \frac{\Phi''}{4\Phi} - \frac{3\Phi'^2}{16\Phi^2} \right] Y_n'
\]

\[
Y''''(z_n) = \left[ \frac{\eta CB}{4} \Phi \frac{3}{4} \Delta \Delta z^2 \right] + \left[ 1 - \frac{\Phi''}{8\Phi} \Delta z^2 - \frac{3\Phi'^2}{32\Phi^2} \Delta z^2 \right] Y_n + \Delta z^2 Y_n'
\]

The relations 24.7, 24.8, 24.9 are substituted into the Taylor series 24.3, 24.4. After rearrangement

\[
Y_{n+1} = \left[ \frac{\eta CB}{4} \Phi \frac{3}{4} \Delta \Delta z^2 \right] + \left[ 1 - \frac{\Phi''}{8\Phi} \Delta z^2 - \frac{3\Phi'^2}{32\Phi^2} \Delta z^2 \right] Y_n + \Delta z^2 Y_n'
\]

The values of the functions contained in the formulae are to be calculated in the position of the series expansion. \(y_n\) and \(y'_n\) can be calculated from equation 24.5.
The differential equation 22.12 can be solved with knowledge of the solution of 22.13. The initial conditions and the derivatives contained in the Taylor series are

\[ x(z_n) = x_n \]

\[ x'(z_n) = \frac{\eta C}{(2\eta\Phi)^{1/2}} - \frac{\eta B}{(2\eta\Phi)^{1/2}} y_n \]

\[ x''(z_n) = -\frac{\eta C\Phi'}{2\Phi(2\eta\Phi)^{1/2}} + \left[ -\frac{\eta B\Phi'}{2\Phi(2\eta\Phi)^{1/2}} - \frac{\eta B'}{(2\eta\Phi)^{1/2}} \right] y_n - \frac{\eta B}{(2\eta\Phi)^{1/2}} y'_n \]

After substitution and rearrangement

\[ x_{n+1} = \left[ x_n + \frac{\eta C}{(2\eta\Phi)^{1/2}} \Delta z - \frac{\eta C\Phi'}{4\Phi(2\eta\Phi)^{1/2}} \Delta z^2 \right] + \]

\[ \left[ -\frac{\eta B}{(2\eta\Phi)^{1/2}} \Delta z + \frac{\eta B\Phi'}{4\Phi(2\eta\Phi)^{1/2}} \Delta z^2 - \frac{\eta B'}{2(2\eta\Phi)^{1/2}} \Delta z^2 \right] y_n + \]

\[ \left[ -\frac{\eta B}{2(2\eta\Phi)^{1/2}} \Delta z^2 \right] y'_n \]

Instead of the grouping

\[ x_{n+1} = A^+ + B^+ x_n \]

\[ x_{n+1} = C^+ + D^+ y_n + E^+ y'_n \]

is used in equation 24.15 thereby emphasising the character of 22.13 as the basic equation. Coefficients \( A^+, B^+, C^+, D^+, E^+ \) are introduced in order to facilitate recognition of the structure of the equations.

(b) Axially symmetric case

The transformation

\[ r = \Phi^{-\frac{1}{4}} R \]

in equation 21.14 yields

\[ R'' + \left[ \frac{3}{16} \frac{\Phi'^2}{\Phi^2} + \frac{\varepsilon_0}{4\varepsilon_0\Phi} + \frac{\eta B^2}{8\Phi} \right] R - \frac{\gamma C^2}{2} \frac{1}{R^3} = 0 \]

The derivatives contained in the Taylor series and the initial conditions are

\[ R(z_n) = R_n; R'(z_n) = R'_n \]
\[ R'(z_n) = \left( \frac{\eta C^2}{2} \frac{1}{R_n^4} - \frac{3}{16} \frac{\phi'^2}{\phi^2} - \frac{\varepsilon_0}{4 \varepsilon_0 \phi} - \frac{\eta B^2}{8 \phi} \right) R_n \]  \hspace{1cm} 24.21

\[ R''(z_n) = \left[ \frac{3}{8} \frac{\phi'^3}{\phi^3} - \frac{3}{8} \frac{\phi' \phi''}{\phi^2} - \frac{\varepsilon_0}{4 \varepsilon_0 \phi} + \frac{\varepsilon_0 \phi'}{4 \varepsilon_0 \phi^2} \right] R_n + \left[ -\frac{3}{16} \frac{\phi'^2}{\phi^2} \right] R_n' \]  \hspace{1cm} 24.22

with which the final formulae become

\[ R_{n+1} = \left[ 1 + \frac{\eta C^2}{4} \frac{1}{R_n^4} \Delta z^2 - \frac{3}{32} \frac{\phi'^2}{\phi^2} \Delta z^2 - \frac{\varepsilon_0}{8 \varepsilon_0 \phi} \Delta z - \frac{\eta B^2}{16 \phi} \Delta z^2 \right] R_n + \Delta z R'_n \]  \hspace{1cm} 24.23

\[ R'_{n+1} = \left[ \frac{\eta C^2}{2} \frac{1}{R_n^4} \Delta z^2 - \frac{3}{16} \frac{\phi'^2}{\phi^2} \Delta z^2 - \frac{\varepsilon_0}{4 \varepsilon_0 \phi} \Delta z - \frac{\eta B^2}{8 \phi} \Delta z + \frac{3}{8} \frac{\phi'^3}{\phi^3} \Delta z^2 - \frac{3}{8} \frac{\phi' \phi''}{\phi^2} \Delta z^2 - \frac{\varepsilon_0 \phi'}{8 \varepsilon_0 \phi^2} \Delta z^2 + \frac{\eta B B'}{8 \phi} \Delta z^2 + \frac{\eta B^2 \phi'}{16 \phi^2} \Delta z^2 \right] R_n + \]  \hspace{1cm} 24.24

\[ \frac{1}{8} \frac{3}{32} \frac{\phi'^2}{\phi^2} \Delta z^2 - \frac{\varepsilon_0}{8 \varepsilon_0 \phi} \Delta z^2 - \frac{\eta B^2}{16 \phi} \Delta z^2 \frac{3}{4} \frac{\eta C^2}{R_n^4} \Delta z^2 \right] R_n' \]

\( r_n \) and \( r'_n \) can be calculated from equation 24.18.

The differential equation 21.13 can be solved with knowledge of the solution of 21.14. The initial conditions and the derivatives contained in the Taylor series are

\[ x(z_n) = x_n \]  \hspace{1cm} 24.25

\[ x'(z_n) = \frac{\eta B}{2 (2 \eta \phi)^{1/2}} + \left( \frac{\eta C}{(2 \eta \phi)^{1/2}} \right) r_n \]  \hspace{1cm} 24.26

\[ x''(z_n) = \left[ \frac{\eta B'}{2 (2 \eta \phi)^{1/2}} - \frac{\eta B \phi'}{4 \phi (2 \eta \phi)^{1/2}} \right] + \]
With substitution and rearrangement

\[ \alpha_{n+1} = \left[ x_n + \frac{\eta B}{2(2\eta\Phi)^{1/2}} \Delta z + \frac{\eta B'}{4(2\eta\Phi)^{1/2}} \Delta z^2 - \frac{\eta B\Phi'}{8\Phi(2\eta\Phi)^{1/2}} \Delta z^2 \right] + \]
\[ + \left[ \frac{\eta C}{(2\eta\Phi)^{1/2}} \frac{1}{r_n^3} \Delta z - \frac{\eta C\Phi'}{4\Phi(2\eta\Phi)^{1/2}} \frac{1}{r_n^3} \Delta z^2 \right] r_n + \]
\[ + \left[ - \frac{\eta C}{(2\eta\Phi)^{1/2}} \frac{1}{r_n^3} \Delta z^2 \right] r_n' \]

24.28

(c) The case of quadrupole field

With transformations

\[ x = \Phi_0^{1/4} X; \quad y = \Phi_0^{-1/4} Y \]

equations 23.11 and 23.12 become

\[ X'' + \left[ \frac{3}{16} \frac{\Phi_0^2}{\Phi_0^2} + \frac{1}{4\Phi_0} \left( -D + \frac{1}{\varepsilon_0} \varepsilon_0 \right) + \frac{\eta V_{11}}{(2\eta\Phi_0)^{1/2}} \right] X = 0 \quad 24.30 \]
\[ Y'' + \left[ \frac{3}{16} \frac{\Phi_0^2}{\Phi_0^2} + \frac{1}{4\Phi_0} \left( D + \frac{1}{\varepsilon_0} \varepsilon_0 \right) - \frac{\eta V_{11}}{(2\eta\Phi_0)^{1/2}} \right] Y = 0 \quad 24.31 \]

The coefficients of the Taylor series are

\[ X(z_n) = X_n; \quad X'(z_n) = X_n' \quad 24.32 \]
\[ X''(z_n) = - \left[ \frac{3}{16} \frac{\Phi_0^2}{\Phi_0^2} + \frac{1}{4\Phi_0} \left( -D + \frac{1}{\varepsilon_0} \varepsilon_0 \right) + \frac{\eta V_{11}}{(2\eta\Phi_0)^{1/2}} \right] X_n \quad 24.33 \]
\[ X'''(z_n) = - \left[ \frac{3}{8} \frac{\Phi_0^2}{\Phi_0^2} - \frac{3}{8} \frac{\Phi_0^3}{\Phi_0^3} + \frac{1}{4\Phi_0} \left( -D' + \frac{1}{\varepsilon_0} \varepsilon_0 \right) - \frac{\Phi_0'}{4\Phi_0} \left( -D + \frac{1}{\varepsilon_0} \varepsilon_0 \right) + \frac{\eta V_{11}}{(2\eta\Phi_0)^{1/2}} \right] X_n - \]
\[ - \left[ \frac{3}{16} \frac{\Phi_0^2}{\Phi_0^2} + \frac{1}{4\Phi_0} \left( -D + \frac{1}{\varepsilon_0} \varepsilon_0 \right) + \frac{\eta V_{11}}{(2\eta\Phi_0)^{1/2}} \right] X_n' \quad 24.34 \]
\[ Y(z_n) = Y_n; \quad Y'(z_n) = Y_n' \quad 24.35 \]
\[ Y''(z_n) = - \left[ \frac{3}{16} \frac{\Phi_{00}''}{\Phi_{00}^2} + \frac{1}{4\Phi_{00}} \left( D + \frac{1}{\varepsilon_0} \right) - \frac{\eta V_{11}}{(2\eta\Phi_{00})^{1/2}} \right] Y_n \] 24.36

\[ Y'''(z_n) = - \left[ \frac{3}{8} \frac{\Phi_{00}'}{\Phi_{00}^2} - \frac{3}{8} \frac{\Phi_{00}'''}{\Phi_{00}^3} + \frac{1}{4\Phi_{00}} \left( D' + \frac{1}{\varepsilon_0} \right) - \frac{\eta V_{11}'}{(2\eta\Phi_{00})^{1/2}} - \frac{\eta V_{11}'}{2(2\eta)^{1/2}\Phi_{00}^{1/2}} \right] Y_n' \] 24.37

The final results are

\[ X_{n+1} = \left[ 1 - \frac{3}{32} \frac{\Phi_{00}'}{\Phi_{00}^2} \Delta z^2 - \frac{1}{8\Phi_{00}} \left( -D + \frac{1}{\varepsilon_0} \right) \Delta z^2 - \frac{\eta V_{11}}{2(2\eta\Phi_{00})^{1/2}} \right] X_n + \Delta z X_n' \] 24.38

\[ X_n' = \left[ -\frac{3}{16} \frac{\Phi_{00}'}{\Phi_{00}^2} \Delta z - \frac{1}{4\Phi_{00}} \left( -D + \frac{1}{\varepsilon_0} \right) \Delta z - \frac{\eta V_{11}}{(2\eta\Phi_{00})^{1/2}} \Delta z - \frac{3}{16} \frac{\Phi_{00}'\Phi_{00}''}{\Phi_{00}^3} \Delta z^2 + \frac{3}{16} \frac{\Phi_{00}'''}{\Phi_{00}^3} \Delta z^2 - \frac{1}{8\Phi_{00}} \right] \times
\times \left( -D' + \frac{1}{\varepsilon_0} \right) \Delta z^2 + \frac{\Phi_{00}'}{8\Phi_{00}^2} \left( -D + \frac{1}{\varepsilon_0} \right) \Delta z^2 - \frac{\eta V_{11}'}{(2\eta\Phi_{00})^{1/2}} \Delta z^2 + \frac{\eta V_{11}'}{4(2\eta)^{1/2}\Phi_{00}^{1/2}} \Delta z^2 \right] X_n + \left[ 1 - \frac{3}{32} \frac{\Phi_{00}'}{\Phi_{00}^2} \Delta z^2 - \frac{\eta V_{11}}{2(2\eta\Phi_{00})^{1/2}} \Delta z^2 \right] X_n' \] 24.39

\[ Y_{n+1} = \left[ 1 - \frac{3}{32} \frac{\Phi_{00}'}{\Phi_{00}^2} \Delta z^2 - \frac{1}{8\Phi_{00}} \left( D + \frac{1}{\varepsilon_0} \right) \Delta z^2 + \frac{\eta V_{11}}{2(2\eta\Phi_{00})^{1/2}} \right] Y_n + \Delta z Y_n' \] 24.40

\[ Y_n' = \left[ -\frac{3}{16} \frac{\Phi_{00}'}{\Phi_{00}^2} \Delta z - \frac{1}{4\Phi_{00}} \left( D + \frac{1}{\varepsilon_0} \right) \Delta z + \frac{\eta V_{11}}{(2\eta\Phi_{00})^{1/2}} \Delta z - \frac{3}{16} \frac{\Phi_{00}'\Phi_{00}''}{\Phi_{00}^3} \Delta z^2 + \frac{3}{16} \frac{\Phi_{00}'''}{\Phi_{00}^3} \Delta z^2 - \frac{1}{8\Phi_{00}} \right] \times \] 24.41
Note: When performing calculations with the given formulae, the following must be considered. If the region is densely divided, the terms multiplied by $\Delta z^2$ may be disregarded [the region is considered densely divided if the sparsely performed control calculations (at each 5–10 points) confirm that the terms multiplied by $\Delta z^2$ can actually be disregarded]. In favourable cases adequate accuracy can be obtained with sparse division of the region, but in this case a reliable control cannot be obtained from the given formulae. Approximative formulae of higher order can also be produced in the manner described.

25. DIFFERENCE METHOD

One highly important method of approximative solution of equations of motion is the difference equation method. According to this method, the derivative of the unknown function in the differential equation to be solved are substituted by difference quotients, similarly to the method given for solution of the potential equations. The information given there is also valid here with the only difference that instead of two variables, only one variable is present.

The division of the region shown in figure 1.15.

$$y = \sum_{n=0}^{\infty} \frac{y_n^{(s)}}{v!} (x - x_n)^v$$ 25.1

and as an example, the value of the function pertaining to the division point $(n+1)$ is

$$y_{n+1} = \sum_{n=0}^{\infty} \frac{y_n^{(s)}}{v!} s_1^v x^v$$ 25.2
The (central) difference quotients required in the present case are determined by the well-known method

\[ h_y' = \frac{1}{s_{-1} + s_1} (y_{n+1} - y_{n-1}) \]

\[ h^2y'' = \frac{2}{s_{-1} s_1 (s_{-1} + s_1)} \left[ s_{-1} y_{n+1} - (s_{-1} + s_1) y_n + s_1 y_{n-1} \right] \]

which, in case of uniform division of the region, become the following

\[ h_y' = \frac{1}{2} (y_{n+1} - y_{n-1}) \]

\[ h^2y'' = y_{n+1} - 2y_n + y_{n-1} \]

Substituting the difference quotients 25.3, 25.4 into the differential equations, the solutions of the thus formed system of equations will form the solutions of the differential equations [11, 98].

Due to the resultant rapidity and simplicity of the calculations, numerous variants of this simple method have been developed and are in use [21, 595].

Very many highly accurate methods have been developed for solution of first-order differential equations of the form

\[ y' = f(x, y) \]

Equations 22.12 and 21.13 are of first order from the beginning. Equations 22.13, 21.14, 21.15 belong to the type of

\[ u'' = g(x, u, u') \]

with initial conditions

\[ u(x_0) = u_0; \quad u'(x_0) = u'_0 \]

Now, instead of 25.8, 25.9 we introduce [154] the following system of first-order differential equations

\[ u' = v = f(x, u, v); \quad v' = g(x, u, v) \]

with initial conditions

\[ u(x_0) = u_0; \quad v(x) = v_0 = u'_0 \]

Among the numerous methods of first-order equation and equation system solutions, we shall describe one method—based on central difference—by which a step-by-step integration is possible [6, 21].

Integrating equation 25.7

\[ y_{n+1} = y_{n-1} + \int_{x_{n-1}}^{x_{n+1}} f(x, y) \, dx \]
For an approximation of \( f(x, y) \) in the integral contained in equation 25.12, we employ Stirling's interpolation polynomial \([6, 11]\). We assume that the function values \( y_k(x_k) \) in the interpolation polynomial are known. If the values \( y_k \) are not known, they must be determined using, for example the Taylor series expansion (system of initial values). By integrating with the interpolation polynomial instead of \( f(x, y) \), \( y_{n+1} \) can be determined.

Interpretation of the differences contained in Stirling's interpolation formula is given in table I.2.

<table>
<thead>
<tr>
<th>( x_n )</th>
<th>( y_n )</th>
<th>( \Delta y_n )</th>
<th>( \Delta^2 y_n )</th>
<th>( \Delta^3 y_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_0 )</td>
<td>( y_0 )</td>
<td>( \Delta y_0 )</td>
<td>( \Delta^2 y_0 )</td>
<td>( \Delta^3 y_0 )</td>
</tr>
<tr>
<td>( x_1 )</td>
<td>( y_1 )</td>
<td>( \Delta y_1 )</td>
<td>( \Delta^2 y_1 )</td>
<td>( \Delta^3 y_1 )</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>( y_2 )</td>
<td>( \Delta y_2 )</td>
<td>( \Delta^2 y_2 )</td>
<td>( \Delta^3 y_2 )</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>( y_3 )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Using the notation
\[
t = \frac{x - x_0}{h}
\]
the interpolation formula is
\[
S(t) = y_0 + \frac{\Delta y_0 + \Delta y_{-1}}{2} \frac{t}{1!} + \frac{\Delta^2 y_{-1}}{2} \frac{t^2}{2!} + \frac{\Delta^3 y_{-2} + \Delta^3 y_{-1}}{2} \frac{t(t^2 - 1)}{3!} + \frac{\Delta^4 y_{-2}}{4!} t^2(t^2 - 1) \ldots
\]

25.13

25.14
Introducing the notation \( F_n = f(x_n, y_n) \)

we obtain

\[
S(t) = F_n + \frac{\Delta F_n + \Delta F_{n-1}}{2} \frac{t}{1!} + \frac{\Delta^2 F_{n-1}}{2!} \frac{t^2}{2} + \ldots
\]  

\[
+ \frac{\Delta^3 F_{n-2} + \Delta^3 F_{n-1}}{3!} \frac{t(t^2 - 1)}{2} + \frac{\Delta^4 F_{n-2}}{4!} \frac{t^2(t^2 - 1)}{3} + \ldots
\]  

From equation 25.13 we have

\[
x = x_0 + th; \; dx = h dt
\]  

and the integral 25.12 becomes

\[
y_{n+1} = y_{n-1} + h \int_{-1}^{1} S(t) dt
\]  

The integrals appearing are

\[
\int_{-1}^{1} dt = 2; \quad \int_{-1}^{1} t dt = 0; \quad \frac{1}{2} \int_{-1}^{1} t^2 dt = \frac{1}{3}; \quad \frac{1}{6} \int_{-1}^{1} (t^3 - t) dt = 0;
\]

\[
\frac{1}{24} \int_{-1}^{1} (t^4 - t^2) dt = -\frac{1}{90}
\]  

Substituting the latter integrals into equation 25.18, we obtain

\[
y_{n+1} = y_{n-1} + h \left( 2 F_n + \frac{1}{3} \Delta^2 F_{n-1} - \frac{1}{90} \Delta^4 F_{n-2} + \ldots \right)
\]  

The first-order equations and systems of equations can be solved with the formula 25.20.

Further formulae [582, 583] (special individual properties; greater accuracy at the cost of increased calculation work, etc.) are to be found in the literature [21].

It is not obligatory that the second-order equations be treated as a system of first-order equations. For direct calculations, among others, the following formulae, similarly based on central differences, may be employed [21]

\[
y_{n+1} = 2y_n - y_{n-1} + h^2 \left( F_n + \frac{1}{12} \Delta^2 F_{n-1} - \frac{1}{240} \Delta^4 F_{n-2} + \ldots \right)
\]

\[
y'_{n+1} = y'_{n-1} + h \left( 2 F_n + \frac{1}{3} \Delta^2 F_{n-1} - \frac{1}{90} \Delta^4 F_{n-2} + \ldots \right)
\]
26. OTHER METHODS

The procedures discussed in the preceding paragraphs should be considered as the most important as they are used for virtually all approximative trajectory calculations. The following can also be used, although they occur more seldom. The principle discussed in item b) in particular has numerous variants which can be adapted to the individual cases.

(a) Method of indefinite coefficients

This method also belongs to the group of series expansion methods. The initial conditions pertaining to the differential equation to be solved are usually given at the point $x_0$. With linear transformation of the independent variable, $x_0$ is made coincident with the origin of the coordinate system. Then the initial conditions are $y(0)$ and $y'(0)$ [instead of $y(x_0)$ and $y'(x_0)$]. The solution is given by its infinite series

$$y(x) = a_0 + a_1 x + a_2 x^2 + \ldots$$

In equation 26.1 the coefficients $a_0$ and $a_1$ are determined in such a manner as to satisfy the initial conditions $y(0)$ and $y'(0)$. Thereafter all differential and other expressions contained in the differential equation are determined with the help of equation 26.1 and are substituted into the differential equation to be solved. The relation so obtained is reduced to zero and the coefficients of the various powers of $x$ are made equal to zero, whereby the coefficients, in harmony with the initial conditions, are produced in succession. These are functions of the potentials, space-charge, etc. contained in the differential equation [105, 106, 107].

(b) Approximation of the variable coefficients

The solution of equations of motion is made more difficult by the presence of variable coefficients. Let us now divide the region of integration into sufficiently small sections so that the variable coefficients within these can be considered as constants [557, 558], either linear or of second order [594, 595]. The differential equation thus obtained is easier to solve [569, 584]. By matching the solutions obtained within the sections, the solution referred to the entire region can be received.

(c) Approximation by given functions

The solution of equations of motion can be approximated by using a series of given functions. Determination of the solution is identical with determination of the constants contained in the series. In publications [556, 577] the solution is approximated by means of a sine series, and in [571, 586] with Legendre polynomial series.
Among the numerous trajectory computation methods, that are treated in article [589] is worthy of mention, which employs the predictor corrector method; and communication [570] which employs only the predictor formula for the manual procedure; similarly, the paper [590] deals with a manual process in which the calculation of trajectories forming in the field of a lens consisting of two cylinders is found. Among the innumerable articles dealing with trajectory calculation, the paper [592] bases trajectory calculation on data gained from the electrolytic tank and the space-charge is also taken into account; consideration of space-charge figures in other works also [573-575]; the paper [563] uses path calculation for the calculation of magnetic lenses. Article [576] distinguishes permissible and non-permissible trajectories in a given space section, and calculates trajectories occurring in a magnetic field formed by current flowing through a straight wire, by a numerical method.

All trajectory calculation methods are cumbersome, involving considerable laborious work, and hence efforts are being made to develop computer methods.

As far as possible, it is desirable to perform the calculations by means of paraxial equations. The relevant conditions have been worked out in detail, and these are dealt with in detail by the electron-optical books listed in the bibliography.

For example, article [565] investigates the region near to the cathode within the subject matter of paraxiality. Thus, for instance, paraxial equations are valid at the cathode if the longitudinal forces are greater than the transversal forces, and furthermore, if the transversal velocity is also low (according to another viewpoint: if the radius of curvature of the cathode is great, in comparison with the paraxiality region dimensions). In some cases the above suffer modification [572].

Among the computer methods there is the (in conjunction with the electrolytic tank) analogous trajectory computation [600], and also [597] which employ solid dielectrics for the field computation. Paper [604] employs analogous and digital methods combined (trajectory computation is performed with the aid of Liebman’s method). The multitude of trajectories forming in a magnetron are computed in total by the digital method [585]. A combination of measurement and computation can also be used [580]. Digital computation is gradually becoming the absolute method, mainly since with the correct equipment, arbitrary tasks can be solved, while the same does not apply with analog methods. Further data respecting employment of digital computers: article [579] employs the digital computer for trajectory tracing, and article [588] describes solution of Poisson’s equation and trajectory computation, both by means of the FORTRAN IV program.
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(G) DETERMINATION OF TRAJECTORIES

BY MEASUREMENT

Solution of the electron-optical problems finally requires determination of multitudes of trajectories. Although in the preceding sections we have described numerous exact calculation methods which are available by means of computers [585], yet we must deal also with trajectory tracing based on field-determining methods [619, 636, 660].

27. BASIC METHODS OF THE DETERMINATION OF TRAJECTORIES

BY MEASUREMENT

(a) Trajectory tracing by rubber membrane

The rubber membrane dealt with in § 16 is also suitable for trajectory tracing. The projection, onto the basic plane, of the trajectory of balls rolling down the surface of the rubber membrane corresponds to the electron trajectories [632, 644]. It is customary to photograph the rolling balls from a direction perpendicular to the basic plane, usually with uniform interruptions of exposure time, since in this case the time of travel of the trajectory becomes known. The noteworthy articles [608, 609, 613] are suitable for orientation.

(b) Trajectory tracing by electrolytic tank

The field-strength values are determined with the help of probes from the potential field formed in the electrolytic tank, and with the help of computers the probes are motioned along electron trajectories in accordance with the measured field strengths. The solution of this, connected mainly with electronics and control problems, is found in the literature [612, 629, 643]. Numerous publications [610, 639, 647, 649] deal with trajectory plotting solutions realised by means of an electrolytic tank. According to an old and original method the electron trajectory is plotted by a mechanical tracer [619], based on the circle method. The above Gabor trajectory tracer is used for the determination of trajectories forming in crossed fields [631]. The space-charge effect is naturally taken into account by the electron ray tracers: article [640] investigates the planar case, while article [628] investigates trajectories forming in millimetre wave tubes, taking space-charge into consideration. Paper [630] deals in detail with gradient plotting and trajectory tracing with aid of electrolytic tank. A demand for automatic tracing has appeared, together with corresponding papers [634, 635]. Measurements of trajectories by electrical trajectory tracer are now invariably automatic [638, 648], including some with means suitable for measurements made in superimposed fields [623] and these are coming more generally in use, displacing the older mechanical trajectory tracer [646].
(c) Trajectory tracing with resistance network

For the determination of trajectories by resistance network, the potential field is scanned by a scanner as in the case of the electrolytic tank. Due to the broken distribution of the field points, the scanner is a multi-position selector-switch. The trajectory may be calculated by either analog or digital computer, which controls the switch mechanism also.

Another solution is also used, where the full potential field is stored in the memory unit of the computer. Details are given in the literature [621, 626, 653].

Among the trajectory tracers operating with resistance networks [624], some employ axis resistances lower than customary [618], another takes into account space-charge [627], others are connected with a digital computer [625].

**Note**

(i) The communications [597, 657] deal with the structural details and further development of the trajectory traces. The publication [652] shows application of the trajectory tracer for investigation of post-deflection accelerator systems. Varied problems (structural, application) are investigated in the publications [617, 651, 656].

(ii) Trajectory tracing by means of electrolytic tank and resistance network can be performed also in a magnetic field [611].

(ii) The common operation principle of trajectory tracers based on potential field determined by electrolytic tank or resistance network is readily understood on the basis of the block scheme shown by figure 1.16.

![Figure 1.16](image-url)

The electric or magnetic potential fields are determined by the units \( \varphi \) or \( \psi \). The data of both potential fields enter switches \( K_1 \) and \( K_2 \), which, dependent upon the output of the trajectory tracer, connect the actually required potential values to units \( P_1 \) and \( P_2 \). Units \( P_1 \) and \( P_2 \) produce the field-strength components from the input potentials, and pass them to units \( x_1 \) and \( x_2 \). These determine the integrals of the equations of motion, and with the calculated function values, they control both the switches \( K_1 \) and \( K_2 \) and the trajectory tracers \( x_1(z) \) or \( x_2(z) \), or the table-preparing units. Among the cases describable with two variables (as we have discussed), the output signal of \( x_1 \) is required to operate \( x_2 \) (as shown in the figure) in axially symmetric and plane-symmetric cases. In case of motions occurring in quadrupole fields, the two motion components are independent, therefore this connection is not required (space-charge free case).
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28. OTHER POSSIBILITIES OF DETERMINING TRAJECTORIES BY MEASUREMENT

For determination of trajectories of electrons moving in the electric-magnetic field, including space-charge effects, in many cases suitable measurement is performed with the help of balls moving on isotimic surfaces, i.e. surfaces of equal worth, in either plane-symmetric or axially symmetric case. The effect of the space-charge is taken into consideration with the help of the function yielding the potential. The generalised potentials are determined with the help of equations 19.16 and 18.24 from the scalar and vector potentials. The surface characterising the generalised potential is made from a suitable material. Since the electron motion due to the generalised potential takes place according to equations 19.17 or 18.25, the paths of the balls moving on the isotimic surfaces give electron trajectories, similarly to the case of rubber membrane measurement. The method and its limitations are dealt with in greater detail in publications [72, 101, 614]. In the following, two further examples of trajectory plotting based on the mechanical model are mentioned, although the significance of trajectory plotters of this system is now reduced.

In addition to measurements based on the transmission-line analogy [620, 622], the determination of trajectories by measurement may also be performed using a mechanical integrator [650]. Trajectory determinations using this method are described in paper [659] with acceptable results, operating within an accuracy of ten per cent. Paths occurring in a magnetic field can be determined with the help of a mechanical model [646] with a ball moving on a rotating surface [658], but principally with a hodoscope (current flows through a flexible conductor placed in the magnetic field; the conductor takes up the shape of the trajectory) [637]. Due to its importance, numerous articles deal with the hodoscope [616, 641, 642], also the diploma [645]. Measurement of trajectories forming from the magnetic field are dealt with in article [633]. Paper [615] treats an automatic trajectory tracer. Trajectory tracers may be used in the solution of innumerable tasks. As an example, article [654] deals with gun design with the aid of trajectory tracer. Summarising works are also available [636, 656].

Electron-optical benches are the most suitable for detailed investigation of the trajectories, and in particular entire electron-optical systems. In these, the entire electrode system is produced, but on a different scale from reality. In the system placed in vacuum, all phenomena occur in accordance with the generally valid laws of similitude, and therefore the data of the original system can be calculated. Bibliographical data [661–673], among which communication [666] giving information on the electron-optical bench used with magnetic lenses, are emphasised. A simpler version exists [665], which operates with electric lenses only. An ion source employed with the electron-optical bench is described in paper [663], and communication[670] deals with an optical bench serving for electron-optical studies. Paper [669] is a diploma dissertation; communication [671] describes equipment suitable for research and demonstration purposes.
Prior to commencing a list of literature data pertaining to Chapter I, in order to avoid misunderstandings, it must be pointed out that although the present book treats a restricted region of electron optics, this region is nevertheless of great significance as concerns applications. In order to avoid the necessity of laborious research through electron-optics literature and supplementary mathematical, calculation technique, physics and special literature for the further development of this field, copious references covering the subject matter have been compiled.

Although not closely coupled to the material treated in our book, we consider it necessary to outline the potentialities of electron optics; in order to present an insight into certain fields, numerous observations are made, serving as examples only.

As a result of electron-optical investigations it has transpired for example that the magnetic electron lens is advantageous where the field is of rapid transition and is concentrated to short sections. This requirement brought about the design of pole shoes for the magnetic lenses, with which the desired effect may be obtained. For pole shoe concentration of the magnetic focusing lens field data serving rapid transition of the field are given e.g. in the series of articles [51–53]. Only twenty years after the formulation of the theoretical bases of electron optics [559], the communication [57] appeared, giving a complete summary of the dynamics of electron beams. Expounding of optical analogy is presented at the highest level, and derivation of the theorems relative to the multitude of flowing electrons, at the same time classifying the connection existing with fluid flow. Knowledge of the optical analogy automatically gives prominence to employment of the gauze lens. Employment of these is customary mainly where a sharp focus is not required [59], as for example for electron multipliers or electron accelerators. Among the third-order imaging aberrations occurring in electron-optical imaging systems, spherical aberration is the greatest [74–76]. It will be understood that great efforts have been made with a view to eliminating or at least reducing this aberration. As an example, the article [58] describes employment of a coaxial lens consisting of three electrodes for elimination of spherical aberration. Another solution is given in the paper [3]. A further aberration which may not be neglected and which is of salient magnitude, is chromatic aberration. A focusing system exists [63] which enables chromatic aberration-free imaging, while good results have been obtained by correction also [4]. In optics and in electron optics also, stigmatic imaging is aimed at, where the rays starting from a single point all converge into a single point. In optics, a lens of this type is the Maxwell fish-eye lens, and this is spherical symmetric, with inhomogeneous refractive index distribution. The electron-optical equivalent cannot be realised in a field excited by electrodes alone, since the resultant potential distribution does not satisfy Laplace’s equation. The article series [54–56] presents a principled solution of the problem with the aid of spherical symmetric inhomogeneous space-charge distribution. It cannot be denied that kinescopes have attained highly widespread use, neither that they are very large in size and occupy considerable space. For a long time the aim has been to produce a flat, small-size kinescope. Very considerable work has been invested in order to elaborate a special imaging system, a deflecting system, the trajectories and other structural details [1, 20, 137]. As a result of these diverse labours [65, 67], the possibility now exists of producing flat kinescopes, for black and white, and for colour [71]. Among the range of cathode-ray tubes, some are provided with postdeflection acceleration for increase of deflection sensitivity, or in the case of very high-frequency signals, the deflection inducing wave travels together with the electron ray on a slow-wave structure. Among the most significant discoveries of recent years is holography* [68], whose existence is due to research work

* In 1971 Dennis Gabor, well-known physicist of Hungarian origin, was awarded the Nobel prize for his discoveries in the field of holography.
conducted with the aim of eliminating spherical aberration, unacceptable in electron microscopy [60]. In addition to the highly successful optical experiments [61], numerous detail problems [62] and application problems [64] have become subjects of the investigations. Theoretical discussions on the interference of electrons have come up [66], the application of high resolving power X-ray microscopy and the solution of the phase problem [70] can also be found. In addition to the X-ray microscope, attention may be drawn to numerous other equipment types, e.g. the X-ray image intensifier tube, or the X-ray diffraction camera, but owing to lack of space, these cannot be treated. Paper [160] discusses electron microholography by the two-beam method. As a matter of interest, it may be mentioned that the aberrations of a deflecting unit may be determined by means of the deflected electron ray [170]. The possibilities of electron ray application are illustrated by further examples. Article [86] describes voltage regulation to an accuracy of a few millionth parts of a 50 kV d.c. source, with the aid of an electron velocity analyser. The communication [148] deals with calculations of the electron trajectories and the electric field of an equipment converting infrared radiation invisible to the human eye, into radiation in the visible region. Among the best known equipments serving for investigation of the surface properties of semiconductors is the low-energy electron diffraction equipment. Article [90] deals with the theory of this type of equipment, and realisation of the high accuracy and high resolving power is treated in article [35].
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II. SPACE-CHARGE FLOW
GYULA ANDRÁS NAGY

We talk of space-charge flow when a large quantity of free charges (electrons, ions) flow in vacuum. The quantity of free charges is considered large if the value of its potential is not negligible compared with that of the electrodes. Two important cases of space-charge flow are considered in this chapter.

In the first case, electrons pass through every point of a region limited by a closed electrode system, and the space between the electrodes is completely filled by the flowing space-charge. For simplification, this case is called space-charge flow.

In the second case electrons do not pass through every point of the region, and even the electrode system is not necessarily closed; only a part of the space is filled by the flowing space-charge, this case is called space-charge beam or electron beam.

A further possibility of distinguishing these two flow problems is through their unknown quantities. All the quantities (electric-magnetic field, excitations, trajectory) are unknowns in the problems of space-charge flow. In focusing problems generally only the trajectory is unknown, the field is known and the excitations can be calculated in advance.

The basic equations given in Chapter I are used in the following discussions.

Charge flowing in vacuum can be used for numerous purposes, if the properties of the flow are known. This is the practical aspect, on account of which knowledge of the laws of space-charge flow is indispensable.

(A) GENERAL CHARACTERISTICS OF SPACE-CHARGE FLOW

29. SPACE-CHARGE LIMITED FLOW

Let us consider an arrangement given by the electrodes and their potentials. The emissivity of the electron-emitting electrodes is increased from zero, e.g. by the cathode temperature, whilst measuring the emitted current. Experimentally, it has been shown that the current attains a maximum value which cannot be increased by a further increase of the emissivity. The flow (pertaining to the maximum current) formed under the conditions described, is known as space-charge limited flow. (Space-charge flow may also be limited by other factors; however, knowledge of these factors is beyond the scope of the present work.)

The physical background of this phenomenon is very simple: the space-charge represented by the emitted electrons reduces the potential near to the emitter electrode to such an extent that the field strength over the entire surface of the electrode is reduced to zero. This state is considered a state of equilibrium insofar as the potential distribution derivative pertaining to the case without space-charge on the surface of the emitter electrode, and the potential distribution derivative on the surface of the emissive electrode originating only from space-charge, are of equal magnitude but of opposite sense.
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Let us denote the potential excited by the electrodes at the point of the investigated field with \( v \), and the potential excited by the space-charge with \( q_e \). Hence
\[
\varphi = v + q_e
\]
(29.1)
since the potentials of the different excitations are summed in accordance with equation 3.3. Differentiating equation 29.1, we obtain
\[
-\nabla \varphi = -\nabla v - \nabla q_e
\]
(29.2)
In case of the space-charge limited flow we have on the electron-emitting surfaces
\[
E = -\nabla \varphi = 0
\]
(29.3)
i.e.
\[
E = -\nabla v - \nabla q_e
\]
(29.4)
\[
\nabla q_e = -\nabla v
\]
(29.5)
Therefore, from equation 29.5 our qualitative description becomes quantitative. The foregoing is illustrated by a schematic drawing.

The potential distribution of the field between the parallel infinite planes [Chapter I: 126] in case of boundary conditions
\[
\varphi(0) = 0; \ \varphi(z_2) = \varphi_2
\]
(29.6)
is
\[
\varphi = \frac{\varphi_2}{z_2} z
\]
(29.7)

The case given by equation 29.7 is considered limiting in the value \( I = 0 \). The parameters of the curves shown in figure II.1 are the current values of \( I_0 = 0 < I_1 < I_2 < I_3 < I_5 = I_{\text{max}} \). The tangent of the curve with parameter \( I_5 \) is horizontal at the point \( z = 0 \): the current is space-charge limited.

When investigating space-charge flow, the effects of numerous known factors are disregarded. In addition to the simplicity of this discussion, a further advantage is that the laws of space-charge flow appear cleared of other effects, and thus their special properties become prominent.

As stated, the electron-emitting electrodes are considered as having suitably high emissivity: they are therefore capable of supplying the current necessary in the given case.

The electrons do not leave the emitter electrodes with zero initial velocity, but with a velocity (and direction) distribution, however we shall only investigate those relations where the initial velocity is zero.

The flow conditions are only investigated in vacuum, gases or plasmas are excluded and, therefore, current can be carried only by electrons (or ions). Nevertheless, the results obtained can be used as an approximation for the case of low gas pressures, if the free path-length is greater than the largest electrode distance.
The number of electrons or ions is approximated by continuous charge distribution. Magnetic field excitation by the flowing charges may be disregarded. *Einstein’s* relativistic equations should be used instead of *Newton’s* equations of motion, in case of high-velocity motions, for this reason we are confining ourselves to low-velocity motions.

![Graph](image)

*figure II.1*

In addition to discussing stationary states, the investigation of transient flow is also important, but this matter is not treated. The electrons incident on the collectors are capable of inducing emission of further electrons (secondary electron emission or secondary emission). The effect of the electrons thus produced is disregarded.

### 30. BASIC EQUATIONS OF SPACE-CHARGE FLOW

For determination of the field of the electron flow, we start from equations 2.4. 17.16, 1.5, which are now given again [32]

\[ \Delta \varphi = -\frac{1}{\varepsilon_0} \varrho \]  
\[ \mathbf{r}^2 = 2 \eta \varphi \]  
\[ \mathbf{j} = \varrho \dot{\mathbf{r}} \]
Instead of the basic equations, one single equation may be used. Equation 30.3 is squared and substituted into equation 30.2

\[ j^2 = \varphi^2 \mathbf{i}^2 = 2 \eta \varphi \mathbf{q}^2 \]  

Equation 30.4

From equation 30.4 \( \varphi \) is expressed

\[ \varphi = \frac{\sqrt{j^2}}{(2 \eta \varphi)^{1/2}} \]  

Equation 30.5 is substituted into 30.1

\[ \Delta \varphi + K(r) \frac{1}{\sqrt{\varphi}} = 0 \]  

where the meaning of the abbreviation \( K(r) \) is

\[ K(r) = \frac{\sqrt{j^2}}{\varepsilon_0 (2 \eta)^{1/2}} \]  

Under the discussed simplifying conditions and with knowledge of the boundary conditions, equation 30.6 is suitable for the solution of arbitrary space-charge flow problems. However, the solution is extremely difficult, not only since the absolute value of the current-density distribution must be known, but also since the equation is non-linear. In spite of the difficulties, solutions have been determined for numerous cases with important applications. In the following, we shall describe the more important solutions of the equation.

**Note**

(i) The system given by equations 30.1, 30.2, 30.3 can be used to determine the solution only with knowledge of the absolute value of the current density (in the opposite case the number of unknown functions would be greater than the number of independent equations).

(ii) The problem of space-charge flow can naturally be solved without previous knowledge of determined functions. The solution can be obtained with the help of the following equations [48]

\[ \Delta \varphi = - \frac{1}{\varepsilon_0} \varphi \]  

\[ \text{Grad} \, \mathbf{i} \cdot \mathbf{i} = \eta \text{grad} \, \varphi \]  

\[ \text{div} (\varphi \mathbf{r}) = 0 \]  

From the system of partial differential equations 30.8, 30.9, 30.10 (consisting of five equations), with knowledge of the supplementary conditions, the five unknown functions: three components of \( \mathbf{r} \), \( \varphi \), \( \varphi \) can be determined. The left-hand side of equation 30.9 is the customary form of acceleration in flow fields [Chapter 1: 132].

Equation 30.9 is given also in Cartesian coordinates

\[ \frac{\partial \mathbf{r}_1}{\partial x_1} + \frac{\partial \mathbf{r}_1}{\partial x_2} + \frac{\partial \mathbf{r}_1}{\partial x_3} = \eta \frac{\partial \varphi}{\partial x_1} \]
(iii) Even the equations given in (ii) do not contain the effect of current density. An important point is that even space-charge flow problems considering current density can be solved.

31. B. MELTZER’S METHOD FOR DETERMINATION OF THE CHARACTERISTICS OF THE FLOW FIELD

Another method of discussion of the classical space-charge flow is also possible [112, 113]. This has its main use for curvilinear flows, where obvious assumptions can be made relative to the velocity field, and where there is no magnetic field.

Assuming an almost arbitrary velocity distribution \( \mathbf{v}(r) \) (the limitations will be treated later) all the characteristics of the flow field are determined with the help of the assumed velocity distribution.

According to [Chapter I: 132] the acceleration is

\[
\mathbf{a} = (\text{Grad } \mathbf{v}) \cdot \mathbf{v}
\]

The electric field strength is derived from equation 17.15

\[
\mathbf{E} = \frac{-1}{\eta} (\text{Grad } \mathbf{v}) \cdot \mathbf{v}
\]

The force acting upon the electron, from equation 17.9

\[
\mathbf{F} = m(\text{Grad } \mathbf{v}) \cdot \mathbf{v}
\]

The potential distribution by integration from equation 2.1

\[
\varphi = \varphi_0 + \frac{1}{\eta} \int_{r_s}^{r} [(\text{Grad } \mathbf{v}) \cdot \mathbf{v}] \cdot dr
\]

The space-charge distribution from equation 1.2

\[
\rho = -\frac{\varepsilon_0}{\eta} \text{div } [(\text{Grad } \mathbf{v}) \cdot \mathbf{v}]
\]

The current-density distribution from equation 1.5

\[
\mathbf{j} = -\frac{\varepsilon_0}{\eta} \mathbf{v} \text{div } [(\text{Grad } \mathbf{v}) \cdot \mathbf{v}]
\]

The value of the current is obtained from equation 34.4

\[
I = -\frac{\varepsilon_0}{\eta} \int_{P} \mathbf{v} \text{div } [(\text{Grad } \mathbf{v}) \cdot \mathbf{v}] \cdot df
\]
The electric field has also been given with the help of function $r$, which must be in harmony with Maxwell's equations in order to obtain a real electric field. Due to this requirement, function $r$ is not entirely arbitrary. Due to equation 1.1

$$\text{curl } [(\text{Grad } r) \cdot \hat{r}] = 0 \quad 31.8$$

Due to equation 1.13

$$\text{div } [r \text{ div } [(\text{Grad } r) \cdot \hat{r}]] = 0 \quad 31.9$$

The requirement that space-charge distribution in the non zero case must be derivable from the assumed function $r$, in accordance with equation 31.5, is evident, since only then is the chosen velocity field identical with the space-charge flow velocity field.

This may also be used as approximation in the case pertaining to the space-charge distribution with zero value, when the space charge is negligible in the case of small currents or high voltages.

Several examples of the method described are discussed in papers [112, 113].

32. THE 3/2 LAW OF THE SPACE-CHARGE FLOW

This law is as follows:

The current density is proportional to the 3/2 power of the potential (also in the space-charge limited case).

This law can be derived from equation 30.6. Let us change the potential at every point to $p$-fold values (linear transformation). From equation 30.6 it can be established, by what scale should the current density be changed, in order that the equality shall remain valid. Let the necessary change of the current-density be $s$-fold

$$A(p\varphi) + \frac{\sqrt{(s)}^2}{\varepsilon_0(2\eta)^{1/2}} \frac{1}{(p\varphi)^{1/2}} = 0 \quad 32.1$$

After transformation

$$A\varphi + \frac{s}{p^{3/2}} \frac{\sqrt{j^2}}{\varepsilon_0(2\eta)^{1/2}} \frac{1}{\sqrt{\varphi}} = 0 \quad 32.2$$

The equation (and its solution) does not vary in relation to equation 30.6 if

$$\frac{s}{p^{3/2}} = 1 \quad 32.3$$

This demonstrates that the relation

$$\sqrt{j^2} = g(r, r_0) q^{3/2} \quad 32.4$$
between the current density and the potential is valid (equation 32.3 is fulfilled). \( g(r, r_0) \) is a function of the given geometric arrangement \((r_0)\) and the position \((r)\): it is, therefore, important that this is not a constant. The foregoing is illustrated by three exactly solved cases of space-charge flow which are discussed in the present book.

In case of space-charge flow between infinite parallel planes from equations 34.43, 34.64 we have

\[
j_z = -\frac{4\sqrt{2} \varepsilon_0 \sqrt{\eta}}{9} \frac{1}{z^2} \varphi^{3/2}
\]

In case of space-charge flow between coaxial infinite cylinders (from equations 35.31, 35.34)

\[
j_r = -\frac{4\sqrt{2} \varepsilon_0 \sqrt{\eta}}{9} \frac{1}{r^2 H^2(r)} \varphi^{3/2}
\]

In case of space-charge flow between concentric spheres (from equations 36.27, 36.30)

\[
j_r = -\frac{4\sqrt{2} \varepsilon_0 \sqrt{\eta}}{9} \frac{1}{r^2 G^2(r)} \varphi^{3/2}
\]

The functions \( H^2(r) \) and \( G^2(r) \) contained in equations 32.6, 32.7 may be selected from the tables pertaining to the respective space-charge flows.

The potential is a function of the boundary conditions (and current density)

\[
\varphi(r) = P[r, \varphi_1(r_0), \varphi_2(r_0), \ldots]
\]

In equation 32.8 \( P \) is the functional relation of the potential. Potentials \( \varphi_1, \varphi_2 \) appear on the surfaces (electrodes) given with the help of the variable \( r_0 \). In case of only two electrodes where the cathode held at zero potential and the anode at potential \( \varphi_2 \), equation 32.8 becomes

\[
\varphi(r) = P_0(r, r_0) \varphi_2
\]

The statement 32.9 is clearly seen from equation 3.3, since the potential \( \varphi \) is a simple linear function of \( \varphi_2 \). In this case the following law can be stated:

**The current density is proportional to the 3/2 power of the anode voltage (in the space-charge limited case also).**

Substituting equation 32.9 into 32.4 we have

\[
\sqrt{\dot{j}_z} = g(r, r_0) P_0^{3/2}(r, r_0) \varphi_2^{3/2}
\]

by which the law may be considered as proved.

The above law is true with regard to the current also:

**The current is proportional to the 3/2 power of the anode voltage (as in the space-charge limited case).**

This latter statement becomes clear when we consider that the current is derived from the current density by a homogeneous linear functional operation (see equation 34.4).
33. THE SCALING LAW OF THE SPACE-CHARGE FLOW

In practice it may become necessary to investigate space-charge flow between the elements of an electrode system similar in two senses, to be described later, to a realised fully calculated electrode system. The scaling law permits us to omit the repetition of the calculation, provided that the calculations relative to the already realised system are available.

When the ratio of the corresponding dimensions of the two systems is identical in all cases, we speak of a case of geometric similarity. Let us denote this ratio with $g$.

When the ratio of the voltages applied to the corresponding electrodes of the two systems is identical in all cases, we speak of the case of similarity of voltages applied to the electrodes. Let this ratio be $p$.

Figures II.2 and II.3 illustrate the generating curves of a symmetrical electrode system of cylindrical geometry. The characteristic data of the derived system are marked by crosses.

The geometrical similarity exists when

$$
\frac{d_0^+}{d_0} = \frac{d_1^+}{d_1} = \frac{d_2^+}{d_2} = \frac{d_3^+}{d_3} = \frac{d_4^+}{d_4} = \frac{d_5^+}{d_5} = g \quad 33.1
$$

$$
1_1^+ = \frac{1_2^+}{1_2} = \frac{1_3^+}{1_3} = \frac{1_4^+}{1_4} = \frac{1_5^+}{1_5} = \frac{1_6^+}{1_6} = \frac{1_7^+}{1_7} = g \quad 33.2
$$

The similarity of voltages exists when

$$
\frac{\varphi_0^+}{\varphi_0} = \frac{\varphi_1^+}{\varphi_1} = \frac{\varphi_2^+}{\varphi_2} = \frac{\varphi_3^+}{\varphi_3} = \frac{\varphi_4^+}{\varphi_4} = p \quad 33.3
$$
It is evident that this similarity does not affect the mass, charge, and charge to mass ratio of the electron and the dielectric constant of free space

\[ m^+ = m; \quad e^+ = e; \quad \eta^+ = \eta; \quad \varepsilon_0^+ = \varepsilon_0 \] 33.4

The position vectors and the potentials vary according to definitions

\[ r^+ = gr; \quad \varphi^+ = p\varphi \] 33.5

The characteristics of the flow field of the system marked with crosses can be calculated from the following formulae, with knowledge of the characteristics of the system without crosses

\[ \mathbf{r}^+ = p^{1/2} \mathbf{r} \] (velocity) 33.6
\[ \mathbf{r}^+ = p g^{-1} \mathbf{r} \] (acceleration) 33.7
\[ F^+ = pg^{-1} F \] (force) 33.8
\[ E^+ = pg^{-1} E \] (field strength) 33.9
\[ e^+ = pg^{-2} \varepsilon_0 \] (space-charge) 33.10
\[ j^+ = p^{3/2} g^{-2} j \] (current density) 33.11
\[ I^+ = p^{3/2} I \] (current) 33.12
\[ T^+ = p^{1/2} g T \] (transition time) 33.13

The relations 33.6 to 33.13 can be derived from the relations 17.11, 17.15, 17.9, 2.1, 2.4, 1.5, 34.4 [Chapter I: 153]. As an example, the derivation of the field strength is given

\[ E^+ = -\text{grad}^+ \varphi^+ \] 33.14
\[ \text{grad}^+ = \frac{d}{dr^+} = \frac{1}{g} \frac{d}{dr} = \frac{1}{g} \text{grad} \] 33.15

Using the second equation of 33.5, we obtain

\[ E^+ = -\frac{P}{g} \text{grad} \varphi = \frac{P}{g} E \] 33.16

The scaling law may also be used when the characteristics of the original system have been determined by means of numerical or graphical approximation. In more simple cases the formulae of the scaling law may be used for approximate calculations. Namely, if the geometric arrangement remains qualitatively unchanged, and quantitatively is changed only in the sense that instead of the single factor \( g \) several are present, but they are approximately equal, and similarly, but not necessarily, for \( p \), then the formulae 33.6 to 33.13 may be used for approximate calculation of the characteristics of the flow field. The formulae may naturally be used also in cases when e.g. only the voltages change, in a way determinable by several factors \( p \) which are approximately equal.
From this we must emphasise equation 33.12 which is treated as a separate law. This is the law of geometric similarity:

The current remains constant if the dimensions of a system with given geometry are increased by a factor $g$ and the potentials remain unchanged.

This law can be readily recognized in the following manner: due to the change in the system, the current density changes by a factor $g^{-2}$; the surfaces change by a factor $g^2$. Their product or the integral 34.4 remains constant.

(B) IMPORTANT CASES OF SPACE-CHARGE FLOW

34. SPACE-CHARGE FLOW BETWEEN PARALLEL INFINITE PLANE SURFACES

Let us assume that the equation of the electron-emitting plane is $z = 0$, and that of the electron-collecting plane is $z = z_2$, both planes are of infinite extent. With the given arrangement the potential and the other field characteristics are dependent only on the coordinate $z$, perpendicular to the planes. All the vectors have only one component each. Under these conditions the basic equations 30.1, 30.2, 30.3 are

\[
\frac{d^2\varrho}{dz^2} = -\frac{1}{\varepsilon_0} \varrho \tag{34.1}
\]

\[
z^2 = 2\eta p \tag{34.2}
\]

\[j_z = \varrho z \tag{34.3}
\]

Introducing the current $I$ passing through surface $A$ which is a plane surface parallel to the two basic planes, and placed between them, instead of the current density, the individual field characteristics will be expressed by a quantity more readily accessible for measurement purposes. The relation between the current and the current density is

\[I = \int_A j \cdot df \tag{34.4}
\]

In case of electron flow, $I$ is of negative value, consequent on equation 1.5.

In the present case the integration may be substituted by multiplication

\[I = -j_z F \tag{34.5}
\]

In equation 34.5 $F$ is the area of the surface section $A$. From 34.5

\[j_z = -\frac{I}{F} \tag{34.6}
\]

Equation 34.6 is now substituted into 34.3 and $\varrho$ is expressed

\[\varrho = -\frac{1}{z} \frac{I}{F} \tag{34.7}
\]
Substituting equation 34.3 into 34.7

\[ q = - \frac{I}{\sqrt{2\eta F}} \frac{1}{\sqrt{q}} \]  

Substituting equation 34.8 into 34.1

\[ q'' - K \frac{1}{\sqrt{q}} = 0 \]  

where

\[ K = \frac{I}{\sqrt{2\eta \varepsilon_0 F}} \]  

To solve the non-linear equation 34.9 we multiply it by \( 2q' \)

\[ 2q'q'' - 2K \frac{q'}{\sqrt{q}} = 0 \]  

After transformation

\[ \frac{d}{dz} (q'^2) - 4K \frac{d}{dz} (q^{1/2}) = 0 \]  

Integrating

\[ q'^2 - 4K q^{1/2} = C_1 \]  

Expressing \( q' \)

\[ q' = (C_1 + 4Kq^{1/2})^{1/2} \]  

A new variable is introduced

\[ u = C_1 + 4Kq^{1/2} \]  

Applying equation 34.15 for 34.14

\[ 2 \frac{u - C_1}{4K} \frac{u'}{4K} = u^{1/2} \]  

Transforming equation 34.16

\[ - \frac{C_1}{8K^2} \frac{u'}{u^{1/2}} + \frac{1}{8K^2} u^{1/2}u' = 1 \]  

\[ - \frac{C_1}{8K^2} \frac{d}{dz} (u^{1/2}) + \frac{1}{12K^2} \frac{d}{dz} (u^{3/2}) = 1 \]  

Integrating

\[ z = - \frac{C_1}{4K^2} (C_1 + 4Kq^{1/2})^{1/2} + \frac{1}{12K^2} (C_1 + 4Kq^{1/2})^{3/2} - C_2 \]  

where \( z \) is again a function of the earlier variable.
In the potential theory only the boundary problem is of significance, but in certain cases a solution may be obtained mathematically by the initial-value problem, too. Such is the present case.

Prescriptions of the initial-value problem

\[ q(z_1) = q_1; \quad q'(z_1) = q'_1 \]  

34.20

By applying the conditions 34.20 to equations 34.13 and 34.19, the constants of integration \( C_1 \) and \( C_2 \) can be determined

\[ C_1 = q_1^2 - 4Kq_1^{1/2} \]  

34.21

\[ C_2 = -z_1 + \frac{1}{K} q_1^{1/2} - \frac{1}{6K^2} q_1'^3 \]  

34.22

Substituting equations 34.21 and 34.22 into 34.19, the general solution pertaining to the general initial conditions 34.20 is obtained

\[ z = z_1 + \frac{1}{K^2} \left[ \frac{1}{6} q_1'^2 - Kq_1^{1/2} \right] q_1' + \frac{1}{12K^2} \left[ 4K(q_1^{1/2} - q_1') + q_1'^2 \right]^{3/2} + \]

\[ + \frac{4Kq_1^{1/2} - q_1'^2}{4K^2} \left[ 4K(q_1^{1/2} - q_1') + q_1'^2 \right]^{1/2} \]  

34.23

Instead of the general boundary problem

\[ q(z_1) = q_1; \quad q(z_2) = q_2 \]  

34.24

let us consider the special boundary problem

\[ q(0) = 0; \quad q(1) = 1 \]  

34.25

That is, the electron-emitting surface may be chosen as plane \( z = 0 \); the value of the potential on the plane may be taken as zero, since when producing the accelerating voltage, this value is cancelled from the potentials referred to \( q_1 \); in other words, the zero-potential surface may be freely chosen from the equipotential surfaces; \( z_2 \) may be chosen as the distance unit and \( q_2 \) as the potential unit. Now, instead of solving the complicated system of equations

\[ z_1 = - \frac{C_1}{4K^2} [C_1 + 4Kq_1^{1/2}]^{1/2} + \frac{1}{12K^2} [C_1 + 4Kq_1^{1/2}]^{3/2} - C_2 \]  

34.26

\[ z_2 = - \frac{C_1}{4K^2} [C_1 + 4Kq_2^{1/2}]^{1/2} + \frac{1}{12K^2} [C_1 + 4Kq_2^{1/2}]^{3/2} - C_2 \]  

34.27

we need only solve the simpler system of equations

\[ 0 = - \frac{C_1^{3/2}}{4K^2} + \frac{C_1^{3/2}}{12K^2} - C_2 \]  

34.28
\[ 1 = -\frac{C_1}{4K^2} (C_1 + 4K)^{1/2} + \frac{1}{12K^2} (C_1 + 4K)^{3/2} - C_2 \]

This is difficult, too, since although \( C_2 \) is easily expressed by \( C_1 \)

\[ C_2 = -\frac{1}{6K^2} C_1^{3/2} \]

however, for determination of the unknown \( C_1 \) a sixth-degree equation arises. Returning to the solution pertaining to the initial conditions, we now seek the solution pertaining to the initial conditions

\[ q(0) = 0; \quad q'(0) = 0 \]

which appears in case of space-charge limited flow. The solution is

\[ z = \frac{2}{3K^{1/2}} q^{3/4} \]

Solving the function 34.32 for \( \varphi \) we obtain

\[ \varphi = \left( \frac{9K}{4} \right)^{2/3} z^{1/3} \]

We substitute now the value of \( K \) from equation 34.10 and summarise the field characteristics

\[ \varphi = \left[ \frac{9I}{4\sqrt{2} \eta \varepsilon_0 F} \right]^{2/3} z^{1/3} \]

\[ \dot{z} = \left[ \frac{9\eta I}{2 \varepsilon_0 F} \right]^{1/3} z^{2/3} \]

\[ q = -\left[ \frac{2\varepsilon_0 I^2}{9\eta I^2} \right]^{1/3} z^{-2/3} \]

\[ j_z = -\frac{I}{F} = \text{constant} \]

\[ E_z = -\left[ \frac{\sqrt{6} I}{\sqrt{\eta \varepsilon_0 F}} \right]^{2/3} z^{1/3} \]

\[ F_z = \left[ \frac{e^{3/2} \sqrt{6} I}{\sqrt{\eta \varepsilon_0 F}} \right]^{2/3} z^{1/3} \]

\[ z = \left[ \frac{\sqrt{6} \eta I}{\varepsilon_0 F} \right]^{2/3} z^{1/3} \]

The transformation from the initial-value problem to the boundary-value problem is performed as follows. If a potential \( \varphi = \varphi_2 \) is required in posi-
tion \( z = z_2 \), the following relation between the current and the potential is obtained from equation 34.34

\[
q_2 = \left[ \frac{9I}{4\sqrt{2} \sqrt{\eta \varepsilon_0 F}} \right]^{2/3} \left( z_2 \right)^{1/3}
\]

34.41

Expressing current \( I \) from 34.41 we obtain

\[
I = \frac{4\sqrt{2} \sqrt{\eta \varepsilon_0 F}}{9z_2^2} \cdot q_2^{3/2}
\]

34.42

![Figure II.4](image-url)
II. SPACE-CHARGE FLOW

Equation 34.42 is the 3/2 law relative to space-charge flow between parallel infinite plane surfaces. The characteristics of space-charge limited flow may be written as follows

\[
q = \frac{q_2}{z_{2}^{1/3} \rho^{2/3}} \tag{34.43}
\]

\[
j_z = - \frac{4 \varepsilon_0 \varepsilon \eta}{9 z_2^{2/3}} q_2^{3/2} = \text{constant} \tag{34.44}
\]

\[
E_z = - \frac{4q_2}{3z_2^{1/3}} z^{1/2} \tag{34.45}
\]

\[
F_z = \frac{4q_2}{3z_2^{1/3}} z^{1/3} \tag{34.46}
\]

\[
\dot{z} = \frac{4 \eta q_2}{3z_2^{1/3}} z^{1/3} \tag{34.47}
\]

The field characteristics are shown in figure II.4 as functions of \( z/z_2 \). The values of these functions are given in table II.1.

<table>
<thead>
<tr>
<th>( z/z_2 )</th>
<th>( [z/z_2]^{1/3} )</th>
<th>( [z/z_2]^{1/2} )</th>
<th>( [z/z_2]^{-1/2} )</th>
<th>( [z/z_2]^{1/2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.0000</td>
<td>0.0000</td>
<td>( \infty )</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.05</td>
<td>0.3684</td>
<td>0.1357</td>
<td>7.3681</td>
<td>0.0184</td>
</tr>
<tr>
<td>0.10</td>
<td>0.4642</td>
<td>0.2154</td>
<td>4.6417</td>
<td>0.0464</td>
</tr>
<tr>
<td>0.15</td>
<td>0.5313</td>
<td>0.2823</td>
<td>3.5422</td>
<td>0.0977</td>
</tr>
<tr>
<td>0.20</td>
<td>0.5848</td>
<td>0.3420</td>
<td>2.9237</td>
<td>0.1170</td>
</tr>
<tr>
<td>0.25</td>
<td>0.6300</td>
<td>0.3969</td>
<td>2.5198</td>
<td>0.1575</td>
</tr>
<tr>
<td>0.30</td>
<td>0.6694</td>
<td>0.4482</td>
<td>2.2312</td>
<td>0.2008</td>
</tr>
<tr>
<td>0.35</td>
<td>0.7047</td>
<td>0.4966</td>
<td>2.0135</td>
<td>0.2467</td>
</tr>
<tr>
<td>0.40</td>
<td>0.7366</td>
<td>0.5429</td>
<td>1.8419</td>
<td>0.2947</td>
</tr>
<tr>
<td>0.45</td>
<td>0.7663</td>
<td>0.5872</td>
<td>1.7035</td>
<td>0.3448</td>
</tr>
<tr>
<td>0.50</td>
<td>0.7937</td>
<td>0.6300</td>
<td>1.5873</td>
<td>0.3969</td>
</tr>
<tr>
<td>0.55</td>
<td>0.8193</td>
<td>0.6713</td>
<td>1.4900</td>
<td>0.4510</td>
</tr>
<tr>
<td>0.60</td>
<td>0.8434</td>
<td>0.7114</td>
<td>1.4057</td>
<td>0.5061</td>
</tr>
<tr>
<td>0.65</td>
<td>0.8662</td>
<td>0.7504</td>
<td>1.3327</td>
<td>0.5631</td>
</tr>
<tr>
<td>0.70</td>
<td>0.8879</td>
<td>0.7884</td>
<td>1.2684</td>
<td>0.6218</td>
</tr>
<tr>
<td>0.75</td>
<td>0.9086</td>
<td>0.8255</td>
<td>1.2114</td>
<td>0.6814</td>
</tr>
<tr>
<td>0.80</td>
<td>0.9283</td>
<td>0.8618</td>
<td>1.1604</td>
<td>0.7427</td>
</tr>
<tr>
<td>0.85</td>
<td>0.9473</td>
<td>0.8973</td>
<td>1.1144</td>
<td>0.8052</td>
</tr>
<tr>
<td>0.90</td>
<td>0.9655</td>
<td>0.9322</td>
<td>1.0728</td>
<td>0.8690</td>
</tr>
<tr>
<td>0.95</td>
<td>0.9831</td>
<td>0.9664</td>
<td>1.0348</td>
<td>0.9339</td>
</tr>
<tr>
<td>1.00</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

The characteristics of space-charge limited flow are determined by the solution of the initial-value problem. It may occur that the emissivity of the electron-emitting electrode is of such low value that it is incapable to emit the current necessary for space-charge limited flow. In this case the flow is no longer space-charge limited, and the solution can be reached only by direct solution of the boundary problem: we, therefore, seek the solution with boundary conditions 34.27, with the further reservation that $j_z$ is of specified value, but lower than that given by equation 34.46.

**Note:** Equation 34.19 may be solved for $\varphi$. Let us introduce the notations

$$x = 4K^2(z + C_2); \quad y = C_1 + 4K\varphi^{1/2}$$

Thereafter, the function $y = y(x)$ is obtained by solving equation

$$y^3 - 6C_1y^2 + 9C_1^2y - 9x^2 = 0$$

and $\varphi$ is

$$\varphi = \frac{1}{16K^2} (y - C_1)^2$$

**Example**

Let the specified data be

a) $z_2 = 2 \times 10^{-2}$ m

$b) z_2 = 2 \times 10^{-2}$ m

$\varphi_2 = 10^3$ V

$I = 0.37$ A

$\varphi_2 = 10^3$ V

$I = 1.39$ A

The area of the cathode surface is yielded by equation 34.41

$$F = 2 \times 10^{-3} \text{ m}^2$$

$$F = 7.5 \times 10^{-3} \text{ m}^2$$

Current density is given by 34.46

$$j_z = 184.7 \text{ Am}^{-2}$$

$$j_z = 184.7 \text{ Am}^{-2}$$

The two current values facilitate comparison with the flows between cylinders and spheres.

### 35. SPACE-CHARGE FLOW BETWEEN COAXIAL INFINITE CYLINDRICAL SURFACES

Let the equation of the electron-emitting cylinder be $x^2 + y^2 = R_1^2$, the equation of the electron-collecting cylinder be $x^2 + y^2 = R_2^2$, and the lengths of both cylinders be infinite. With the given arrangement the potential and the other field characteristics can be described by the variation along a straight line, intersecting axis $z$ and perpendicular to the cylindrical surfaces. All the vectors can be given by their components along the given straight line. The geometric arrangement calls for introduction of cylindrical coordinates. In cylindrical coordinates the basic equations 30.1, 30.2, 30.3 referred to the present case are

$$\frac{1}{r} \frac{d}{dr} \left( r \frac{d\varphi}{dr} \right) = -\frac{1}{\varepsilon_0} \varphi$$

35.1
$r^2 = 2\eta \varphi$  \hspace{1cm} 35.2

\[ j_r = \varphi \hat{r} \]  \hspace{1cm} 35.3

We introduce current $I$ flowing through to surface $A$, a cylindrical surface coaxial with the two basic cylinders and located between them, and express the individual field characteristics as functions of $I$. In this case the direction of the current density is perpendicular to the cylindrical surface, and since it is dependent on $r$ only, the value of the integral 34.4 can be calculated by multiplication. Hence, the current flowing through a cylindrical surface of radius $r$ is

\[ I = -j_r 2\pi r L \]  \hspace{1cm} 35.4

In equation 35.4 $L$ is the length of surface section $A$. From 35.4

\[ j_r = - \frac{I}{2\pi L} \frac{1}{r} \]  \hspace{1cm} 35.5

We now substitute equation 35.5 into 35.3 and express $\varphi$

\[ \varphi = - \frac{I}{2\pi \eta L} \frac{1}{r} \frac{1}{\sqrt{\varphi}} \]  \hspace{1cm} 35.6

Substituting 35.2 into 35.6

\[ \varphi = - \frac{I}{2\eta^2 \pi \eta L} \frac{1}{\varphi} \]  \hspace{1cm} 35.7

Substituting equation 35.7 into 35.1

\[ r\varphi'' + \varphi' = K \frac{1}{\sqrt{\varphi}} = 0 \]  \hspace{1cm} 35.8

where

\[ K = \frac{I}{2\eta^2 \pi \epsilon_0 \sqrt{\eta} L} \]  \hspace{1cm} 35.9

For solution of (non-linear) equation 35.8 the transformation

\[ \varphi = \left[ \frac{9}{4} \right]^{2/3} K^{2/3} r^{2/3} H^{4/3} \]  \hspace{1cm} 35.10

is performed, where $H(r)$ is the new function. After transformation, equation 35.8 becomes

\[ r^2 H'' + 3r^2 HH'' + 7rHH' + H^2 - 1 = 0 \]  \hspace{1cm} 35.11

A new independent variable is introduced

\[ u = \ln \frac{r}{R_1} \]  \hspace{1cm} 35.12
Transforming equation 35.11 to the new variable

\[ H'^2 + 3HH'' + 4HH' + H^2 - 1 = 0 \]  

Equation 35.8 is to be solved with initial conditions

\[ \varphi(R_1) = 0; \quad \varphi'(R_1) = 0 \]  

The conditions referred to \( H \) can be determined from equations 35.10 and 35.13. From 35.10

\[ H(0) = 0 \]  

The value of \( H'(0) \) cannot be determined from 35.10, since

\[ q' = \frac{2}{3} \left[ \frac{9}{4} K \right]^{2/3} r^{-1/3} H^{4/3} + \frac{4}{3} \left[ \frac{9}{4} K \right]^{2/3} r^{2/3} H^{1/3} H' \]  

and due to 35.15, \( H' \) may be of arbitrary value. \( H' \) can be determined from equation 35.13. Its value appears as

\[ H'(0) = \pm 1 \]  

The value \( \pm 1 \) is chosen since the initial velocity is zero, and proceeding towards the collecting electrode the potential increases, therefore

\[ H'(0) = 1 \]  

Equation 35.13 is solved by means of a Taylor series expansion. The differentiated coefficients of the series expansion are determined from the derivatives of equation 35.13

\[ H''(0) = - \frac{4}{5} ; \quad H'''(0) = \frac{11}{20} ; \quad H^{(IV)}(0) = - \frac{376}{1100} ; \]  

\[ H^{(V)}(0) = \frac{31033}{154000} \]  

The Taylor series of \( H \) is

\[ H(u) = \sum_{v=0}^{\infty} \frac{H^{(v)}(0)}{v!} u^v \]  

into which the differentiated coefficients 35.15, 35.18, 35.19 are substituted. Returning to variable \( r \), the solution is

\[ H(r) = \ln \frac{r}{R_1} - \frac{2}{5} \ln^2 \frac{r}{R_1} + \frac{11}{120} \ln^3 \frac{r}{R_1} - \]  

\[ - \frac{47}{3300} \ln^4 \frac{r}{R_1} + \frac{31033}{1848000} \ln^5 \frac{r}{R_1} - \ldots \]
The value of $K$ is substituted from equation 35.9 and the field characteristics are summarised

\[
\phi = \left[\frac{9I}{8\sqrt{2\pi}\varepsilon_0\eta L}\right]^{2/3} r^{2/3} H^{4/3}(r) \tag{35.22}
\]

\[
\dot{r} = \left[\frac{9\eta I}{4\pi\varepsilon_0 L}\right]^{1/3} r^{1/3} H^{2/3}(r) \tag{35.23}
\]

\[
\varrho = -\left[\frac{\varepsilon_0 I^2}{18\pi^2\eta L^2}\right]^{1/3} r^{-4/3} H^{-2/3}(r) \tag{35.24}
\]

\[
\dot{j}_r = -\frac{I}{2\pi L} \frac{1}{r} \tag{35.25}
\]

\[
E_r = -\left[\frac{\sqrt{3}e^{3/2}I}{4\pi\varepsilon_0\eta L}\right]^{2/3} r^{-1/3} H^{1/3}(r) \left[H(r) + 2 \frac{dH}{du}\right] \tag{35.26}
\]

\[
F_r = \left[\frac{\sqrt{3}e^{3/2}I}{4\pi\varepsilon_0\eta L}\right]^{2/3} r^{-1/3} H^{1/3}(r) \left[H(r) + 2 \frac{dH}{du}\right] \tag{35.27}
\]

\[
\ddot{r} = \left[\frac{\sqrt{3}e^{3/2}I}{4\pi\varepsilon_0 L}\right]^{2/3} r^{-1/3} H^{1/3}(r) \left[H(r) + 2 \frac{dH}{du}\right] \tag{35.28}
\]

The transformation from the initial-value problem to the boundary-value problem is performed in the following manner. If the potential $\phi = \phi_2$ is required in position $r = R_2$, the following relation between the current and the potential is given by equation 35.22:

\[
\phi_2 = \left[\frac{9R_2^2 H^2(R_2)}{8\sqrt{2\pi}\varepsilon_0\eta L}\right]^{1/3} I^{2/3} \tag{35.29}
\]

Expressing current $I$ from equation 35.29:

\[
I = \frac{8\sqrt{2\pi}\varepsilon_0\eta L}{9R_2^2 H^2(R_2)} \varrho_2^{3/2} \tag{35.30}
\]

Equation 35.30 is the $3/2$ law of space-charge flow between coaxial infinite cylindrical surfaces. With the help of equation 35.30 the characteristics of space-charge limited flow may be written as follows:

\[
\phi = \left[\frac{\varrho_2^{3/2}}{R_2^2 H^2(R_2)}\right]^{2/3} r^{2/3} H^{4/3}(r) \tag{35.31}
\]

\[
\dot{r} = \left[\frac{2\eta \varrho_2}{R_2^2 H^{2/3}(R_2)}\right]^{1/2} r^{1/3} H^{2/3}(r) \tag{35.32}
\]

\[
\varrho = -\frac{4\varepsilon_0 \varrho_2}{9R_2^3 H^{4/3}(R_2)} r^{-4/3} H^{-2/3}(r) \tag{35.33}
\]
### TABLE II.2

<table>
<thead>
<tr>
<th>$r/R_1$</th>
<th>$H(r)$</th>
<th>$r/R_1$</th>
<th>$H(r)$</th>
<th>$r/R_1$</th>
<th>$H(r)$</th>
<th>$r/R_1$</th>
<th>$H(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>0.00000</td>
<td>2.50</td>
<td>0.4121</td>
<td>6.5</td>
<td>0.8635</td>
<td>120</td>
<td>1.0726</td>
</tr>
<tr>
<td>1.01</td>
<td>0.00010</td>
<td>2.60</td>
<td>0.4351</td>
<td>7.0</td>
<td>0.8870</td>
<td>140</td>
<td>1.0877</td>
</tr>
<tr>
<td>1.02</td>
<td>0.00039</td>
<td>2.70</td>
<td>0.4571</td>
<td>7.5</td>
<td>0.9074</td>
<td>160</td>
<td>1.0634</td>
</tr>
<tr>
<td>1.04</td>
<td>0.00149</td>
<td>2.80</td>
<td>0.4780</td>
<td>8.0</td>
<td>0.9253</td>
<td>180</td>
<td>1.0596</td>
</tr>
<tr>
<td>1.06</td>
<td>0.00324</td>
<td>2.90</td>
<td>0.4980</td>
<td>8.5</td>
<td>0.9410</td>
<td>200</td>
<td>1.0562</td>
</tr>
<tr>
<td>1.08</td>
<td>0.00557</td>
<td>3.00</td>
<td>0.5170</td>
<td>9.0</td>
<td>0.9548</td>
<td>250</td>
<td>1.0494</td>
</tr>
<tr>
<td>1.10</td>
<td>0.00842</td>
<td>3.20</td>
<td>0.5526</td>
<td>9.5</td>
<td>0.9672</td>
<td>300</td>
<td>1.0440</td>
</tr>
<tr>
<td>1.15</td>
<td>0.01747</td>
<td>3.40</td>
<td>0.5851</td>
<td>10</td>
<td>0.9782</td>
<td>350</td>
<td>1.0397</td>
</tr>
<tr>
<td>1.20</td>
<td>0.02875</td>
<td>3.60</td>
<td>0.6148</td>
<td>12</td>
<td>1.0122</td>
<td>400</td>
<td>1.0362</td>
</tr>
<tr>
<td>1.30</td>
<td>0.05589</td>
<td>3.80</td>
<td>0.6420</td>
<td>14</td>
<td>1.0352</td>
<td>500</td>
<td>1.0307</td>
</tr>
<tr>
<td>1.40</td>
<td>0.08672</td>
<td>4.00</td>
<td>0.6671</td>
<td>16</td>
<td>1.0513</td>
<td>600</td>
<td>1.0266</td>
</tr>
<tr>
<td>1.50</td>
<td>0.11934</td>
<td>4.20</td>
<td>0.6902</td>
<td>18</td>
<td>1.0630</td>
<td>800</td>
<td>1.0209</td>
</tr>
<tr>
<td>1.60</td>
<td>0.1525</td>
<td>4.40</td>
<td>0.7115</td>
<td>20</td>
<td>1.0715</td>
<td>1000</td>
<td>1.0171</td>
</tr>
<tr>
<td>1.70</td>
<td>0.1854</td>
<td>4.60</td>
<td>0.7313</td>
<td>30</td>
<td>1.0908</td>
<td>1500</td>
<td>1.0114</td>
</tr>
<tr>
<td>1.80</td>
<td>0.2177</td>
<td>4.80</td>
<td>0.7496</td>
<td>40</td>
<td>1.0946</td>
<td>2000</td>
<td>1.0082</td>
</tr>
<tr>
<td>1.90</td>
<td>0.2491</td>
<td>5.00</td>
<td>0.7666</td>
<td>50</td>
<td>1.0936</td>
<td>5000</td>
<td>1.0020</td>
</tr>
<tr>
<td>2.00</td>
<td>0.2793</td>
<td>5.20</td>
<td>0.7825</td>
<td>60</td>
<td>1.0910</td>
<td>10000</td>
<td>0.9999</td>
</tr>
<tr>
<td>2.10</td>
<td>0.3083</td>
<td>5.40</td>
<td>0.7973</td>
<td>70</td>
<td>1.0878</td>
<td>30000</td>
<td>0.9999</td>
</tr>
<tr>
<td>2.20</td>
<td>0.3361</td>
<td>5.60</td>
<td>0.8111</td>
<td>80</td>
<td>1.0845</td>
<td>$\infty$</td>
<td>1.0000</td>
</tr>
<tr>
<td>2.30</td>
<td>0.3626</td>
<td>5.80</td>
<td>0.8241</td>
<td>90</td>
<td>1.0813</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.40</td>
<td>0.3879</td>
<td>6.00</td>
<td>0.8362</td>
<td>100</td>
<td>1.0782</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$R_1 < R_2; \quad R_1 < r < R_2$

The function-values are positive numbers.

### TABLE II.3

<table>
<thead>
<tr>
<th>$R_1/r$</th>
<th>$H(r)$</th>
<th>$R_1/r$</th>
<th>$H(r)$</th>
<th>$R_1/r$</th>
<th>$H(r)$</th>
<th>$R_1/r$</th>
<th>$H(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>0.00000</td>
<td>2.3</td>
<td>1.3712</td>
<td>5.4</td>
<td>11.601</td>
<td>50</td>
<td>450.23</td>
</tr>
<tr>
<td>1.01</td>
<td>0.00010</td>
<td>2.4</td>
<td>1.5697</td>
<td>5.6</td>
<td>12.493</td>
<td>60</td>
<td>582.14</td>
</tr>
<tr>
<td>1.02</td>
<td>0.00040</td>
<td>2.5</td>
<td>1.7792</td>
<td>5.8</td>
<td>13.407</td>
<td>70</td>
<td>721.43</td>
</tr>
<tr>
<td>1.04</td>
<td>0.00159</td>
<td>2.6</td>
<td>1.9995</td>
<td>6.0</td>
<td>14.343</td>
<td>80</td>
<td>867.11</td>
</tr>
<tr>
<td>1.06</td>
<td>0.00356</td>
<td>2.7</td>
<td>2.2301</td>
<td>6.5</td>
<td>16.777</td>
<td>90</td>
<td>1018.5</td>
</tr>
<tr>
<td>1.08</td>
<td>0.00630</td>
<td>2.8</td>
<td>2.4708</td>
<td>7.0</td>
<td>19.337</td>
<td>100</td>
<td>1174.9</td>
</tr>
<tr>
<td>1.10</td>
<td>0.00980</td>
<td>2.9</td>
<td>2.7214</td>
<td>7.5</td>
<td>22.015</td>
<td>120</td>
<td>1501.4</td>
</tr>
<tr>
<td>1.15</td>
<td>0.02186</td>
<td>3.0</td>
<td>2.9814</td>
<td>8.0</td>
<td>24.805</td>
<td>140</td>
<td>1843.5</td>
</tr>
<tr>
<td>1.20</td>
<td>0.03849</td>
<td>3.2</td>
<td>3.5293</td>
<td>8.5</td>
<td>27.701</td>
<td>160</td>
<td>2199.4</td>
</tr>
<tr>
<td>1.3</td>
<td>0.08504</td>
<td>3.4</td>
<td>4.1126</td>
<td>9.0</td>
<td>30.698</td>
<td>180</td>
<td>2567.3</td>
</tr>
<tr>
<td>1.4</td>
<td>0.14856</td>
<td>3.6</td>
<td>4.7298</td>
<td>9.5</td>
<td>33.791</td>
<td>200</td>
<td>2946.1</td>
</tr>
<tr>
<td>1.5</td>
<td>0.2282</td>
<td>3.8</td>
<td>5.3795</td>
<td>10</td>
<td>36.976</td>
<td>250</td>
<td>3934.4</td>
</tr>
<tr>
<td>1.6</td>
<td>0.3233</td>
<td>4.0</td>
<td>6.0601</td>
<td>12</td>
<td>50.559</td>
<td>300</td>
<td>4973.0</td>
</tr>
<tr>
<td>1.7</td>
<td>0.4332</td>
<td>4.2</td>
<td>6.7705</td>
<td>14</td>
<td>65.352</td>
<td>350</td>
<td>6054.1</td>
</tr>
<tr>
<td>1.8</td>
<td>0.5572</td>
<td>4.4</td>
<td>7.5096</td>
<td>16</td>
<td>81.203</td>
<td>400</td>
<td>7172.1</td>
</tr>
<tr>
<td>1.9</td>
<td>0.6947</td>
<td>4.6</td>
<td>8.2763</td>
<td>18</td>
<td>97.997</td>
<td>500</td>
<td>9502.2</td>
</tr>
<tr>
<td>2.0</td>
<td>0.8454</td>
<td>4.8</td>
<td>9.0696</td>
<td>20</td>
<td>115.64</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
<tr>
<td>2.1</td>
<td>1.0086</td>
<td>5.0</td>
<td>9.887</td>
<td>30</td>
<td>214.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>1.1840</td>
<td>5.2</td>
<td>10.733</td>
<td>40</td>
<td>327.01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$R_1 > R_2; \quad R_1 > r > R_2$

The function-values are negative numbers.
\[ j_r = -\frac{4\sqrt{2}e_0\sqrt{\eta q_2^3/2}}{9R_2^2H^2(R_2)} \frac{1}{r} \]  

\[ E_r = \frac{2}{3} \left[ \frac{q_2^3/2}{R_2^2H^2(R_2)} \right]^{2/3} r^{-1/3}H^{1/3}(r) \left[ H(r) + 2 \frac{dH}{du} \right] \]  

\[ F_r = \frac{2}{3} \left[ \frac{e^{3/2}q_2^{3/2}}{R_2^2H^2(R_2)} \right]^{2/3} r^{-1/3}H^{1/3}(r) \left[ H(r) + 2 \frac{dH}{du} \right] \]  

\[ \dot{r} = \frac{2}{3} \left[ \frac{\eta^{3/2}q_2^{3/2}}{R_2^2H^2(R_2)} \right]^{2/3} r^{-1/3}H^{1/3}(r) \left[ H(r) + 2 \frac{dH}{du} \right] \]  

The function \( H(r) \) figuring in the equations is summarised in tables II.2 and II.3.

Figures II.5 and II.6 illustrate the functions given in tabulated form.

In accordance with the above table II.2 is used when space-charge flows outwards from inside, and table II.3 when space-charge flows inwards from outside.

If the emissivity of the electron-emitting electrode is so low that it is incapable of emitting the current required for space-charge limited flow, the flow is no longer space-charge limited, and the solution can be reached only by direct solution of the boundary problem. The solution is sought with normalised boundary conditions

\[ \varphi(1) = 0; \quad \varphi(R_2) = \varphi_2 \]

\[ \text{figure II.5} \]
with the reservation that $j_r$ is of specified value (but lower than that given by equation 35.34).

**Example**

1. **Flow inwards**

   Let the specified data be
   
   \[
   R_1 = 3 \times 10^{-2} \text{ m} ; \\
   R_2 = 10^{-2} \text{ m} ; \\
   \varphi_2 = 10^3 \text{ V} ; \\
   I = 0.37 \text{ A} 
   \]

   The length of the cathode cylinder is given by equation 35.29
   
   \[
   L = 2.38 \times 10^{-2} \text{ m} 
   \]

   The current density is given by 35.34
   
   \[
   j_r = 82.5 \text{ Am}^{-2} \text{ (on the cathode surface)}
   \]
2. Flow outwards

Let the specified data be

\[ R_1 = 10^{-2} \text{ m} ; \]
\[ R_2 = 3 \times 10^{-2} \text{ m} ; \]
\[ \varphi_2 = 10^3 \text{ V} ; \]
\[ I = 1.39 \text{ A} \]

The length of the cathode cylinder is given by 35.29
\[ L = 4.65 \times 10^{-2} \text{ m} \]

The current density is given by 35.34
\[ j_r = 476 \text{ Am}^{-2} \text{ (on the cathode surface)} \]

36. SPACE-CHARGE FLOW BETWEEN CONCENTRIC SPHERICAL SURFACES

Let the equation of the electron-emitting sphere be \( x^2 + y^2 + z^2 = R_1^2 \); and that of the electron-collecting sphere be \( x^2 + y^2 + z^2 = R_2^2 \). With this given arrangement the potential and the other field characteristics may be described by the variation along a straight line passing through the common centre. Spherical coordinates are introduced. The basic equations 30.1, 30.2, 30.3, are

\[ \frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{d\varphi}{dr} \right) = -\frac{1}{\varepsilon_0} \varrho \]
\[ r^2 = 2\eta \varphi \]
\[ j_r = \varrho \dot{r} \]

The current \( I \) flowing through surface \( A \) (surface \( A \) is a concentric spherical surface between the two basic spheres) is introduced instead of the current density. The following appear similarly to the procedure followed during investigation of flow between cylindrical surfaces

\[ I = -j_r 4\pi r^2 \]
\[ j_r = -\frac{I}{4\pi} \frac{1}{r^2} \]
\[ \varrho = -\frac{I}{4\pi} \frac{1}{r^2} \frac{1}{2}\dot{r} = -\frac{I}{4\sqrt{2}\pi \sqrt{\eta}} \frac{1}{r^2} \frac{1}{\sqrt{\varphi}} \]
\[ r^2 \varrho'' + 2r \varrho' - K \frac{1}{\sqrt{\varphi}} = 0 \]
\[ K = \frac{I}{4\sqrt{2}\pi \varepsilon_0 \sqrt{\eta}} \]
With the transformation of
\[ \varphi = \left[ \frac{9}{4} K \right]^{2/3} C^{4/3} \]

\( G(r) \) being the new function, we obtain
\[ r^2 G'' + 3 r^2 G G'' + 6 r G G' - 1 = 0 \]

36.10

With the new independent variable
\[ u = \ln \frac{r}{R_1} \]

we obtain
\[ 3 G G'' + G'^2 + 3 G G' - 1 = 0 \]

36.12

We now wish to solve equation 36.7 with initial conditions
\[ \psi(R_1) = 0; \quad \psi'(R_1) = 0 \]

36.13

From 36.10
\[ G(0) = 0 \]

36.14

and from 36.12, according to the motivation given with regard to flow between cylinders, we obtain
\[ G'(0) = 1 \]

36.15

Coefficients required for the Taylor series expansion
\[ G''(0) = -\frac{3}{5}; \quad G'''(0) = \frac{18}{40}; \quad G''''(0) = -\frac{189}{550}; \quad G'''''(0) = -\frac{39933}{154000} \]

36.16

The solution is
\[ G(r) = \ln \frac{r}{R_1} - \frac{3}{10} \ln^2 \frac{r}{R_1} + \frac{3}{40} \ln^3 \frac{r}{R_1} - \frac{63}{4400} \ln^4 \frac{r}{R_1} + \frac{13311}{6160000} \ln^5 \frac{r}{R_1} \ldots \]

36.17

The value of \( K \) is substituted from 36.8 and the field characteristics are summarised
\[ \varphi = \left[ \frac{9I}{16\sqrt{2\pi}\varepsilon_0\gamma} \right]^{2/3} G^{4/3}(r) \]

36.18
\[ \dot{r} = \left[ \frac{9\eta I}{8\pi\varepsilon_0} \right]^{1/3} G^{2/3}(r) \]  
\[ \dot{q} = - \left[ \frac{\varepsilon_0 I^2}{72\pi^2\eta} \right]^{1/3} \frac{1}{r^2} G^{-2/3}(r) \]  
\[ \dot{j}_r = - \frac{I}{4\pi} \frac{1}{r^2} \]  
\[ E_r = - \left[ \frac{\sqrt{2}I}{2\sqrt{2}\pi\varepsilon_0 \eta^{1/2}} \right]^{2/3} \frac{1}{r} G^{1/3}(r) \frac{dG}{du} \]  
\[ F_r = \left[ \frac{\sqrt{2}\varepsilon_0 I}{2\sqrt{2}\pi\varepsilon_0 \eta^{1/2}} \right]^{2/3} \frac{1}{r} G^{1/3}(r) \frac{dG}{du} \]  
\[ \ddot{r} = \left[ \frac{\sqrt{2}\eta I}{2\sqrt{2}\pi\varepsilon_0 \eta^{1/2}} \right]^{2/3} \frac{1}{r} G^{1/3}(r) \frac{dG}{du} \]  

Requiring the potential \( \varphi = \varphi_2 \) in the position \( r = R_2 \)

\[ \varphi_2 = \left[ \frac{9G^2(R_2)}{16\sqrt{2}\pi\varepsilon_0 \eta^{1/2}} \right]^{2/3} I^{2/3} \]  

from which the space-charge limited current is

\[ I = \frac{16\sqrt{2}\pi\varepsilon_0 \eta^{1/2}}{9G^2(R_2)} \varphi_2^{3/2} \]  

Equation 36.26 is the \( 3/2 \) law. With equation 36.26 the characteristics of the space-charge limited flow are

\[ \varphi = \frac{\varphi_2}{G^{4/3}(R_2)} G^{4/3}(r) \]  
\[ \dot{r} = \left[ \frac{2\eta \varphi_2}{G^{4/3}(R_2)} \right]^{1/2} G^{2/3}(r) \]  
\[ \dot{q} = - \frac{2\varepsilon_0 \varphi_2}{9G^{4/3}(R_2)} \frac{1}{r^2} G^{-2/3}(r) \]  
\[ \dot{j}_r = - \frac{4\sqrt{2}\varepsilon_0 \varphi_2^{3/2}}{9G^2(R_2)} \frac{1}{r^2} \]  
\[ E_r = - \frac{4\varphi_2}{3G^{4/3}(R_2)} \frac{1}{r} G^{1/3}(r) \frac{dG}{du} \]  
\[ F_r = \frac{4\varepsilon_0 \varphi_2}{3G^{4/3}(R_2)} \frac{1}{r} G^{1/3}(r) \frac{dG}{du} \]  
\[ \ddot{r} = \frac{4\eta \varphi_2}{3G^{4/3}(R_2)} \frac{1}{r} G^{1/3}(r) \frac{dG}{du} \]
### TABLE II.4

<table>
<thead>
<tr>
<th>$r/R_1$</th>
<th>$G'(r)$</th>
<th>$r/R_1$</th>
<th>$G'(r)$</th>
<th>$r/R_1$</th>
<th>$G'(r)$</th>
<th>$r/R_1$</th>
<th>$G'(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>0.0000</td>
<td>2.6</td>
<td>0.543</td>
<td>7.0</td>
<td>1.453</td>
<td>140</td>
<td>3.903</td>
</tr>
<tr>
<td>1.05</td>
<td>0.0023</td>
<td>2.7</td>
<td>0.576</td>
<td>7.5</td>
<td>1.516</td>
<td>160</td>
<td>4.002</td>
</tr>
<tr>
<td>1.10</td>
<td>0.0066</td>
<td>2.8</td>
<td>0.608</td>
<td>8.0</td>
<td>1.575</td>
<td>180</td>
<td>4.089</td>
</tr>
<tr>
<td>1.15</td>
<td>0.0110</td>
<td>2.9</td>
<td>0.639</td>
<td>8.5</td>
<td>1.630</td>
<td>200</td>
<td>4.166</td>
</tr>
<tr>
<td>1.20</td>
<td>0.0164</td>
<td>3.0</td>
<td>0.669</td>
<td>9.0</td>
<td>1.682</td>
<td>250</td>
<td>4.329</td>
</tr>
<tr>
<td>1.25</td>
<td>0.0437</td>
<td>3.2</td>
<td>0.727</td>
<td>9.5</td>
<td>1.731</td>
<td>300</td>
<td>4.462</td>
</tr>
<tr>
<td>1.30</td>
<td>0.0581</td>
<td>3.4</td>
<td>0.783</td>
<td>10</td>
<td>1.777</td>
<td>350</td>
<td>4.573</td>
</tr>
<tr>
<td>1.35</td>
<td>0.0756</td>
<td>3.6</td>
<td>0.836</td>
<td>12</td>
<td>1.938</td>
<td>400</td>
<td>4.669</td>
</tr>
<tr>
<td>1.40</td>
<td>0.0931</td>
<td>3.8</td>
<td>0.886</td>
<td>14</td>
<td>2.073</td>
<td>500</td>
<td>4.829</td>
</tr>
<tr>
<td>1.45</td>
<td>0.1114</td>
<td>4.0</td>
<td>0.934</td>
<td>16</td>
<td>2.189</td>
<td>600</td>
<td>4.960</td>
</tr>
<tr>
<td>1.5</td>
<td>0.1302</td>
<td>4.2</td>
<td>0.979</td>
<td>18</td>
<td>2.289</td>
<td>800</td>
<td>5.165</td>
</tr>
<tr>
<td>1.6</td>
<td>0.1688</td>
<td>4.4</td>
<td>1.022</td>
<td>20</td>
<td>2.378</td>
<td>1000</td>
<td>5.324</td>
</tr>
<tr>
<td>1.7</td>
<td>0.2080</td>
<td>4.6</td>
<td>1.063</td>
<td>30</td>
<td>2.713</td>
<td>1500</td>
<td>5.610</td>
</tr>
<tr>
<td>1.8</td>
<td>0.2480</td>
<td>4.8</td>
<td>1.103</td>
<td>40</td>
<td>2.944</td>
<td>2000</td>
<td>5.812</td>
</tr>
<tr>
<td>1.9</td>
<td>0.2870</td>
<td>5.0</td>
<td>1.141</td>
<td>50</td>
<td>3.120</td>
<td>2500</td>
<td>6.453</td>
</tr>
<tr>
<td>2.0</td>
<td>0.3260</td>
<td>5.2</td>
<td>1.178</td>
<td>60</td>
<td>3.261</td>
<td>3000</td>
<td>6.933</td>
</tr>
<tr>
<td>2.1</td>
<td>0.3661</td>
<td>5.4</td>
<td>1.213</td>
<td>70</td>
<td>3.380</td>
<td>3500</td>
<td>7.693</td>
</tr>
<tr>
<td>2.2</td>
<td>0.4062</td>
<td>5.6</td>
<td>1.247</td>
<td>80</td>
<td>3.482</td>
<td>40000</td>
<td>8.523</td>
</tr>
<tr>
<td>2.3</td>
<td>0.4383</td>
<td>5.8</td>
<td>1.280</td>
<td>90</td>
<td>3.572</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>0.4744</td>
<td>6.0</td>
<td>1.311</td>
<td>100</td>
<td>3.652</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>0.5095</td>
<td>6.5</td>
<td>1.385</td>
<td>120</td>
<td>3.788</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$R_1 < R_2; \quad R_1 < r < R_2$

The function-values are positive numbers.

### TABLE II.5

<table>
<thead>
<tr>
<th>$R_1/r$</th>
<th>$G'(r)$</th>
<th>$R_1/r$</th>
<th>$G'(r)$</th>
<th>$R_1/r$</th>
<th>$G'(r)$</th>
<th>$R_1/r$</th>
<th>$G'(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000</td>
<td>0.0000</td>
<td>2.3</td>
<td>1.193</td>
<td>4.6</td>
<td>6.712</td>
<td>20</td>
<td>93.24</td>
</tr>
<tr>
<td>1.025</td>
<td>0.0026</td>
<td>2.4</td>
<td>1.338</td>
<td>4.8</td>
<td>7.334</td>
<td>30</td>
<td>178.2</td>
</tr>
<tr>
<td>1.050</td>
<td>0.0024</td>
<td>2.5</td>
<td>1.531</td>
<td>5.0</td>
<td>7.976</td>
<td>40</td>
<td>279.6</td>
</tr>
<tr>
<td>1.075</td>
<td>0.0052</td>
<td>2.6</td>
<td>1.712</td>
<td>5.2</td>
<td>8.636</td>
<td>50</td>
<td>395.3</td>
</tr>
<tr>
<td>1.100</td>
<td>0.0096</td>
<td>2.7</td>
<td>1.901</td>
<td>5.4</td>
<td>9.315</td>
<td>60</td>
<td>523.6</td>
</tr>
<tr>
<td>1.15</td>
<td>0.0213</td>
<td>2.8</td>
<td>2.098</td>
<td>5.6</td>
<td>10.01</td>
<td>70</td>
<td>663.3</td>
</tr>
<tr>
<td>1.20</td>
<td>0.0372</td>
<td>2.9</td>
<td>2.302</td>
<td>5.8</td>
<td>10.73</td>
<td>80</td>
<td>813.7</td>
</tr>
<tr>
<td>1.25</td>
<td>0.0571</td>
<td>3.0</td>
<td>2.512</td>
<td>6.0</td>
<td>11.46</td>
<td>90</td>
<td>974.1</td>
</tr>
<tr>
<td>1.30</td>
<td>0.0809</td>
<td>3.1</td>
<td>2.729</td>
<td>6.5</td>
<td>13.35</td>
<td>100</td>
<td>1144</td>
</tr>
<tr>
<td>1.35</td>
<td>0.1084</td>
<td>3.2</td>
<td>2.954</td>
<td>7.0</td>
<td>15.35</td>
<td>120</td>
<td>1509</td>
</tr>
<tr>
<td>1.40</td>
<td>0.1396</td>
<td>3.3</td>
<td>3.185</td>
<td>7.5</td>
<td>17.44</td>
<td>140</td>
<td>1907</td>
</tr>
<tr>
<td>1.45</td>
<td>0.1740</td>
<td>3.4</td>
<td>3.421</td>
<td>8.0</td>
<td>19.62</td>
<td>160</td>
<td>2333</td>
</tr>
<tr>
<td>1.50</td>
<td>0.2118</td>
<td>3.5</td>
<td>3.664</td>
<td>8.5</td>
<td>21.89</td>
<td>180</td>
<td>2790</td>
</tr>
<tr>
<td>1.60</td>
<td>0.2968</td>
<td>3.6</td>
<td>3.913</td>
<td>9.0</td>
<td>24.25</td>
<td>200</td>
<td>3270</td>
</tr>
<tr>
<td>1.70</td>
<td>0.394</td>
<td>3.7</td>
<td>4.168</td>
<td>9.5</td>
<td>26.68</td>
<td>250</td>
<td>4582</td>
</tr>
<tr>
<td>1.80</td>
<td>0.502</td>
<td>3.8</td>
<td>4.429</td>
<td>10</td>
<td>29.19</td>
<td>300</td>
<td>6031</td>
</tr>
<tr>
<td>1.90</td>
<td>0.621</td>
<td>3.9</td>
<td>4.696</td>
<td>12</td>
<td>39.98</td>
<td>350</td>
<td>7610</td>
</tr>
<tr>
<td>2.00</td>
<td>0.750</td>
<td>4.0</td>
<td>4.968</td>
<td>14</td>
<td>51.86</td>
<td>400</td>
<td>9303</td>
</tr>
<tr>
<td>2.10</td>
<td>0.888</td>
<td>4.2</td>
<td>5.528</td>
<td>16</td>
<td>64.74</td>
<td>500</td>
<td>13015</td>
</tr>
<tr>
<td>2.20</td>
<td>1.036</td>
<td>4.4</td>
<td>6.109</td>
<td>18</td>
<td>78.56</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$R_1 > R_2; \quad R_1 > r > R_2$

The function-values are negative numbers.
The values of function $G(r)$ appearing in the equations are given in tables II.4 and II.5.

Figures II.7 and II.8 illustrate the functions given in the tables.
Table II.4 is used when space-charge flows outwards from inside, and table II.5 when space-charge flows inwards from outside.

The solution of non-space-charge limited flow with the normalised boundary conditions is also sought here

$$\phi(1) = 0; \quad \phi(R_2) = \varphi_2$$

and with the specified value of $j_r$.

Example

1. Flow inwards

   Specified data
   $R_1 = 3 \times 10^{-2} \text{ m}$;
   $R_2 = 10^{-2} \text{ m}$;
   $\varphi_2 = 10^2 \text{ m}$

\[ G^2(r) \]

\[ R_1 < R_2 \]

\[ \frac{r}{R_2} \]

\[ \text{figure II.7} \]
The (space-charge limited) current is obtained from equation 36.25
\[ I = 0.37 \text{ A} \]
The current density is obtained from equation 36.30
\[ j_r = 32.6 \text{ Am}^{-2} \text{ (on the cathode surface)} \]

2. *Flow outwards*

Specified data
\[ R_1 = 10^{-2} \text{ m} ; \]
\[ R_2 = 3 \times 10^{-2} \text{ m} ; \]
\[ \varphi_2 = 10^3 \text{ V} \]
The (space-charge limited) current is obtained from equation 36.25
\[ I = 1.39 \text{ A} \]
The current density is obtained from equation 36.30
\[ j_r = 1110 \text{ Am}^{-2} \text{ (on the cathode surface)} \]
(C) SPECIFIC PROBLEMS OF SPACE-CHARGE FLOW

The most important cases of space-charge flow (between parallel planes, coaxial cylinders, concentric spheres) which have frequent applications will now be complemented by investigation of space-charge flow between surfaces of other geometrical arrangements. In the majority of cases these also aid the practical application of the three most important cases of space-charge flow, since by these the scope of application of the basic cases can be defined. With the help of these cases the modifications, imperfect operation, caused by inaccurate manufacture and mounting, occurring in the basic cases, can be calculated in advance, and thereby the permissible tolerances can be controlled with appropriate reliability. Information concerning the relation of work conducted in connection with flows of this type is given in the References [32]. The present work gives only a schematic description of one of the simplest cases (§ 37) [79, 141].

In spite of their importance, the basic cases of space-charge flow are in fact only very special cases: e.g. the three basic cases can be described by one single variable. The knowledge of the space-charge flow can be expected only by investigation of the most general cases, as the case discussed in § 38, where a general outline may be expected. In addition to the foregoing, justification of this paragraph is given by the differentiation of the space-charge flow and focusing subjects, without debating. Debates can be easily avoided by the presentation of an actual case [98]. § 39 deals with some errors to be found in the respective literature.

37. SPACE-CHARGE FLOW BETWEEN NON-PARALLEL INFINITE PLANE SURFACES

Discussion of the flow problem is carried out in cylindrical coordinate system due to the geometrical properties, using the notations of figure II.9 with the following simplifying assumptions:

(i) the intersecting line \( r = 0 \) of the electrodes subtending an angle \( \alpha_2 \) is excluded from the region under investigation (the two electrodes may not contact each other);
(ii) the effect of the magnetic field is negligible (low-velocity motions);
(iii) the electrons leave the cathode with zero initial velocity (zero velocity pertains to zero potential);
(iv) the electrodes are infinitely great, therefore, the electric field strength has no component in z direction (in case of electrodes of finite size, the effect of the omitted parts and that of the space-charge are substituted by the effect of auxiliary electrodes);
(v) consequent upon the conditions (iii) and (iv), the flow field is independent of coordinate z, therefore, the trajectory of a chosen electron can be described with planar polar coordinates; the current density has no component in z direction.

With the conditions stated in the foregoing, equation 30.8, the first integral of 30.9 (energy equation), and equation 30.10 become

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \varphi}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 \varphi}{\partial z^2} = -\frac{1}{\varepsilon_0} \rho
\]

37.1

\[
r^2 + r^2 \dot{z}^2 = 2 \eta \varphi
\]

37.2

\[
\frac{\partial}{\partial r} (qr\dot{r}) + \frac{\partial}{\partial z} (qr\dot{z}) = 0
\]

37.3

The statement that each of the unknown functions is dependent only on the variables, r and z, is an obvious consequence of the foregoing. Equations 37.2 and 37.3 suggest application of B. Meltzer’s method. The velocity field is non-rotational, this requirement is most easily satisfied by defining the velocity distribution as a gradient of a basic function \( W \)

\[
\dot{r} = \text{grad} W
\]

37.4

The potential is given with the help of equation 37.2, from the arbitrarily chosen \( W \), and must assume a constant value on the electrodes. We shall demonstrate that the basic function, \( f(z) \) being the function to be determined, of the form

\[
W = rf(z)
\]

37.5

satisfies the requirements. With regard to the equation

\[
\dot{r} = \dot{r}e_r + r\dot{z}e_z = \frac{\partial W}{\partial r} e_r + \frac{1}{r} \frac{\partial W}{\partial z} e_z
\]

37.6

we can calculate the velocity components \( \dot{r} \) and \( r\dot{z} \) representing the differentiation with respect to \( z \) by primes. Substituting these into equation 37.2, equation

\[
f^2 + f'^2 = 2\eta \varphi
\]

37.7

is obtained, from which it is evident that potential \( \varphi \) is independent of \( r \), thus e.g. the value \( \varphi_z = \text{constant} \) pertains to the value \( z_z = \text{constant} \). But \( \alpha_z = \text{constant} \) is exactly the equation of the surface representing the anode.
Differentiating equation 37.7 and substituting into 37.1

\[ \frac{1}{\eta r^2} (f''^2 + ff'' + f''^2 + f'f'''') = -\frac{1}{\varepsilon_0} \phi \]

Expressing \( \phi \) from equation 37.8 and substituting into 37.3, we obtain the differential equation referring to \( f \)

\[ (f - f''')(f^2 + f''')'' - f'(f^2 + f''')''' = ff''^2 + f^2f'' - f''^3 - 4f''^2f' - 4f'f''f''' - f''^2f^{(VI)} = 0 \]

The characteristics of the flow field derivable from the single function \( f(z) \) are given in the following, similarly to the basic flow cases

\[ \phi(z) = \frac{1}{2\eta} (f^2 + f''^2) \]

\[ v_r(z) = \dot{r} = f \]

\[ v_\sigma(z) = r\dot{\sigma} = f' \]

\[ \phi(r, \sigma) = -\frac{\varepsilon_0}{\eta} (f''^2 + ff'' + f''^2 + f'f'''') \frac{1}{r^2} \]

\[ j_r(r, \sigma) = -\frac{\varepsilon_0}{\eta} (f''^2 + ff'' + f''^2 + f'f'''') \frac{f}{r^2} \]

\[ j_\sigma(r, \sigma) = -\frac{\varepsilon_0}{\eta} (f''^2 + ff'' + f''^2 + f'f'''') \frac{f'}{r^2} \]

\[ E_r(r, \sigma) = -\frac{\partial \phi}{\partial r} = 0 \]

\[ E_\sigma(r, \sigma) = -\frac{1}{r} \frac{\partial \phi}{\partial \sigma} = -\frac{1}{\eta} (f + f''') \frac{f'}{r} \]

\[ F_r(r, \sigma) = -eE_r \equiv 0 \]

\[ F_\sigma(r, \sigma) = -eE_\sigma = m(f + f''') \frac{f'}{r} \]

Since in basic flow cases the trajectories were straight lines with known positions, determination of the equation of the trajectories was not necessary. In case of space-charge flow between non-parallel planes, the trajectories are, however, generally curves, knowledge of which is necessary for the applications. From the ratio of equations 37.11 and 37.12 we have

\[ \frac{\dot{r}}{r\dot{\sigma}} = \frac{1}{r} \frac{dr}{dx} = \frac{f}{f'} \]
Integrating \([r_0 = r(z_0)]\)

\[
r(z) = r_0 \exp \left[ \int_{z_0}^{z} \frac{r}{f} \, dz \right]
\]

The current is obtained from equation 34.4, with an anode-plate height of \(L\) in the direction of \(z\), and a length of \(R_2 - R_1\) in the direction of \(r\)

\[
I = \int_{0}^{L} \int_{R_1}^{R_2} j_z(r, z_2) \, dr \, dz =
\]

\[
= - \frac{\varepsilon_0 L}{\eta} (f'' + f'f'' + f'' f'' + f') \bigg|_{z=z_2}^{R_2} \frac{dr}{r^2} =
\]

\[
= - \frac{\varepsilon_0 L(R_2 - R_1)}{\eta R_1 R_2} (f'' + f'f'' + f'' f'' + f') \bigg|_{z=z_2}
\]

Finally, the solution of the differential equation 37.9 must be given. The coefficients pertaining to the conditions of space-charge limited flow

\[
q(0) = 0; \quad q'(0) = 0
\]

are calculated by the series-expansion method applied in § 35. From these conditions, the new conditions

\[
[f(0) + f''(0)]f'(0) = 0; \quad f''(0) + f''(0) = 0
\]

are obtained with the use of equations 37.10 and 37.17. On the cathode the electrons may have zero velocity, giving rise to the conditions

\[
f(0) = 0; \quad f'(0) = 0
\]

by using equations 37.11 and 37.12. Due to the first equation of 37.24, \(f''(0)\) may be chosen as an arbitrary value. Therefore, with the arbitrary constant \(N\), the first three coefficients of the Taylor series are

\[
f(0) = f'(0) = 0; \quad f''(0) = N
\]

As a result of the calculation, the following coefficients have been obtained

\[
f'''(0) = 0; \quad f^{(IV)}(0) = - \frac{8}{13} N; \quad f^{(V)}(0) = 0;
\]

\[
f^{(VI)}(0) = \frac{5602}{5239} N; \quad f^{(VII)}(0) = 0; \quad f^{(VIII)}(0) = - \frac{338938288}{6560427731} N
\]
Using the calculated coefficients

\[ f(z) = N \left\{ \frac{1}{2} z^2 - \frac{1}{39} z^4 + \frac{2801}{1886040} z^6 - \right. \]
\[ \left. - \frac{21183643}{16532277882120} z^8 + \ldots \right\} = N S(z) \]

where the function appearing in brackets is denoted with \( S(z) \). The value of the constant \( N \) will be definite when the specification

\[ \varphi(z_2) = \varphi_2 \]

is made

\[ N = \left[ \frac{2 \eta \varphi_2}{S^2(z_2) + S''^2(z_2)} \right]^{1/2} \]

With the determined value of \( N \), the space-charge limited current \( T \) (the abbreviation of the expression of the constants) is obtained from equation 37.22

\[ T = 2 \gamma 2 \varepsilon_0 \sqrt{\eta L (R_2 - R_1)} \]

\[ I = T \left[ \frac{S'^2(z_2) + S(z_2)S''(z_2) + S''^2(z_2) + S'(z_2)S'''(z_2)}{[S^2(z_2) + S''^2(z_2)]^{3/2}} \right] q_2^{3/2} \]

Now the entire flow field (with all characteristics) is known. Owing to lack of space, we do not give the flow-field characteristics as functions of \( \varphi_2 \), since with the help of equation 37.32, they can readily be written similarly to the basic cases.

38. THE FIELD OF THE SPACE-CHARGE FLOW IN THE VICINITY OF A GIVEN PLANE SURFACE

The axially symmetric flow has been chosen, since the practical significance of this case is beyond doubt the greatest, and with the help of equations 30.8, 30.9, 30.10, the schematic investigation of the problem can be performed [98].

Let us now consider a circular plate of finite diameter, which emits electrons. The flow pattern will be axially symmetric, and therefore we write our equations in an axially symmetric system. In the axially symmetric system the velocity vector is

\[ \mathbf{v} = r \mathbf{e}_r + r \mathbf{e}_\theta + \mathbf{e}_z \]

The components of the velocity vector are now functions of the position. The potential equation in the axially symmetric system is

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \varphi}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 \varphi}{\partial \theta^2} + \frac{\partial^2 \varphi}{\partial z^2} = - \frac{1}{\varepsilon_0} \]

\[ I = T \left[ \frac{S'^2(z_2) + S(z_2)S''(z_2) + S''^2(z_2) + S'(z_2)S'''(z_2)}{[S^2(z_2) + S''^2(z_2)]^{3/2}} \right] q_2^{3/2} \]
The equations of motion in the axially symmetric system are

\[ \frac{\partial r}{\partial r} + r \frac{\partial}{\partial z} \left( \frac{1}{r} \frac{\partial r}{\partial z} \right) + \frac{\partial}{\partial \varphi} \frac{\partial}{\partial \varphi} = \eta \frac{\partial}{\partial \varphi} \]  

\[ \frac{\partial}{\partial r} + \frac{\partial}{\partial z} \left( \frac{1}{r} \frac{\partial (rz)}{\partial \varphi} \right) + \frac{\partial}{\partial z} \frac{\partial (rz)}{\partial z} = \eta \frac{1}{r} \frac{\partial}{\partial z} \]  

\[ \frac{\partial}{\partial r} + \frac{\partial}{\partial z} \left( \frac{1}{r} \frac{\partial z}{\partial \varphi} \right) + \frac{\partial}{\partial \varphi} \frac{\partial}{\partial \varphi} = \eta \frac{\partial}{\partial \varphi} \]

The continuity equation in the axially symmetric case is

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \varphi \right) + \frac{1}{r} \frac{\partial}{\partial \varphi} \left( r \varphi \right) + \frac{\partial}{\partial \varphi} \frac{\partial}{\partial \varphi} \frac{\partial}{\partial \varphi} = 0 \]

There is no energy equation among the basic equations; however, owing to its simplicity, we are using it. The energy equation in the axially symmetric system is

\[ r^2 + r^2 \varphi^2 + \varphi^2 = 2 \eta \varphi \]

Owing to the axially symmetric flow pattern, no function is dependent on \( \varphi \). Equations 38.1 to 38.7 become, therefore, greatly simplified. Since we have now four unknown functions, we must choose four independent equations from among the simpler equations yielded, and we choose the four simplest. Using the simplifying method of writing \( r = u \) and \( \varphi = v \), the four equations for the determination of the four unknown functions are

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \varphi \right) + \frac{\partial^2}{\partial z^2} \frac{\partial^2}{\partial z^2} = - \frac{1}{\varepsilon_0} q \]

\[ u \frac{\partial u}{\partial r} + v \frac{\partial u}{\partial z} = \eta \frac{\partial}{\partial r} \]

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \varphi \right) + \frac{\partial}{\partial z} \left( \varphi \right) = 0 \]

\[ u^2 + v^2 = 2 \eta \varphi \]

Any misunderstanding will be avoided if we write the functions and their variables

\[ q = q(r, \varphi); \quad \varphi = \varphi(r, \varphi); \quad u = u(r, \varphi); \quad v = v(r, \varphi) \]

We now differentiate equation 38.11 with respect to \( r \) and compare it with equation 38.9. The result of the comparison is

\[ \frac{\partial u}{\partial z} = \frac{\partial v}{\partial r} \]
II. SPACE-CHARGE FLOW

The characteristics of the flow field are given by their infinite series (using the parity requirements already known)

\[ q = \sum_{n=0}^{\infty} q_{2n}(z) r^{2n} \] 38.14

\[ q = \sum_{n=0}^{\infty} q_{2n}(z) r^{2n} \] 38.15

\[ u = \sum_{n=0}^{\infty} u_{2n+1}(z) r^{2n+1} \] 38.16

\[ v = \sum_{n=0}^{\infty} v_{2n}(z) r^{2n} \] 38.17

The axial component of the current density is given by a separate series

\[ j_z = \varphi v = \sum_{n=0}^{\infty} j_{2n}(z) r^{2n} \] 38.18

We now wish to determine the space-charge limited flow, and we, therefore, choose the initial conditions

\[ q(r, 0) = 0; \quad q'_r(r, 0) = 0 \] 38.19

from which the following conditions are obtained relevant to the coefficients of equation 38.14

\[ q_{2n}(0) = 0, \quad n = 0, 1, 2, \ldots \] 38.20

\[ q'_{2n}(0) = 0, \quad n = 0, 1, 2, \ldots \] 38.21

On the cathode surface \((z = 0)\) the electrons may have no velocity and hence, using equations 38.16 and 38.17

\[ u_{2n+1}(0) = 0, \quad n = 0, 1, 2, \ldots \] 38.22

\[ v_{2n}(0) = 0, \quad n = 0, 1, 2, \ldots \] 38.23

are obtained.

In the case of space-charge limited flow the electron velocity on the cathode surface is zero and the space-charge density is infinite but in such a way that their product is of finite (limit) value. This well-known fact imposes the following prescriptions on the coefficients contained in equation 38.18

\[ j_{2n}(0) = C_{2n}, \quad n = 0, 1, 2, \ldots \] 38.24

where \(C_{2n}\) indicates a constant. The finite value of the current density is also expressive, since when calculated from equation 34.4, the current emitted by the (finite-sized) cathode, a finite value is to be obtained.
Now we substitute equations 38.14 and 38.15 into 38.8, with the result
\[ \varphi_{2n+2} = -\frac{1}{4(n+1)^2} \left( \varphi'' + \frac{1}{\varepsilon_0} \varphi_{2n} \right), \quad n = 0, 1, 2, \ldots \ 38.25 \]
Substituting equations 38.16 and 38.17 into 38.13, the result is
\[ v_{2n} = \frac{1}{2n} u'_{2n-1}, \quad n = 1, 2, \ldots \ 38.26 \]
Using the transformation [Chapter I: 49]
\[ \sum_{\mu=0}^{\infty} a_{\mu} x^\mu = \sum_{n=0}^{\infty} \sum_{k=0}^{n} a_k b_{n-k} x^n \]
the following are obtained by 38.10, taking 38.26 into consideration
\[ \sum_{n=0}^{\infty} u_{2n+1} r^{2n+2n} + \sum_{n=0}^{\infty} u_{2n+1} r^{2n+1} + \sum_{n=0}^{\infty} 2 n q_{2n} r^{2n-1} + \sum_{n=0}^{\infty} q_{2n} r^{2n} \sum_{n=0}^{\infty} (2n+1) u_{2n+1} r^{2n} + \sum_{n=0}^{\infty} j'_{2n} r^{2n} = 0 \]
\[ u_{2n+1} = -\frac{j'_{2n}}{2(n+1)q_0} - \frac{1}{\eta} \sum_{k=1}^{n} q_{2k} u_{2n+1-2k}, \quad n = 1, 2, \ldots \ 38.28 \]
From equation 38.18, with the series 38.15 and 38.17, the transformation 38.27, and taking into consideration 38.26
\[ q_{2n} = \frac{j'_{2n}}{v_0} - \frac{1}{2v_0} \sum_{k=0}^{n-1} \frac{1}{n-k} q_{2k} u'_{2n-1-2k}, \quad n = 1, 2, \ldots \ 38.29 \]
is obtained.
Using 38.27, the series 38.16 and 38.17 are squared and substituted into equation 38.11. The identical satisfaction of this system of equations results in
\[ \varphi_0 = \frac{1}{2v_0^2} (n = 0) \]
\[ \sum_{k=0}^{n-1} u_{2k+1} u_{2n-1-2k} + \sum_{k=0}^{n} v_{2k} v_{2n-2k} - 2n q_{2n} = 0, \quad n = 1, 2, \ldots \ 38.31 \]
Substituting equation 38.25 and 38.26 into 38.31 we have
\[ \varphi''_{2n-2} = -\frac{1}{\varepsilon_0} \varphi_{2n-2} - \frac{4n^2}{n} v_0 v_{2n} - \frac{2n^2}{\eta} u_1 u_{2n-1} - \]
\[ -\frac{2n^2}{\eta} \sum_{k=1}^{n-1} u_{2k+1} u_{2n-1-2k} + \frac{1}{4k(n-k)} u_{2k-1} u'_{2n-1-2k}, \quad n = 1, 2, \ldots \ 38.32 \]
For equation 38.32 the rule 5.55 must be taken into consideration.
Between the functions \( q, \phi, u, v, j_z \) unknown in flow problems, equations 38.8, 38.9, 38.10, 38.11 and 38.18 gave the relations. Between the coefficients figuring in the unknown functions, the systems of equations 38.25, 38.26, 38.28, 38.29 and 38.32 indicate the relations (equation 38.30 is supplementary). By giving the \( n \) indices of the equations of increasing values, the unknown coefficients, functions, can be determined. Two facts, however, must be noted: equation \( j_0 = \phi_0 v_0 \) must figure among the equations, and they include not only differential equations, but algebraic equations also.

Seven equations with ten unknown functions pertain to the first step of the solution, therefore, three functions may be chosen arbitrarily; conditions 38.20 to 38.24 must naturally be enforced. The three arbitrarily chosen functions indicate the numerous flow types which may be formed. For example, we can give the velocity distribution \((u, v)\) of the electrons leaving the cathode and the current density \( j_0 \). The work \([98]\) gives an example calculated throughout for an actual case.

39. OTHER CASES AND PROBLEMS RELATING TO SPACE-CHARGE FLOW

Discussion of the more complex space-charge flow problems (which, in the majority of cases, can be written only with two or three variables) is difficult, due to the mathematical problems involved. Investigation of the transient space-charge flow falls beyond the scope of our subject matter, and therefore we are dealing with steady space-charge flow only. Fortunately, we are able to use the space-charge concept, as an approximation, instead of separate treatment of the very numerous particular particles, since in our case the mutual repulsion of electrons may be written with continuous space-charge approximation. Even with steady flow, the exact solution of the space-charge problem counts as a rarity. The space-charge field-density functions, intensity functions, naturally can easily be derived from the precise solution, even in the case of non-laminar space-charge flow, planar or spatial motions, as for example space-charge distribution, which is obviously non-uniform space-charge distribution. Knowledge of the space-charge flow solution enables, for example, the calculation of space-charge density and thereby calculation of the charge, or calculation of potential, and hence the electric field calculation. Direct calculation of the axis potential is possible with the practically most important axially symmetric space-charge flow. For example, the calculation of space-charge flow gives the degree of electric condensation, or in the space-charge limited case, the infinite space-charge density. Although infinite space-charge has appeared at several points on the cathodes, in reality this cannot appear. Consequently, space-charge calculation in a region quite close to the cathode cannot be performed with the given equations. In any case, electric compression is realised with symmetrical arrangements, in which case the diagram of flow lines yields the semi-angle of beam convergence. Non-space-charge limited current seldom occurs from the partial space-charge conditions. The solution of this flow is more difficult than that of the space-charge limited flow, since fewer homogeneous conditions exist among the related conditions. The majority of space-charge flow tasks display plane-, cylindrical and spherical symmetry, and among the flow types, principally axial, radial and azimuthal space-charge flows occur. The investigation of turbulent flows belongs on the one hand to the analysis of space-charge flows, and on the other hand, to the consideration of space-charge flow perturbations. Turbulence investigation is necessary in the first place for validity control of our approximative calculations, and flow perturbations are investigated for determination of a dimension, or the permissible deviation in practice of any characteristic value. It should be mentioned further that complex formulation of space-charge flow equations also occurs.

In cases which cannot be exactly solved, approximative solutions of space-charge problems are sought. Similarly to other subject matters, in the field of space-charge flow,
digital computers form a mainstay and determine the arithmetical solutions of space-charge flow equations. Space-charge simulation is no longer a formidable task, and calculations of space-charge flow can be performed with ease. Flow computation also opens the way to current density computation or to recognition of charge distribution. Computations can be performed in almost arbitrary symmetry cases. For example, axially symmetric flow, radial flow etc. can be determined. Both numerical computations and exact calculations can be employed for solution of special tasks, for example a potential maximum plane can be determined, e.g. in a given region without boundary; or the time of flight between two points.

Within the subject matter of space-charge flow, measurements are also of significance, in addition to exact and approximative calculations. Let us consider in the first place that we are not always able to solve a given problem with accuracy, and secondly that the given problem may be complex to such a degree that instead of numerical calculation, a solution by measurement may be quicker and less costly. As already seen in the headings dealing with field measurements, methods are available which enable potential plotting or measurement of electric field strength. With methods of measurements iteration, the possibility is opened for measurement of current density, and this already provides the possibility of current intensity measurement. With knowledge of the flow field velocity distribution (this appears automatically in the iterations) the space-charge density measurement has in fact been performed.

Space-charge flow forms a fine example of electron physics from the theoretical aspect, and is widely employed. The low-, medium- and high-power flows which, issuing from low-, medium- and high-power guns realise the low-, medium- and high-power beams, represent the practical raw material for solution of the technical tasks. A thorough knowledge of all behaviours and properties of the charged particles is indispensable for proper setting of equipment operating with electron beams, and efficiency enhancement in the event of further developments. In the first place, it is important to know the regularities of thermionic emission, since the emission brings about the space-charge flow medium. This subject matter, however, is not included in the material covered by the present book, and is only referred to. It is most important to know that emission is constrained by temperature. Arbitrary current cannot be taken from the emitting surface, since the electron current density is univocally determined by the cathode temperature, with knowledge of the emitting material work function. Temperature-dependent current-density limit forms one of the reasons why curvilinear motions are permissible instead of rectilinear motions, and it became necessary to resort to low-, medium- and high-convergence flows. These flows originate in sequence from low-, medium- and high-convergence guns, and induce low-, medium- and high-convergence beams relative to the gun region. The position is further complicated and although the cathode is equipotential, the cathode temperature distribution is not constant on the cathode surface, and therefore the cathode emission density is also not constant. A non-uniform emission density emerges instead of the uniform emission density. The geometric faults of the cathode surface inhomogeneities appearing in the material form sources of further faults, where e.g. smoothness of emission cannot be realised. These (and other unmentioned) symptoms encumber the calculation of current density.

In addition to the temperature-limited current, space-charge limitation also occurs. With a given gun type, a certain current value—the space-charge limited current—expressly pertains to the geometrical dimensions
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and the potential distribution arising. The limited current value is maximum, and from the given gun type, only the maximum current or a smaller current can be drawn. Limited flow within the given sense can take place only if limitation caused by the temperature is not yet effective.

The applications demanded employment of a triode gun (etc.) in addition to the diode gun. Due to the effect of the edges and the anode aperture, and the further electrode in the case of the triode, the potential distribution and with it the field-strength distribution deviate from the ideal. The cathode loading is not uniform since the limiting current density varies from point to point on the cathode surface, and for example in the case of axially symmetric systems we speak of emitting radius on the cathode, in addition to which there is no further emission. Then, with knowledge of the emitting radius, the total net current leaving the cathode gives only the mean cathode loading and nothing is known of the peak cathode loading. The net current found in the electron flow naturally varies with the electrode voltage. The current limitation caused by the space-charge was the other reason for being compelled to employ conical flows originating from converging electron guns, and appearing as converging electron beams in the gun region. It is interesting to note that the semi-angle of the beam cone is greater than 90° in radially injected currents too.

Unfortunately, we are continually meeting the limit concept in the subject matter of space-charge flow. A new important limit concept is thermal limitation. With regard to its origin we shall give later a few words concerning the Langmuir bounding expression giving the thermal velocity limit, according to which the current density in a given plane cannot exceed a maximum value. This vitally important limitation which was determined in 1937 with regard to the Langmuir flows induced by thermal electrons [213], can easily be derived from the sine law attributed to Abbé (1873), but actually derived by Clausius (1863) and later by Helmholtz (1873). As, for example, homogeneous initial velocity distribution does in effect not occur, and inhomogeneous initial velocity distribution is general, similarly, the current distribution emitted by the cathode is also not homogeneous. Angular current distribution can be written with approximation as Lambert’s law of emission, meaning in fact that the current density value in a given direction is proportionate to the cosinus of the angle subtended by the surface normal. The initial velocities of the electrons carrying the current are naturally removed from the uniform initial velocities and are definitely non-uniform velocities. In practice, the Maxwellian initial velocity distribution is used. Together with the Maxwellian emission equation all data are now available for the derivation of the Abbé theorem from the conservation of energy principle.

As has already been seen, the thermal velocities limit the current density obtainable on a given surface. It would be in vain to design various low-, medium- and high-density electron guns based on the basic equations of space-charge flow, the current density of the resultant low-, medium- and high-density electron flow would not attain the designed values. Therefore, the design work must be refined, and the thermal velocities must be taken into account as new factors. The measurement results demonstrate that the
calculated values closely approach reality with regard to low-, medium- and high-current density flows, if the thermal velocity is taken into account. The results are practically faultless, when taking into account the Maxwellian distribution. It is customary to perform the calculations of the electron beams with paraxial approximation, although the conditions of paraxiality are almost never fulfilled. Besides the optical theory [Chapter VI: 327] of beam calculations, the single-velocity electron beam is introduced as an approximation, and single-velocity analysis [Chapter VI: 318], although the electron beam is in fact a multi-velocity electron beam, for the investigation of which a multi-velocity analysis is necessary. Without doubt, the latter method will provide the most reliable results for low-, medium- and high-current flows.

Supplementary to the concrete material of the preceding paragraphs, comments are given herewith, to aid formation of a more general understanding. These comments are based upon the available literature.

Attention is drawn first to an article [27] of historical interest, appearing under a) of the bibliography, which deals with the generation of space-charge flow medium—electron multitude—with the aid of thermionic emission. The communication published in 1903, about seventy years ago, clearly demonstrates, on the one hand, the immeasurable value of the pioneer work and, on the other hand, the zeal and equivalent scientific knowledge of the successors. The successors enjoyed the backing of the pioneers and can now prepare for planetary orbiting. The problem of emission is highly complicated, and now also engages the attention of researchers. As an example we mention article [6], in which it is established that current from rough-surface cathodes is limited by breakdown.

Study of space-charge flow is of interest in obtaining a theoretical basis for the design of electron guns. These guns include for instance, the medium current gun, or more frequently the high-current gun, according to the practical demand. We may add that with increasing applications, the low current or low-current density guns are gaining a more significant role. With consideration of the medium values, knowledge of a medium voltage electron flow enables design of the medium voltage electron gun. As regards other fields, again a knowledge of space-charge flow data enables theoretical recognition of diode characteristics or triode characteristics. Attention is drawn to some of the more important among the many problem groups, by reference to respective articles. The design of electron guns may be performed with consideration of the space-charge [16], for application in equipments requiring laminar beam [4], for obtaining high compression [13], for attainment of high $\mu$ (with non-intercepting current control grids) [2], for reduction of beam noisiness [25] (multi-anode types; potential minimum away from the cathode), for hollow beam-producing guns [1], as applied in ion engines, etc.

The practical application of space-charge flow is facilitated by scaling to a considerably greater degree than is suggested by the respective brief part of the present book. The characteristics of the derived tube can already be known from simple calculations: this represents an advantage which has induced the researchers to conduct thorough elaboration of the details of
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this subject matter. The two main cases of scaling are those without consideration of thermal velocities and those involving thermal velocities. Two sub-cases of the first main case: scaling without initial velocities and without space-charge, or respectively scaling without initial velocities and with space-charge. The two sub-cases of the second main case are: scaling with initial velocities and without space-charge, or respectively scaling with initial velocities and with space-charge. From among the series of communications dealing with scaling, mention should be made of work [11, 12] performed earlier and by an author known from achievements also in other fields [19]. These works are being continued [17], and are now dealing with the most varied fields (energy converters) of application [22]. Following the example of cathode-ray tubes, a highly detailed communication [23] treats the problem of scaling, and a special article is devoted to transverse scaling [15]. The majority of book publications provide information on scaling, as for example the recently published book [5].

Among the books figuring in item a) of the bibliography, in addition to those dealing directly with space-charge flow [3, 26, 28], those treating fluid mechanics and hydrodynamics are undoubtedly of the greater importance [21]. Due to the close connection between space-charge and fluid flow, the methods and theses of hydrodynamics can generally be applied without any change. Similarly, the connection between plasma physics, and principally thermal flow is also close, and this enables the aid of plasma physical methods [7, 30]. The works [9, 10] review, on the one hand, the peripheral field of emission phenomenon, and, on the other hand, that of gas discharges (plasma physics). Further volumes investigate gun design [24], vacuum tubes (equivalent diodes; thermal triodes; etc.) [29], the base of electron motion [14], capacity reduction caused by space-charge [20], a certain space-charge flow case (a cylindrical cathode between two parallel plane anodes) as a part of contents [8], and related problems.

Reference is made to summarised publications, under item b) of the bibliography. These include article [33], the first summary. The publication [32] covers a wide field, while article [35] presents a brief, albeit very excellent summary of the subject matter. A summary of earlier results of thermal flow is given in the article [36]. A large-scale review of the same field is presented in the paper [34], and the summarised publication [31] covers the entire field of dense electron beams, including thermal cases also.

Recently, the space-charge flow occurring in simultaneously acting electromagnetic fields has been increasingly dealt with [Chapter VI: 255]. The relative basic equations provide relations between eight unknown functions

\[ \Delta \varphi = - \frac{1}{\varepsilon_0} q \]  \hspace{1cm} (39.1)

\[ \Delta \mathbf{A} = - \mu_0 q \mathbf{r} \]  \hspace{1cm} (39.2)

\[ \text{div } (q \mathbf{r}) = 0 \]  \hspace{1cm} (39.3)

\[ (\text{Grad } \mathbf{r}) \cdot \mathbf{r} = \eta \text{grad } \varphi - \eta \mathbf{r} \times \text{curl } \mathbf{A} \]  \hspace{1cm} (39.4)
The eight unknown functions are: \( q, \phi, \) the three components of \( \mathbf{r} \), the three components of \( \mathbf{A} \). The above system of equations is highly complex (among others, it is non-linear), yet it is widely investigated, principally in general curvilinear coordinate systems. The 'paraxial equations of space-charge flow' have been derived [Chapter VI: 255].

We now mention that we can speak of 'paraxial' space-charge flow only if all the characteristics are known in a space section close to any surface, representing boundary condition, and not in the entire region.

However, in the literature the focusing problems of electron beams based upon a curvilinear central trajectory are named incorrectly (see reference [124] given in the bibliography for Chapter I) 'problems of paraxial space-charge flow'. For discussion of focusing problems relating to a curvilinear central trajectory, essentially the same data are necessary as for discussions of problems of focusing based on a rectilinear central trajectory: the central trajectory, the course of the potential and its derivatives along the central trajectory, the magnetic and the electric field along the central trajectory. Knowledge of the data permits the determination of the electron trajectories near to the central trajectory, but in the paraxial case only; for example, in the axially symmetric case discussed in the present work the data are: (central trajectory) axis \( z \), axis potential, axis induction.

Looking at the problem from another angle, this statement will again be recognised. The potential along the central trajectory can be given only with knowledge of the entire flow pattern, since the resultant potential is given by summation. On the other hand, if the potential is already given, determination of the flow field cannot be considered, only that of the focusing problem.

The thermal velocities must also be taken into consideration, in addition to the magnetic field, if we desire a better approach to reality. Although the problem of space-charge flow without thermal velocity has been dealt with in general, investigation of the discussed flow, taking into consideration thermal velocities, is still failing in such basic cases as space-charge flow between concentric spheres, with Maxwellian velocity distribution. The effect of thermal velocities is considerable, investigation of these effects is therefore important, and will represent the timely investigations of the present and the future.

In the following we shall present further literature information, and we refer to item \( c \) of the bibliography. A number of articles on space-charge flow has been published in the literature. In numerous cases the problems of basic flow have been solved and the specific functions have been recalculated.

The most important flow problems form the subject matter of § 34, 35 and 36. These problems represented the commencement, following which not only theoretical, but articles relating to experimentation also appeared [96]. We make mention of the articles dealing with flow between planes [52, 99-101], flow between cylinders [47, 102, 125], flow between spheres [37, 103, 128].

The flow cases listed are such where the electron trajectories are straight lines. In the case of electrodes of other form the flow is curvilinear. Non-
parallel planes [79, 141] are dealt with, the flow between non-coaxial cylinders [55, 77], and the effects caused by deviations resulting in practice are taken into consideration. Flow between electrodes of other form are also dealt with [8, 69], including several which may give more precise information relative to operation of the classical electron tubes [72, 73, 97]. The flow of non-space-charge limited flow between planes [40, 43, 49] and between cylinders [57, 58, 78] also form the subjects of research. The transit time between planes [53], cylinders [63, 65], spheres [66] can be calculated with the help of the references given.

The following works deal with generally valid laws e.g. $3/2$ law, relative to flows [33, 42, 64, 142]. Numerous articles deal also with curved-line flows and flows between non-real electrodes [94, 133, 143]. The same subject matter is dealt with under a different name in the articles discussing non-laminar flows [Chapter I: 198] and flows in magnetic fields [93; Chapter VI: 255]. Other articles are also presented, which discuss, for example, calculation of potential distribution pertaining to a given space-charge distribution [51], approximation methods [81, 82, 111, 123], complex variable method of description [90], method of separating variables [95, Chapter I: 236], numerical calculation methods [106], capacity calculations [20], determining whether the desired flows are possible [108], properties of three-dimensional flow [129], calculation of equivalent diodes [140], and azimuthal flow between spheres [144]. Computers may also be employed [Chapter I: 193].

Among the information required for discussion of space-charge flow is the problem of whether the individual interaction between the electrons may or may not be neglected. By calculations [38, 118] and experiments [39] it has been confirmed that the individual intereffect may be neglected. Virtually all space-charge flow results are valid for small-dimension flows only [116], among others they are not valid for large-size diodes, and the Pierce gun designing method can also not be employed if the beam diameter is large. Basic equations describing the flow are available within the limits of validity [48, 135], and the general equations of space-charge flow are available even in the time-dependent case [86, 127]. The communication [83] gives the space-charge flow differential equation written by the action function, with additive separation. In article [137] the action-function method is employed in several flow cases, as for example with the thin-grid wire placed opposite the cathode, or the effect of the anode hole in the planar diode. In article [92] the action-function-method is considerably more generalised, and, for example, the toroidal gun is derived from the cylindrical gun. The articles [117, 120, 121] deal with space-charge flow occurring along the orthogonal trajectories of the equipotential surfaces. This type of flow occurs rarely. Communication [114] deals with curvilinear space-charge flow; and similarly, the single-component space-charge flow is treated in article [115]. The papers [54, 70], together with others, endeavour to determine the shape of the electrodes from the prescriptions given along the central trajectory. Viewing the problem in principle, it is our opinion that the electrode shape cannot be determined from the central trajectory prescriptions, and therefore such statements should be considered
erroneous. In connection with this, we are again presenting a brief perspective of the subject.

Mistakes of this type, unfortunately, are fairly frequent. Formation of the mistakes is due to the fact that the structure of numerous flows is somewhat simple, and in the cases employed most in practice these can be described using one or two variables. Nevertheless, either one or two variables, the flows remain space flows. Electric-magnetic phenomena are automatically of space, and, e.g., introduction of the planar electric field is an abstraction only (for example, conformal mapping). Choosing the electric field as an example, the spatial, i.e., the real potential field cannot be determined univocally from the potential distribution given by a planar or even a spatial curve. Surface integrals cannot be substituted by line integrals. This is true even if one of the variables is constant and integration is reduced to multiplication: in this case only one line integral is apparently calculated. When in the axially symmetric case the potential is given along a curve, in the meridian plane, it is in fact given on a surface of rotation. In the plane-symmetric case, when given along the generating curve, it corresponds to being given on a cylinder surface. If we now consider the closed surfaces, it becomes apparent that the form of the given curves cannot be arbitrary. A further difficulty is that neither the path nor the potential distribution and the field-strength distribution along the path, nor the induction distribution along it can be taken arbitrarily, since interrelations exist between them. Details of this problem are given in the candidature thesis, by the author of this chapter [Chapter I: 124]. It is interesting to note that the majority of the mistakes in the subject matters discussed in the book are due to inadequate knowledge relating to the potential theory. In the first chapter: at the field calculations, boundary conditions given on closed surfaces are required for unique solution of the elliptic equations occurring in field calculations; in the second chapter: potentials given with the help of quadratures can be obtained only at the cost of surface integral calculations, and line-integrals cannot be employed. This latter is true either the field is plane- or axially symmetric. The fact that with knowledge of the axis potentials, or axis-induction (values given on one ‘curve’) the potential may be calculated with regard to each point of the space, or the field strength with closed expressions also, appears as contradictory to the foregoing. This fact is actually a structural property of the axially symmetric or the plane-symmetric field—see also the quadrupole field—, but first the axis potential or the axis induction must be determined with the use of boundary conditions. These may not be posited arbitrarily since the field calculated from these does not necessarily (but may accidentally) satisfy Laplace’s equation, namely the field calculated with their aid is neither an electric nor a magnetic field.

Now let us view the problem of electrode-shape determination from a different aspect. First, we refer to the energy equation 17.16 given in the first chapter. On the left side of the equations is a one-variable (time) vector function, a time derivative of the vector-scalar function describing the path. On the right-hand side of the equation, apart from a constant multiplier, is the potential. This potential, however, is not of three, but of
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only one variable, since the potential values have to be calculated in the path curve points given in the function of time. However, the equation may be taken as suitable for calculation of the potential, i.e. for determination of a three-variable function. This conception is obviously erroneous, since a three-variable function, the potential, and through this the electrode shape can in no case be obtained from the one-variable function on the left side of the equation. Between the sharply distinguished subject matters of focusing and space-charge flow, already at the beginning of the present chapter, the problem of electrode shape determination with expectations of uniqueness and success can occur in the latter only. In spite of the foregoing it is not denied that with arbitrary data, or with approximating intentions only, more or less useful results can be obtained. We now revert to a review of the more interesting articles dealing with the problems of space-charge flow.

The space-charge flow task has already been solved with regard to the toroidal diode [75], from which the cylindrical and the spherical diode emerge as a marginal case. Solution with approximation of the space-charge flow between inclined plane electrodes is also accessible [80]. Space-charge flow between non-symmetrical electrodes is investigated in the paper [124]. As an item of interest we mention investigation of space-charge flow occurring in triodes [50] and tetrodes [109]. Knowledge of the axially symmetric space-charge flow from finite-dimension planar cathodes is of great importance in the near cathode space section [98]. The space-charge problem has been solved for example, between infinite planes, from a cathode of r radius [105]. Investigations have been conducted of the flow picture, when the angle of the beam forming electrode deviates from the Pierce angle [107]. Article [134] deals with beam investigations, assuming that the beam originates from a Pierce gun. According to article [74] the space-charge flow equations are solved by digital computers, but also electrolytic tank measurements are used for determining the electrodes of the hollow beam. Communications [61, 88] deal with magnetron-injection guns and flows emerging from these with consideration of low-voltage and low-noise guns [146]. The paper [138] investigates the effect of the planar diode anode hole in the case of dense electron beams. The communication [89] treats the solution of curvilinear space-charge flow tasks by separation, and also numerical calculations. An older [46] and a later [87] paper deal with space-charge flows occurring in crossed fields, and the guns developed from these. Communications [60, 145] deal with calculation of space-charge flow originating from cone-formed cathodes serving for producing hollow beams.

Finally, we give an account of the subject matter of the more important articles listed under d) in the bibliography.

The real cases of space-charge flow are in connection with thermal velocities. Basic knowledge relating to limitations caused by temperature can be obtained from the articles [34, 213, 227], while the effect of simultaneous presence of the magnetic field is discussed in article [149]. Effects caused by thermal velocities are of considerable significance and therefore discussions of this subject matter were commenced earlier and numerous articles have been published [155, 182, 242]. The basic cases consist of the homogeneous
and the Maxwellian velocity distribution. Flow between planes, with homogeneous thermal velocities appear in articles [183, 226, 230], and with Maxwellian thermal velocities, in articles [187, 188, 259]. The case of cylinders with homogeneous thermal velocities is dealt with in the articles [157, 160, 176], and with Maxwellian thermal velocities, in articles [33, 154, 258]. Flow between spheres is at present accessible only with homogeneous thermal velocities [158, 161, 203]. Numerous works deal with the problem of stability. Some of these are: [229, 239, 260]. Finally, transit time [195, 256], Q factor [217] and other problems are also dealt with in works [177, 255, Chapter VI: 322].

Current density integrals (tabulated form) were presented in paper [240] fairly long ago. The work [199] of experimental nature again presents the phenomenon of current limitation. One early illustration of the difficulties presented by thermal velocities is related to the projection kinescope [216]. Communication [228] demonstrates that the limiting stable current increases in the presence of positive ions, which decrease the effect of the negative space-charge. The flow characteristics are given in the function of space-charge, thermal velocity and transit time in the compilation [211].

The diploma thesis [219] presents the potential distribution forming in the hollow cylinder in the case of radially injected current. Article [249] presents the results of computations performed by computer during investigation of thermal diode instability and the related noise, in the one-dimensional case. Communication [224] investigates the planar diode flow field as related to the Langmuir limit (Maxwellian thermal velocity). The investigation of instability and noise is presented with calculations in the communication [220], in the one-dimensional case. Work [164] also deals with instabilities, with consideration of plasma converters. This is a uniformed and summarised discussion, in the case of arbitrary currents and initial velocities between planes, cylinders and spheres [251]. Current limit, neutralisation and stability in the presence of a longitudinal magnetic field are investigated in the paper [150]. Communication [170] is of theoretical character in which multi-velocity electron flow is discussed as single-velocity flow, using the method of stress-tensor approximation. A later stability and noise calculation (one-dimensional case) is presented in papers [181] and [165]. The limit caused by thermal velocity is investigated in paper [218], with consideration of current density. Neutralisation is indispensable for ion-plasma engines, as given in the communication [252] according to results based on two-dimensional calculations. The great significance of the Langmuir limit is indicated by the fact that the paper [171] investigates influences caused by space-charge.
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In this chapter electron guns, i.e. systems producing electron beams with high current density, are briefly surveyed.

In cathode-ray tubes, electron microscopes, etc. we have currents from a few microamperes to several milliamperes, while the voltages are several kilovolts. Such electron beams may be produced by systems consisting of a cathode, a \textit{Wehnelt}'s cylinder and an accelerating electrode. Electrons leaving the cathode are focused by the electric field of the \textit{Wehnelt}'s cylinder and the accelerating electrode. At the same time the electrons gain sufficient energy from the accelerating field, to produce the beam. For the calculation of such systems approximative methods are mostly used. We shall not deal with these methods here. The reader can find adequate data in the literature \cite{1-10}.

With the appearance of the microwave tubes, electron-beam technology, etc. electron beams with high currents and relatively low voltages became necessary. In these beams space-charge plays a role of great importance. Electron guns used for low-current beams are not suitable for producing high-current electron beams. It was necessary to look for a new principle.

It was J. R. Pierce who solved this problem ingeniously. The \textit{Pierce} gun has become almost the unique solution of the problem. Up to now, no significant fundamental idea has appeared in this field. However, great progress has been achieved in improvement of the guns, by taking new effects into account and developing new methods of calculation. For this reason we shall consider in detail the theory and different types of the \textit{Pierce} gun.

40. THE BASIC PRINCIPLE OF THE PIERCE GUN

We have dealt with the theory of space-charge flow in Chapter II. If we consider only a certain group of particles in the flow, i.e. a beam taken out of the flow, while the other electrons are abandoned, the form of the beam will be altered by the absence of the abandoned space-charge. It was Pierce’s idea in 1940 \cite{36} to represent the influence of the electrons of the region outside the beam by the electric field of electrodes with suitably chosen forms and potentials. In that way an electron beam of arbitrary form may be produced if only we can find a suitable space-charge flow, of which the given beam may be taken out.

The electron flow inside the beam should be exactly the same as it was when the beam was surrounded by the electrons of the region outside the beam. Obviously, we can achieve this requirement only by using additional forces in the charge-free region. The conditions of the electron flow will not be altered if the following requirements are satisfied:

(i) The potential distribution inside the beam should be determined by the original space-charge flow.

(ii) There should not exist forces in the beam acting normally to the direction of the flow.
These requirements are valid inside the beam as well as at its boundaries. If one solves the Laplace equation

$$\Delta \varphi = 0$$

for the charge-free region surrounding the beam with these boundary conditions, the distribution of the electric field representing the abandoned flow can be calculated. With the knowledge of this distribution one can determine the electrode shapes of the Pierce gun. This is the complete solution of the problem.

The solution of Laplace’s equation with the boundary conditions of the above type is the well-known Cauchy problem. This problem can be solved in terms of tabulated functions only in a few instances [31, 38]. It can be shown that, if there exists a solution, this is the only solution. The solution is usually highly sensitive to the alterations of the boundary conditions [34]. The solution is given in most cases in the form of a convergent series. It is also possible to transform the problem into a Dirichlet problem. Numerical solutions are less convenient, in our opinion, for this type of problem because of the above-mentioned sensitivity to the alterations of the boundary conditions. However, an advantage of this sensitivity can be mentioned: minor alterations of the electrode shapes (especially the shape of the electrode held at higher potential) by technological reasons do not cause considerable disturbances in the operation of the gun: the beam adjusts itself to the new electrodes.

Thus, the Pierce gun consists of a cathode emitting the electrons (this is usually an oxide-coated cathode) and electrodes, the shapes of which are determined by the above method. The shape of the cathode depends on the form of the given beam, i.e. the kind of the space-charge flow taken as a starting point. The emission of the cathode must be very high. The design of an electron gun is based on the 3/2-power law of the space-charge flow (see § 32). This means that the accelerating voltage determines the current of the beam produced by an electron gun with given geometric dimensions.

The most practically important types of electron guns will now be surveyed. We shall consider electron beams only with straight edge trajectories, so the appropriate kinds of rectilinear space-charge flow will serve as starting points. We should like to emphasise that our treatment of electron guns is based on the approximations outlined in the Preface and stated in detail in § 47. The most important of these approximations is that the influence of the initial velocity distribution of the electrons (thermal velocities) is neglected.

(A) ELECTRON GUNS PRODUCING PARALLEL BEAMS

41. PRODUCTION OF STRIP ELECTRON BEAMS

For its simplicity, the Pierce gun producing strip electron beams will be considered first [35, 36]. (Strip beams are used in some types of microwave tubes.) The strip beam is formed by electrons moving along parallel...
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rectilinear paths. The cross-section of the beam is a rectangle extended in the direction of the $x$ axis (figure III.1). The space-charge forces are practically not acting in that direction (with the exception of the edges), so the whole analysis can be limited to the $(y, z)$ plane. This is the case if the condition

$$W \gg y_0$$

is satisfied (see figure III.1).

![figure III.1](image_url)

It is obvious in this case that we must start from the rectilinear space-charge flow between two parallel boundless planes (§ 34). The two conditions given in § 40 require in this case that at the edge of the beam, i.e. in the plane $y = 0$:
1. the potential distribution should be given by 34.34 and
2. the field strength should not have a component in the $y$ direction.

Thus, the problem is to solve the Laplace equation

$$\frac{\partial^2 \varphi}{\partial y^2} + \frac{\partial^2 \varphi}{\partial z^2} = 0$$

with the following boundary conditions

$$\varphi(0, z) = \Phi(z) = Az^{4/3}$$
$$\frac{\partial \varphi}{\partial y} \Big|_{y=0} = 0$$

41.1

41.2
where

\[ A = \left( \frac{9I}{8\sqrt[3]{\rho} y e_0 W y_0} \right)^{2/3} = 5.69 \times 10^3 \text{ [Vm}^{-4/3}\text{]} \quad 41.3 \]

Solving this equation we obtain the electric field distribution necessary for the production of a strip beam. The electrode shapes are to be calculated from this distribution. The result does not depend on the beam width; the boundary conditions are the same in the plane \( y = -2y_0 \), so the result of the solution will also be the same at the opposite edge of the beam.

The solution of this problem is given by [2]

\[ q(y, z) = \text{Re}[(\Phi(z + iy) + \Phi(z - iy))] = \frac{1}{2} [\Phi(z + iy) + \Phi(z - iy)] \quad 41.4 \]

This potential distribution can be realised by two pairs of suitably shaped electrodes (figure III.1). Usually, one pair of electrodes adjoins the cathode held at zero potential while the other adjoins the anode held at potential \( U_0 \). Our task is to determine the equipotential surfaces as the electrode shapes coincide with these surfaces. Let us substitute 41.2 for \( \Phi \) in 41.4, obtaining the following expression

\[ q(y, z) = \text{Re}[A(z + iy)^{4/3}] \quad 41.5 \]

If \( R \) is the absolute value and \( z \) is the argument of the complex number \( z + iy \) we have

\[ R = (y^2 + z^2)^{1/2} \quad \text{and} \quad z = \arctan \frac{y}{z} \quad 41.6 \]

Using this notation, the following well-known formula can be written as

\[ (z + iy)^{4/3} = R^{4/3} \left( \cos \frac{4}{3} z + i \sin \frac{4}{3} z \right) \]

Hence

\[ q(y, z) = AR^{4/3} \cos \frac{4}{3} z \quad 41.7 \]

is the solution of equation 41.1. Substituting \( q = \text{const.} \) in 41.7 we obtain the form of the equipotential surfaces.

The electrode held at zero potential adjoins the cathode which is situated at the origin of the coordinate system used in figure III.1. The electrode shape is determined by 41.6 and 41.7 as follows

\[ z = \arctan \frac{y}{z} = \frac{3}{4} \pi \left( 2k + 1 \right) \quad 41.8 \]
Considering the value of the integer \( k \) to be equal to zero we find that the section of the zero potential electrode by the plane \((y, z)\) is a straight line starting from the origin and having an angle of

\[
z = \frac{3\pi}{8} = 67.5 \text{ deg}
\]

with the \( z \) axis. The value 67.5 deg is characteristic of all Pierce guns: although the zero potential electrode is not plane in other cases, this electrode always reaches the beam boundary at the same angle [38]. The influence of an alteration of this initial angle has been investigated [33].

Substituting \( k = 1 \) in 41.8 we obtain \( z = 202.5 \text{ deg} \); the equipotential line is continued in the third quadrant (figure III.2). Expression 41.8 is not valid for \( k \geq 2 \).

Let us suppose that the plane of the anode held at potential \( U_0 \) is situated at a distance \( d \) from the cathode. Then, using 34.43, one can rewrite 41.3 as follows

\[
A = \frac{U_0}{d^{4/3}}
\]

The equation of the \( U_0 \) equipotential surface is

\[
U_0 = \frac{U_0}{d^{4/3}} R^{4/3} \cos^{4/3} z
\]

Taking 41.6 into consideration, this equation can be rewritten as follows

\[
\left[ \left( \frac{z}{d} \right)^2 + \left( \frac{y}{d} \right)^2 \right]^{2/3} \times \cos \left[ \frac{4}{3} \arctan \left( \frac{y}{d} \right) \right] = 1
\]

It is obvious from the form of this expression that the shape of the equipotential surface does not depend on \( U_0 \) and \( d \). This means that the second electrode can be separated from the cathode by any distance and held at any potential. Thus, the \( U_0 \) potential electrode starts from the point with coordinates \((0, d)\). Its shape will be determined by the solution of the transcendental equation 41.12.

Substituting \( \varphi = aU_0 \) in equation 41.7 we obtain

\[
\left[ \left( \frac{z}{d} \right)^2 + \left( \frac{y}{d} \right)^2 \right]^{2/3} \times \cos \left[ \frac{4}{3} \arctan \left( \frac{y}{d} \right) \right] = a
\]

The shape of an arbitrary equipotential surface is determined by this equation (\( a \) being an arbitrary real number). We should like to note that calculating the value of \( z = \arctan \left[ \left( \frac{y}{d} \right) \left/ \left( \frac{z}{d} \right) \right. \right] \) one must always take into
consideration the quadrant in which the given point with coordinates $(y, z)$ is situated.

The shapes of the equipotential surfaces calculated by the above method are shown in figure III.2 [35].

There exists a relationship between the parameters of the gun and the electron beam, derived from 34.42

$$ P = \frac{I}{U_0^{3/2}} = \frac{8\gamma^2\eta e_0 W y_0}{9d^2} = 4.67 \times 10^{-6} \frac{W y_0}{d^2} \text{[AV}^{-3/2}] $$

where $P$ is the ratio of the beam current and the $3/2$ power of the accelerating voltage. This ratio is usually called the *perveance* of the system. Expression 41.14 gives us the characteristic property of a *Pierce* gun, i.e. the perveance of the beam produced by an electron gun is fully determined by the geometric dimensions of the gun and the beam. Except for geometric data, only the current or the voltage can be given arbitrarily; the other value follows from the given parameters. Naturally, this argument is also valid inversely: the relationship between geometric data of the electron gun being fully determined by the perveance. This means that only four of the five parameters in 41.14 can be given as starting data for the gun design.

It also follows from 41.14 that the maximum value of the beam perveance is about $10^{-6} \text{ A/V}^{3/2}$ in this type of electron gun. This is so because $y_0 \ll d$ and the beam width $W$ is usually of the same order of magnitude as the distance $d$. 
Thus, the gun consists of a flat cathode in the form of an extended rectangle, a pair of zero potential electrodes (beam-forming electrodes) and a pair of electrodes held at potential $U_0$ (see figure III.1). (Negative equipotentials can also be chosen for the beam-forming electrodes). This system enables the rectilinear motion of the electron beam emitted by the cathode to be normal to its surface direction, parallel with the axis.

A gun of this type produces a strip electron beam with given cross section moving in the direction of the $z$ axis and accelerated to a voltage $U_0$.

We have to draw the reader's attention to a very important circumstance. This treatment is strictly valid only when the beam moves between two plane surfaces. But this is possible only if the output slit of the gun is closed by a metal surface held at potential $U_0$; then the electrons cannot leave the gun. Because of this, a metal grid or mesh should be used at the output of the gun (see figure III.1). Although even this system has great disadvantages: it disturbs the potential and picks up a considerable part of the beam current. For this reason the grid is not used in practice. We introduce a slit between the two anode electrodes, instead of a surface held at potential $U_0$. Although this is not the case we have dealt with, if the slit is sufficiently narrow, the difference is not too great. In this case one can assume that the gun produces the same electron beam, with the output slit acting as a divergent lens. The larger the slit aperture $b$ compared with the distance $d$, the stronger the lens effect. This must be taken into account in the gun design.

The value of the focal length (defined as the distance between the principal plane and the respective focal plane of a lens) of a narrow slit is given by [4]

$$f = \frac{2U_0}{E_1 - E_2} + \frac{b}{2}$$

where $E_1$ and $E_2$ are the electric field strengths on the left and right side of the slit, respectively.

If there is a uniform potential $U_0$ after the anode electrodes, we have $E_2 = 0$. The value of $E_1$ can be calculated from 41.2 and 41.10. Hence

$$E_1 = -\frac{d\Phi}{dz}\bigg|_{z=d} = -\frac{4U_0}{3d} \text{ and } E_2 = 0$$

Naturally, these expressions are approximative because the anode slit has an effect on the potential distribution, too. We obtain from 41.15 and 41.16

$$f = -\frac{3}{2} \frac{d}{d} \left(1 - \frac{b}{3d}\right)$$

The focal length is negative (divergent lens), a divergent beam leaves the gun, and the spreading of the beam increases further due to space-charge forces in the uniform potential region (see § 54). For the calculation of the spreading, 41.17 should be substituted for the focal length and 41.14 for the
perveance in expression 54.12. Using 54.2, 54.3 and 54.7 one can obtain the form of the beam from 54.12. Thus, we have succeeded in separating the diverging effect of the slit and the space-charge effect from each other and the gun. This is an important method for simplifying the design of guns. It should once again be emphasised that this method is applicable only for small values of b/d.

If one wishes to maintain the cross section of the beam constant in the region behind the gun, a further focusing device must be used. This problem will be dealt with in detail in Chapters V and VI.

42. PRODUCTION OF CYLINDRICAL ELECTRON BEAMS

The rectilinear space-charge flow between parallel boundless planes can be used for the production of cylindrical beams. In this case a cylinder with constant radius r₀ is taken from the flow. The influence of the abandoned space charge is represented by the electric field of properly shaped electrodes (figure III.3) [35]. The system is axially symmetric, thus the cylindrical system of coordinates r, z is convenient: the whole analysis can be carried out using only two coordinates (r and z). In order to find the necessary electrode shapes we must solve the Laplace equation

\[
\frac{1}{r} \frac{\partial q}{\partial r} + \frac{\partial^2 q}{\partial r^2} + \frac{\partial^2 q}{\partial z^2} = 0
\]
in the region \( r_0 \leq r < \infty \) (\( r_0 \) is the radius of the beam). As in the previous case, we have the following two boundary conditions

\[
\begin{align*}
q(r_0, z) &= A z^{4/3} \\
\frac{\partial q}{\partial r} \bigg|_{r=r_0} &= 0
\end{align*}
\]

where

\[
A = \left( \frac{9I}{4\sqrt{2\pi} \eta \varepsilon \sigma_0^2} \right)^{2/3} = 5.69 \times 10^3 \, j^{2/3} \, [\text{Vm}^{-4/3}]
\]

Let us write the solution in the following way [15]

\[
q(r, z) = A z^{4/3} \sum_{n=0}^{\infty} \left( \frac{r_0}{z} \right)^n F_n \left( \frac{r}{r_0} \right)
\]

Thus, the problem is reduced to the determination of the functions \( F_n \). Let us calculate the appropriate derivatives of 42.4 and substitute them into equation 42.1 to obtain

\[
\sum_{n=0}^{\infty} \left( \frac{z^2}{r} \left( \frac{r_0}{z} \right)^n \frac{dF_n}{dr} + z^2 \left( \frac{r_0}{z} \right)^n \frac{d^2 F_n}{dr^2} + \right.
\]

\[
\left. + \left( \frac{1}{3} - n \right) \left( \frac{4}{3} - n \right) \left( \frac{r_0}{z} \right)^n F_n \right) = 0
\]

This equality is satisfied if the sums of the terms with like powers of \( z \) are equal to zero, i.e.

\[
\frac{1}{r} \frac{dF_0}{dr} + \frac{d^2 F_0}{dr^2} = 0
\]

\[
\frac{1}{r} \frac{dF_1}{dr} + \frac{d^2 F_1}{dr^2} = 0
\]

and

\[
r_0^2 \left( \frac{1}{r} \frac{dF_{k+2}}{dr} + \frac{d^2 F_{k+2}}{dr^2} \right) + \left( \frac{1}{3} - k \right) \left( \frac{4}{3} - k \right) F_k = 0
\]

\((k = 0, 1, 2, \ldots)\)

From the boundary conditions 42.2 we obtain

\[
\begin{align*}
F_0(1) &= 1 \\
F_{k+1}(1) &= 0 \\
\frac{dF_k}{dr}(1) &= 0
\end{align*}
\]

\[42.9\]
Using 42.9 we can easily find the solution of equations 42.6 and 42.7

\[ F_0 \left( \frac{r}{r_0} \right) = 1 \]  
42.10

and

\[ F_1 \left( \frac{r}{r_0} \right) = 0 \]  
42.11

Let us deal now with the solution of equation 42.8. It is seen immediately that for the case of odd indices the result is zero

\[ F_{2m+1} \left( \frac{r}{r_0} \right) = 0 \]  
42.12

\( m = 0, 1, 2, \ldots \)

The solution of equation 42.8 can be obtained by variation of constants in case of even indices

\[ F_2 \left( \frac{r}{r_0} \right) = - \frac{1}{9} \left[ \left( \frac{r}{r_0} \right)^2 - 2 \log \frac{r}{r_0} - 1 \right] \]  
42.13

and

\[ F_4 \left( \frac{r}{r_0} \right) = \frac{5}{648} \left\{ \left( \frac{r}{r_0} \right)^4 - 8 \left( \frac{r}{r_0} \right)^2 \log \frac{r}{r_0} - \frac{1}{2} \right\} - 4 \log \frac{r}{r_0} - 5 \]  
42.14

The functions \( F_2 \) and \( F_4 \) are listed in table III.1 for several values of \( r/r_0 \). (Values of \( r/r_0 < 1 \) will be needed in the next section.)

It can be seen from table III.1 and equation 42.4 that at large values of \( z \) and small values of \( r \) the series quickly converges. Thus, the equipotential surfaces near the beam edge and far from the cathode can be found with sufficient accuracy, neglecting the terms with powers \( n \geq 5 \) in the series

<table>
<thead>
<tr>
<th>( \frac{r}{r_0} )</th>
<th>( F_1 \left( \frac{r}{r_0} \right) )</th>
<th>( F_4 \left( \frac{r}{r_0} \right) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>-0.4016</td>
<td>0.0342</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.2508</td>
<td>0.0166</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.1103</td>
<td>0.0039</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.0423</td>
<td>0.0006</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.0096</td>
<td>0.0002</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>1.5</td>
<td>-0.0488</td>
<td>0.0088</td>
</tr>
<tr>
<td>2.0</td>
<td>-0.1793</td>
<td>0.0158</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.6448</td>
<td>0.2219</td>
</tr>
<tr>
<td>4.0</td>
<td>-1.3586</td>
<td>1.020</td>
</tr>
<tr>
<td>5.0</td>
<td>-2.3090</td>
<td>3.022</td>
</tr>
</tbody>
</table>
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42.4. Let us consider, for example, an equipotential surface which cuts the beam at a distance \( z_0 \) from the cathode. According to 42.2, the potential of this surface is equal to

\[
\varphi = A z_0^{4/3}
\]

Substituting this into 42.4 and taking the foregoing into account, we obtain

\[
\left( \frac{z_0}{r_0} \right)^{4/3} \approx 1 + \left( \frac{r_0}{z} \right)^2 F_2 \left( \frac{r}{r_0} \right) + \left( \frac{r_0}{z} \right)^4 F_4 \left( \frac{r}{r_0} \right)
\]

where the functions \( F_2 \) and \( F_4 \) are given in 42.13 and 42.14. Expression 42.15 determines the shape of an equipotential surface near the beam edge and far from the cathode.

Comparing 42.15 with 41.13, one notices an essential difference. In the case of the strip beam the electrode shape does not depend on the cathode-anode distance \( d \). However, in the case of the cylindrical beam we have obtained the electrode shape in \( r_0 \) units. That means that the form of the equipotential surface depends on the value of the ratio \( d/r_0 \), the value of \( d \) being independent of \( r_0 \).

The series 42.4 is divergent for small values of \( z \). Thus, the shapes of the equipotential surfaces near the cathode are to be determined in another way. If we restrict the analysis to the region near the beam edge, the solution of equation 42.1 will be as follows [15]

\[
\varphi(r, z) \approx A R^{4/3} \left\{ \cos \frac{4}{3} \pi + \frac{R}{4r_0} \left( \sin \frac{z}{3} - \frac{1}{7} \sin \frac{7z}{3} \right) + \left( \frac{R}{2r_0} \right)^2 \left( \frac{9}{28} \cos \frac{10z}{3} + \frac{3}{7} \cos \frac{4z}{3} - \frac{3}{4} \cos \frac{2z}{3} \right) \right\}
\]

where

\[
R = \sqrt{(r - r_0)^2 + z^2}
\]

and

\[
z = \arctan \frac{r - r_0}{z}
\]

Expression 42.16 is valid for \( R < r_0 \). We obtain the equation determining the shape of the zero potential electrode by making 42.16 equal to zero. This electrode adjoins the cathode, having an angle of 67.5 deg with the edge of the beam. In this case the plane section of the electrode is not a straight line.

We can determine the electrode shapes near the beam edge by means of the approximate expressions 42.15 and 42.16. The solution is more complicated for larger values of \( r \) [15, 38]. One can obtain the solution also by other
approximate methods [20, 27]. The shape of the anode electrode can be approximated to a spherical surface with a radius of curvature $6d$.

As we can see, the determination of the electrode shapes is a very complicated problem even in the case of an approximate solution. In fact, at best the solution is given in the form of a transcendental equation. It takes troublesome calculations to get actual numerical results from such a solution. For this reason the analog method which was also proposed by Pierce [36] is of great practical importance. He obtained the electrode shapes by means of an ordinary electrolytic tank, without any special technique for the simulation of space-charge. The method is very ingenious and simple. A piece of insulating material inserted in the electrolyte represents the electron beam. This insures that the radial component of the field will be zero, as the current lines in the electrolyte are always parallel to the boundaries of the insulating material near these boundaries. So, there will be no radial force at the beam edge.

The only task now is to insure the potential distribution determined by 42.2 along the beam edge. Suitably adjusting the shapes and positions of the electrodes in the tank, we have to measure the potential distribution along the insulating material, until it coincides strictly with that given by 42.2. We then have rectilinear parallel space-charge flow in the beam.

The shapes of the equipotential surfaces obtained in this way are shown in figure III.4 [35]. The two electrodes usually adjoin the cathode and the gun output held at potential $U_0$. The values of the potentials are not given in the figure, as the value of the ratio $d/r_0$ can be chosen arbitrarily (if the beam perveance is not given a priori) and the shape of the equipotential $U_0$ will be different in every case.

![Figure III.4](image-url)
The equipotential lines given in the figure closely coincide near the beam edge with those calculated by means of 42.15 and 42.16.

We should like to note that the potential distribution given by 42.2 can also be obtained by means of a series of suitably situated diaphragms [37].

The following relationship can be derived from 34.42 between the parameters of the gun and the electron beam under discussion

$$P = \frac{I}{U_0^{3/2}} = \frac{4\pi^2 \eta \epsilon_0 r_0^2}{9d^2} = 7.33 \times 10^{-6} \frac{r_0^3}{d^2} \text{ [AV}^{-3/2}] \tag{42.19}$$

As in most cases $r_0 \ll d$, the maximum value of the beam perveance cannot exceed $10^{-6} \text{ A/\sqrt{V}}$ in this type of electron guns. Naturally, only three of the four parameters in 42.19 can be given as arbitrary starting data for the gun design.

In this case the gun consists of a flat cathode of the form of a disc, a mostly zero potential beam-forming electrode and an electrode held at potential $U_0$. The electrodes are axially symmetric, their intersected axonometric projection is shown in figure III.3. This gun produces a solid cylindrical electron beam with given cross section moving in the direction of the $z$ axis and accelerated to a voltage $U_0$.

We should like to draw the reader’s attention once again to the fact that the above treatment is strictly valid only in the case when the beam moves between two plane surfaces. As in practice we have a hole in the anode electrode at the output of the gun, we will not have a surface held exactly at potential $U_0$. Though if the radius $R_0$ of the hole is small enough, the variation from this will not be great. In this case we assume that the gun produces the same electron beam but the hole in the second electrode acts as a divergent lens (circular diaphragm). The larger is the ratio of $R_0/d$, the stronger is the lens effect.

The focal length of a circular diaphragm is given by [4]

$$f = \frac{4U_0}{E_1 - E_2} + \frac{4R_0}{\pi} \tag{42.20}$$

where $E_1$ and $E_2$ are the electric field strengths on the left and right side of the diaphragm, respectively.

If we have a uniform potential $U_0$ behind the hole, the approximate expressions 41.16 can be used and

$$E_1 = -\frac{4U_0}{3d} \quad \text{and} \quad E_2 = 0 \tag{42.21}$$

We obtain from 42.20 and 42.21

$$f = -3d \left(1 - \frac{4}{3\pi} \frac{R_0}{d}\right) \tag{42.22}$$

The focal length of this divergent lens is nearly twice as large as that of the two-dimensional slit in case of a strip beam. The diverging effect of the hole is weaker.
Thus, a divergent beam leaves the gun. The spreading of the beam further increases due to space-charge forces in the uniform potential drift region. In this $U_0$ uniform potential region behind the gun the motion of the beam can be calculated using § 53. For the calculation of the spreading, 42.22 should be substituted for the focal length and 42.19 for the perveance in 53.30. Using values from table IV.2, 53.2, 53.3 and 53.24 we can obtain the beam profile from 53.30. Thus, we have separated the diverging effect of the hole and the space-charge effect from each other and both of them from the gun, in case of small values of the ratio $R_0/d$.

If we wish to maintain the cross section of the beam constant in the region behind the gun, a further focusing device must be used (see Chapters V and VI).

43. PRODUCTION OF HOLLOW ELECTRON BEAMS

Let us cut out a tubular beam confined by an external cylinder with radius $b$ and an internal cylinder with radius $a$ of the rectilinear space-charge flow between parallel boundless planes (figure III.5). The influence of the abandoned space-charge is to be represented by the electric field of properly shaped electrodes. This is a Pierce gun producing a hollow electron beam.

![figure III.5](image-url)
It is easy to see that this type is a special case of the gun producing a cylindrical electron beam.

Indeed, the *Laplace* equation 42.1 is to be resolved in the region outside the beam and the boundary conditions 42.2 are to be satisfied on the beam-edge surfaces, where

$$A = \left[ \frac{9I}{4\gamma^2\pi\eta\varepsilon_0(b^2-a^2)} \right]^{2/3}$$  \hspace{1cm} 43.1

Naturally, the solution will coincide with the results obtained in the previous section. The electrode shapes outside the beam will again be the same as shown in figure III.4. (Of course, in this case \(b\) must be substituted for \(r_0\).) In order to insure the given beam configuration it is necessary now to use electrodes also in the charge-free region inside the beam (figure III.5).

The electrode shapes inside the beam can be determined also from the results of § 42 substituting \(a\) for \(r_0\) in the formulae. The only essential difference between the external and internal electrodes is that \(r \geq b\) for the external electrodes, while \(r \leq a\) in case of the internal electrodes. That causes a difference in the shapes of the equipotential surfaces, although the same formulae can be used in both cases. The shapes of the internal equipotential surfaces determined by expressions 42.15 and 42.16 and table III.1 are shown in figure III.6 [15]. (The approximations lead in this case to very correct results because of smallness of \(r\).) It is seen in the figure that the zero potential electrode has an angle of 67.5 deg with the edge of the beam from inside, too. The values of the potentials are not given in this figure, either, as the shape of the equipotential \(U_0\) depends on the value of the ratio of \(d/a\).

\[ \text{figure III.6} \]

We have the following relationship between the parameters of the gun and the electron beam

$$P = \frac{I}{U_0^{3/2}} = \frac{4\gamma^2\pi\eta\varepsilon_0(b^2-a^2)}{9d^2} = 7.33 \times 10^{-6} \frac{b^2-a^2}{d^2} \hspace{1cm} [AV^{-3/2}]$$  \hspace{1cm} 43.2
Only four of the five parameters in 43.2 can be chosen arbitrarily. The maximum value of the beam perveance is relatively small in this electron gun type.

The gun consists of a flat cathode of the form of a ring, the external and internal beam-forming electrodes and the external and internal electrodes held at potential $U_0$. The section of the gun is shown in figure III.5. The gun produces a hollow electron beam with constant annular cross section moving in the direction of the $z$ axis and accelerated to voltage $U_0$.

The annular hole between the anode electrodes acts as a divergent lens in this case, too. The larger is the value of the ratio $[(b - a)/a]$, the stronger is the lens effect. A divergent electron beam leaves the gun. The spreading of the beam increases further due to space-charge forces. If we have a uniform potential region behind the gun the beam motion can be calculated by the use of § 55. If one wishes to maintain the cross section of the beam constant in the region behind the gun, a further focusing device must be used.

This type of electron gun is commonly used because hollow beams are desirable in many electron-beam devices. Electron guns producing hollow beams have been investigated by a number of authors [19, 21–23, 25, 30, 32, 41–43].

(B) ELECTRON GUNS PRODUCING CONVERGENT BEAMS

44. PRODUCTION OF PLANE-SYMMETRIC CONVERGENT BEAMS (WEDGE-BEAMS)

Let us suppose that we need a strip beam in which the electrons are moving not along parallel paths but along converging rectilinear paths. In this case we must start from the rectilinear space-charge flow between two coaxial cylinders (§ 35). We shall assume that the electrons flow from the external cylindrical surface held at zero potential and having a radius $R_k$ towards the internal cylinder held at potential $U_0$ with radius $R_a$. We shall use the rectangular Cartesian coordinate system, the $x$ axis of which is directed parallel to the common axis of the cylinders. If the length $L$ of the cylinders is large enough, the whole analysis can be carried out in the $(y, z)$ plane (figure III.7), normal to the axis.

Let us cut out a wedge with half angle $x_0$ of the system, so that the edge should coincide with the common axis of the cylinders. If we represent the influence of the abandoned space-charge by the electric field of properly shaped electrodes, the rectilinear space-charge flow inside the wedge beam will be maintained unaltered.

Naturally, the beam current $I$ will be smaller than the current occurring in § 35 because the cross section of the flow is smaller. The current density remains unaltered. Hence, the beam current can be calculated from the following expression

$$I = \frac{x_0}{\pi} I_t$$

44.1
where $I_t$ is the total current determined by expression 35.4. The relationship 44.1 must be taken into account in the following treatment.

For the determination of the electrode shapes it is convenient to introduce the polar coordinate system $R, \alpha$ the origin of which coincides with the intersection point of the common axis of the cylinders with the $y, z$ plane (figure III.7). We have

$$R = [y^2 + (R_k - z)^2]^{1/2} \quad \text{and} \quad \alpha = \arctan \frac{y}{R_k - z} \quad 44.2$$
The problem is then to solve the Laplace equation

\[ \frac{1}{R} \frac{\partial \varphi}{\partial R} + \frac{\partial^2 \varphi}{\partial R^2} + \frac{1}{R^2} \frac{\partial^2 \varphi}{\partial \alpha^2} = 0 \]  

in the region \( \alpha \geq x_0 \). (It is sufficient to find the solution only on one side of the beam because of the symmetry.) The boundary conditions require that at the beam edge forces should not act in the \( \alpha \) direction and the potential distribution should follow 35.10. Using 44.1 we obtain

\[ \varphi(R, \alpha_0) = BR^{2/3} [H(R)]^{1/3} \]  

and

\[ \frac{\partial \varphi}{\partial \alpha} \bigg|_{\alpha = \alpha_0} = 0 \]

where

\[ B = \left[ \frac{9I}{8\gamma^2 \epsilon_0 \eta L x_0} \right]^{2/3} \]

\( H(R) \) is the function determined by 35.21 and given in table II.3 \( (R_1 = R_k) \). The solution of the problem is given by [38]

\[ \varphi(R, \alpha) = \text{Re} \left\{ B \omega^{2/3} \sum_{n=1}^{\infty} b_n \omega^{n-1} \right\} \]

where

\[ \omega = \log \frac{R}{R_k} + i(\alpha - x_0) \]

and the first six values of the coefficients \( b_n \) are listed in table III.2. The solution has been found in another form by [13, 29].

The shapes of the equipotential lines are shown in figure III.8 [38]. The shape of the anode electrode held at potential \( U_0 \) depends on the value of the ratio \( R_k/R_0 \). The scale of the figure is given in \( R_k \) units.

**TABLE III.2**

<table>
<thead>
<tr>
<th>( n )</th>
<th>( b_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>0.1333</td>
</tr>
<tr>
<td>3</td>
<td>0.02444</td>
</tr>
<tr>
<td>4</td>
<td>0.003924</td>
</tr>
<tr>
<td>5</td>
<td>0.0005298</td>
</tr>
<tr>
<td>6</td>
<td>0.00006972</td>
</tr>
</tbody>
</table>
We have the following relationship between the parameters of the gun and the electron beam, using 35.30 and 44.1

\[
P = \frac{I}{U_0^{3/2}} = \frac{8\sqrt{2} e_0 \eta L \alpha_0}{9 R_a H^2(R_a)} = 4.67 \times 10^{-6} \frac{L \alpha_0}{R_a H^2(R_a)} \quad [A V^{-3/2}]
\]

The gun design should be carried out on the basis of this formula.

The gun consists of a cylindrical cathode, a pair of zero-potential beam-forming electrodes and a pair of electrodes held at potential \( U_0 \) (figure III.7). The gun produces a plane-symmetric electron beam moving in the direction of the \( z \) axis and accelerated to voltage \( U_0 \).

The diverging effect of the slit between the anode electrodes causes the angle of the beam edge with the \( z \) axis to be altered at the output of the gun. One can assume approximately that the divergent lens formed by the anode slit is superimposed on a convergent lens with focal length \( R_a \), for the beam was originally converging towards the axis. The resultant focal length of these two lenses determines the initial condition for the further motion of the electron beam. If there is a uniform potential region behind the gun, the beam motion can be described with the use of § 54. The convergence of the beam will gradually decrease due to space-charge forces until the beam becomes divergent [11, 28] (figure III.7). If we wish to get an electron beam with uniform cross section from the gun, the focusing device should be adjusted to the position of the minimum cross section of the beam \( (z_m) \).

45. PRODUCTION OF AXIALLY SYMMETRIC CONVERGENT BEAMS (CONICAL BEAMS)

This electron gun type will be analysed in detail because axially symmetric convergent beams are used the most frequently.

We shall start from the rectilinear space-charge flow between two concentric spheres (§ 36). We shall assume that the electrons flow from the
external spherical surface held at zero potential and having a radius $R_k$ towards the internal spherical surface with radius $R_a$ and potential $U_0$.

Let us cut out a cone of the system, with half angle $\theta_0$, so that the apex of the cone should coincide with the common centre of the spheres (figure III.9). In order to maintain the rectilinear space-charge flow, the abandoned space-charge must be represented by the electric field of properly shaped electrodes. By doing this one can see that a convergent axially symmetric electron beam will be formed in which the electrons will be moving along rectilinear paths.

The beam current $I$ will again be smaller than the current occurring in § 36 because the cross section of the flow is smaller. The solid angle of a cone with half-angle $\theta_0$ is equal to

$$\Omega = 2\pi(1 - \cos \theta_0)$$  \hspace{1cm} (45.1)

The cross section of this flow is to the cross section of the flow between total spheres as $\Omega : 4\pi$. The current density remains unaltered. Thus, the beam current can be calculated by the following expression obtained from (45.1)

$$I = \frac{1 - \cos \theta_0}{2} I_t$$  \hspace{1cm} (45.2)

where $I_t$ is the total current determined by 36.4. During the following treatment the relationships obtained in § 36 can be used but expression 45.2 must always be taken into account.

For the determination of the electrode shapes it is convenient now to introduce the spherical coordinate system $(\theta, \phi, z)$, the origin of which coincides with the common centre of the spheres (figure III.9). Then, because of the axial symmetry of the gun, the whole analysis can be carried out using only two coordinates $(R$ and $\theta)$. (The radius $R$ measured from the centre of the spheres should not be confused with radius $r$ measured from the $z$ axis!)

The problem is then to solve the Laplace equation

$$\frac{1}{R^2} \frac{\partial}{\partial R} \left( R^2 \frac{\partial \varphi}{\partial R} \right) + \frac{1}{R^2 \sin \theta} \frac{\partial}{\partial \theta} \sin \theta \frac{\partial \varphi}{\partial \theta} = 0$$  \hspace{1cm} (45.3)

in the region $\theta \geq \theta_0$. The boundary conditions require that at the beam edge forces should not act in the $\theta$ direction and the potential distribution should be determined by 36.9. Taking 45.2 into account we obtain

$$\varphi(R, \theta_0) = D[G(R)]^{4/3}$$

and

$$\frac{\partial \varphi}{\partial \theta} \bigg|_{\phi=\phi_0} = 0$$

where

$$D = \left[ \frac{9 I}{8 \sqrt{2\pi e_0} \eta} \right]^{2/3} \frac{I}{1 - \cos \theta_0}$$  \hspace{1cm} (45.4)
$G(R)$ is the function determined by 36.17 and given in table II.5 ($R_1 = R_k$). The approximate solution of the problem is given by [38]

$$
\varphi(R, \theta) \approx D \sqrt{\frac{\sin \theta_0}{\sin \varphi}} \omega^{1/3} \left[ \cos \frac{4\psi}{3} - \frac{2\omega}{5} \cos \frac{7\psi}{3} + \frac{3\omega}{56} (7 \cotan \theta_0 + \cotan \theta) \sin \frac{7\psi}{3} \right] + \frac{7\psi}{3}
$$

45.6
where
\[ \omega = \log \frac{R_k}{R} + i(\theta - \theta_0) \]

and
\[ \psi = \arctan \frac{\frac{\theta - \theta_0}{\log \frac{R_k}{R}}}{\log \frac{R_k}{R}} \]

The solution can be found also in other forms [16–18]. A very accurate solution obtained by complicated analytical and numerical calculations is given by [39]. Sensitive numerical methods have been used for the determination of the electrode shapes by [12, 14, 24].

Using the method described in § 42, the electrode shapes can also be determined by means of an electrolytic tank [26]. The shapes of the equipotential lines obtained in this way are shown in figures III.10–13 for four different values of \( \theta_0 \). The shape of the anode electrode held at potential \( U_0 \) depends on the value of the ratio \( R_k/R_a \). These values are given in the figures by the corresponding curves. The arrangement of the coordinate system depends on the value of the ratio \( R_k/R_a \).

The beam-forming electrode has always an angle of 67.5 deg with the beam edge. It should be remarked that from practical point of view the shape of the beam-forming electrode is to be formed with great accuracy;
the shape of the anode electrode is not so sensitive to alterations. Sometimes better results can be achieved by using a beam-forming electrode held at negative potential.

The perveance characterising the given gun as a function of the geometrical parameters can be obtained from 36.26 and 45.2:

\[ P = \frac{I}{U_{0}^{3/2}} = \frac{8\sqrt{2}\pi\varepsilon_{0}\eta}{9g^{2}(R_{a})} \frac{1 - \cos \theta_{0}}{G^{2}(R_{a})} = 14.67 \times 10^{-6} \frac{1 - \cos \theta_{0}}{G^{2}(R_{a})} \quad [\text{A}\sqrt{\text{V}^{-3/2}}] \quad 45.9 \]

The correspondence between the angle \( \theta_{0} \) and the ratio \( d/R_{k} \) at different values of the perveance are shown in figure III.14 [40]. The curves are calculated on the basis of expression 45.9. The values of the perveance are given by the corresponding curves in \( 10^{-6} \text{ A}\sqrt{\text{V}^{-3/2}} \) units. The parameter

\[ d/R_{k} = 1 - R_{a}/R_{k} \]

figures in 45.9 through the function \( G \). When the value of the ratio \( d/R_{k} \) increases, the value of \( G^{2} \) increases, too. The increase of the angle \( \theta_{0} \) causes the increase of \( (1 - \cos \theta_{0}) \). These facts have the following consequences:

(i) If the angle \( \theta_{0} \) of the convergence is given, the perveance decreases with the increase of \( d/R_{k} \).
(ii) If the value of $d/R_k$ is given, the perveance increases with the increase of $\theta_0$.

(iii) If the perveance is given, the greater is the value of $d/R_k$, the greater should be the value of $\theta_0$.

These consequences must be taken into consideration at the gun design. Thus, the gun consists of a spherical cathode, a beam-forming electrode and an anode electrode held at potential $U_0$ and situated at a distance $d$ from the cathode (figure III.9). The electrodes are axially symmetric. The gun produces an axially symmetric electron beam moving in the direction of the $z$ axis and accelerated to voltage $U_0$.

Let us now consider the beam profile in detail [35]. There is a diverging effect from the anode hole in this case, too. If we have a uniform potential region behind the gun, the beam spreading will occur due to space-charge forces. It should be remarked that at large values of the ratio $r_0/d$ (where $r_0$ is the radius of the anode hole) the anode hole cannot simply be considered as a thin divergent lens. In this case the field distribution between the anode and the cathode is sufficiently disturbed and the conditions of the space-charge flow are changed. This results in a considerable decrease of the value of the beam perveance in comparison with the value determined by expression 45.9.

We can generally assume that the expression 45.9 is valid until the diameter $2r_0$ of the anode hole is comparable with the cathode–anode spacing $d$. One can see from figure III.9 that

$$\frac{d}{R_k} = 1 - \frac{R_a}{R_k} = 1 - \frac{r_0}{R_k \sin \theta_0}$$  \hspace{1cm} 45.10

If $2r_0 = d$, we have

$$\frac{d}{R_k} = 1 - \frac{d}{2R_k \sin \theta_0}$$  \hspace{1cm} 45.11
Hence

\[ \frac{d}{R_k} = \frac{2 \sin \theta_0}{1 + 2 \sin \theta_0} \]  \tag{45.12}

The relation between \( d/R_k \) and \( \theta_0 \) is determined by 45.12 for the case \( r_0 = d/2 \). This function is given in figure III.14 by a dashed curve. Above the dashed curve (i.e. when the value of \( \theta_0 \) is larger or the value of \( d/R_k \) is smaller than the values corresponding to the curve) the perveance is smaller than that determined by 45.9, because the potential distribution is altered by the large anode hole. This also causes a considerable decrease in the current density at the vicinity of the beam axis. The maximum practical value of the perveance is about \( 10^{-6} \text{A/V}^{3/2} \) in this type of electron gun.

If the convergence angle \( \theta_0 \) is small enough, the anode hole can be assumed as a diaphragm. According to 42.20, its diverging effect can be taken into account as a divergent lens with focal length

\[ f = \frac{4U_0}{E_1 - E_2} + \frac{4r_0}{\pi} \]  \tag{45.13}

The distances are measured from the anode hole and the direction of the \( z \) axis is considered positive (figure III.9).

If the divergent lens and the space-charge forces did not act, the beam would converge towards the centre of the spheres. Thus, we can make the approximate assumption that the divergent lens is superimposed on a convergent lens with focal length \( R_a \). Let us denote the resultant focal length with \( F \). Then we have

\[ \frac{1}{F} = \frac{1}{R_a} = \frac{1}{f} \]  \tag{45.14}

The focal length \( F \) determines the initial condition for the further motion of the electron beam. If there is a uniform potential region behind the gun, we have \( E_2 = 0 \).

Let us determine now the value of \( E_1 \). Firstly, we shall differentiate 45.4 with respect to \( R \), obtaining

\[ \frac{d \phi}{dR} = \frac{4}{3} DG^{1/3}(R) \frac{dG}{dR} \]  \tag{45.15}

The values of the function \( G \) are listed in table II.5 in the form of \( G^2 \) against \( R_a/R \), consequently we shall slightly transform expression 45.15 to become

\[ \frac{d(G^2)}{d \left( \frac{R_k}{R} \right)} = \frac{d(G^2)}{dR} \frac{dR}{d \left( \frac{R_k}{R} \right)} = -2G \frac{R^2}{R_k} \frac{dG}{dR} \]  \tag{45.16}
whence
\[ \frac{dG}{dR} = - \frac{R_k}{2GR^2} \frac{d(G^2)}{d\left(\frac{R_k}{R}\right)} \] 45.17

We can rewrite expression 45.15 by using 45.17 and 36.27 in the following way
\[ \frac{d\psi}{dR} = - \frac{4U_0R_k}{6R^2G^{4/3}} \left(\frac{R_k}{R_a}\right) G^{2/3} \left(\frac{R_k}{R}\right) \frac{d(G^2)}{d\left(\frac{R_k}{R}\right)} \] 45.18

It is easy now to calculate the value of \( E_1 \). We obtain
\[
E_1 = - \frac{d\varphi}{dz} \bigg|_{z=0} = \frac{d\varphi}{dR} \bigg|_{R=R_a} =
\]
\[
= - \frac{4U_0R_k}{6R^2G^2} \left(\frac{R_k}{R_a}\right) \frac{d(G^2)}{d\left(\frac{R_k}{R_a}\right)}
\] 45.19

as the coordinate \( z \) is directed oppositely to \( R \) and originates from the centre of the anode hole. The values of the derivatives of \( G^2 \) can be determined numerically on the basis of table II.5.

For the calculation of \( E_1 \) we have just assumed that the potential distribution is not disturbed by the anode hole. This assumption is valid for small values of the angle \( \vartheta_0 \). The same assumption makes it possible to neglect the second term of the expression 45.13. Then, using 45.13 and 45.19 we can rewrite formula 45.14 for the resultant focal length as follows
\[
\frac{1}{F} = \frac{1}{R_a} - \frac{R_k}{6R_a^2G^2} \left(\frac{R_k}{R_a}\right) \frac{d(G^2)}{d\left(\frac{R_k}{R_a}\right)}
\] 45.20

This expression can be transformed to the following form
\[
\frac{R_a}{F} = 1 - \frac{R_k}{R_a} \frac{d\left(\frac{R_k}{R_a}\right)}{6G^2 \left(\frac{R_k}{R_a}\right)}
\] 45.21

The value of \( R_a/F \) versus \( R_k/R_a \) is plotted in figure III.15 [35]. If \( R_a/F \) is positive, a convergent electron beam leaves the gun. Naturally, \( R_a/F < 1 \) because of the diverging effect of the anode hole. It is seen in the figure that
the resultant focal length increases with the decrease of the ratio $R_k/R_a$, i.e. with the decrease of the cathode–anode spacing. When $R_k < 1.42R_a$ the beam becomes divergent ($R_a/F < 0$). In the limiting case of $R_k/R_a = 1.42$ the beam leaves the gun parallel to the axis. According to 45.10, in this case the cathode–anode spacing $d = 0.29R_k$. If $d/R_k < 0.29$, a divergent beam leaves the gun. This interval has less practical importance; it is shown as the hatched portion of figure III.14.

We have assumed that the value of the angle $\theta_0$ is small. But then, according to figure III.9, we can write

$$\theta_0 \approx \sin \theta_0 = \frac{r_k}{R_k} = \frac{r_0}{R_a}$$

where $r_k$ is the beam radius at the cathode. Hence

$$1 - \cos \theta_0 \approx \frac{\theta_0^2}{2} = \frac{1}{2} \left( \frac{r_0}{R_a} \right)^2$$

Substituting this into 45.9 we obtain

$$P = \frac{4\pi\varepsilon_0(2\eta)^{1/2}}{9} \frac{r_0}{R_a}^2 \frac{R_k}{R_a} = \frac{G^2 R_k}{R_a}$$

$$= 7.33 \times 10^{-6} \frac{r_0}{R_a}^2 \frac{1}{[AV^{-3/2}]}$$

45.22

Expressions 45.21 and 45.22 determine the initial convergence and perseverance of the beam, respectively. With knowledge of these values one can analyse the beam motion in the uniform potential region behind the gun on the basis of § 53. The diverging effect of the space-charge causes the spreading of the beam in this region. The initial radius of the beam in this region is equal to $r_0$, the dimensionless value of the initial convergence is determined by 53.30. Substituting 45.22 into 53.30 we obtain

$$Z = \frac{v^2}{3} \frac{z}{\left[ \frac{G^2 R_k / R_a}{R_a} \right]^{1/2}}$$  \hspace{1cm} 45.23

This is a convenient way to write the expression, as table II.5 gives values of $G^2$ versus $R_k / R_a$. The positive sign is to be considered before the square root.

Let us now substitute 45.23 into 53.30, giving the following result

$$R'_{0} = - \frac{3 \left[ \frac{G^2 R_k / R_a}{R_a} \right]^{1/2}}{v^2} \frac{R_a}{F}$$  \hspace{1cm} 45.24

where the value of $R_a / F$ is determined by 45.21 and $F = z_f$.

It is now easy to determine the beam configuration by the use of 53.24 and table IV.2 (see figure III.9).

According to 45.24 and 53.7 the following value corresponds to the minimum beam radius

$$R_{\text{min}} = \exp \left[ - \frac{9}{2} \left( \frac{R_a}{F} \right)^2 G^2 \left( \frac{R_k}{R_a} \right) \right]$$  \hspace{1cm} 45.25

The position of the minimum beam cross section can be characterised by the following expression derived from 45.24 and 53.23

$$Z_m = 2F^* \left\{ \frac{3 \left[ \frac{G^2 R_k / R_a}{R_a} \right]^{1/2}}{v^2} \frac{R_a}{F} \right\}$$  \hspace{1cm} 45.26

where $F^*$ is the function determined by expression 53.22. This function should not be confused with the focal length $F$ in the brackets.

The beam radius at the cathode is given by

$$r_k = r_0 \frac{R_k}{R_a}$$  \hspace{1cm} 45.27
Let us introduce dimensionless coordinates \( z/R_k \) and \( r/r_k \). From 45.23, 45.27 and 53.2, these coordinates can be determined as follows

\[
\frac{z}{R_k} = \frac{3 \left[ G^2 \left( \frac{R_k}{R_a} \right) \right]^{1/2}}{\sqrt{2} \frac{R_k}{R_a}} Z
\]

and

\[
\frac{r}{r_k} = \frac{r}{r_0} \frac{R}{R_k} = \frac{R}{R_a} \quad \text{for} \quad R = r/r_0.
\]

The following expression can be derived from 45.25 and 45.29 for the minimum beam radius

\[
\frac{r_{\text{min}}}{r_k} = \frac{R_{\text{min}}}{R_k} = \frac{B}{R_a} \exp \left[ - \frac{9}{2} \left( \frac{R_a}{F} \right)^2 G^2 \left( \frac{R_k}{R_a} \right) \right]
\]

The values of \( G^2 \) versus \( R_k/R_a \) are listed in table II.5. The values of \( R_a/F \) versus \( R_k/R_a \) are plotted in figure III.15 on the basis of 45.21. The value of \( r_{\text{min}}/r_k \) depends only on the cathode to anode radii. This function is calculated using 45.30 and plotted in figure III.16 [35]. The value of \( r_{\text{min}}/r_k \) diminishes with the increase of the ratio \( R_k/R_a \).

The distance of the minimum beam cross section from the anode related to the cathode radius is given by the following expression derived from 45.26 and 45.28

\[
\frac{z_{\text{m}}}{R_k} = \frac{3\sqrt{2} \left[ G^2 \left( \frac{R_k}{R_a} \right) \right]^{1/2}}{\sqrt{2} \frac{R_k}{R_a}} \left[ 3 \left[ G^2 \left( \frac{R_k}{R_a} \right) \right]^{1/2} \frac{R_a}{F} \right]
\]

Here again, the values of \( G^2 \) and \( R_a/F \) versus \( R_k/R_a \) can be found from table II.5 and figure III.15, respectively, and \( z_{\text{m}}/R_k \) depends only on the ratio of the cathode to anode radii. The function calculated on the basis of 45.31 is plotted in figure III.17 (continuous curve) [35]. The values of \( F^* \) have been calculated with the aid of table IV.2 In the same figure the quantity \( F/R_k \), i.e. the focal length without space-charge, is also plotted against \( R_k/R_a \) (dashed curve). This function is determined by the following expression

\[
\frac{F}{R_k} = \frac{1}{\frac{R_a}{R_k} \frac{R_k}{F} R_a}
\]

where the values of the ratio \( R_a/F \) are to be found in figure III.15.
It is seen from figure III.17 that the focal length without space-charge diminishes when $R_k/R_a$ is increased. At large values of $R_k/R_a$ the effect of the space-charge appears in the increase of focal length ($z_m > F$), for at large values of $R_k/R_a$ the value of $|R'_0|$ is also large, as follows from 45.24.
Of course, beside this effect the focal point turns into a round spot, the radius of which is determined by 45.30. The larger the value \( R_k/R_a \), the smaller the difference between \( F \) and \( z_m \).

At small values of \( R_k/R_a \) the value of \( |R'_{0}| \) is also small, and in this case space-charge forces cause a dispersion of the beam before the locus of the focal point present in the absence of space-charge \((z_m < F)\). If \( R_k/R_a = 1.42 \) the beam leaves the gun parallel to the axis, i.e. \( F \rightarrow \infty \) and \( z_m = 0 \).

The relation between \( r_{\text{min}} \) and \( z_m \) is rather complicated. If the value of the ratio \( R_k/R_a \) decreases, \( r_{\text{min}} \) increases, but \( z_m \) initially increases and then decreases. Naturally, \( F > R_a \), but both \( z_m > F \) and \( z_m < R_a \) are possible.

Let us consider an example: \( R_k = 30 \text{ mm} \) and \( r_k = 5 \text{ mm} \). For this case the values of \( R_a \), \( F \), \( z_m \) and \( r_{\text{min}} \) are listed against \( R_k/R_a \) in table III.3.

<table>
<thead>
<tr>
<th>( R_k ) (mm)</th>
<th>( R_a ) (mm)</th>
<th>( F ) (mm)</th>
<th>( z_m ) (mm)</th>
<th>( r_{\text{min}} ) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.6</td>
<td>18.8</td>
<td>104</td>
<td>9.0</td>
<td>3.0</td>
</tr>
<tr>
<td>2.0</td>
<td>15.0</td>
<td>36.6</td>
<td>28.8</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>12.0</td>
<td>23.1</td>
<td>29.4</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Thus, the beam profile behind the electron gun can be accurately calculated. The accuracy is determined by the physical assumptions, the calculations themselves are rigorous. The focusing device for the maintenance of the given constant cross section of the electron beam should be adjusted generally to the position of the minimum cross section of the beam \( z_m \).

The anode-hole problem is a fundamental problem of the electron gun design, especially at large values of the convergence angle \( \vartheta_0 \). This problem has been treated by many authors [44—57]. Although the influence of thermal velocities is not considered in this book, it must be pointed out once again that the above theory is valid only if the beam parameters are determined by space-charge. It is a very difficult problem to take both space-charge and thermal velocities into consideration [61, 64] but a limit up to which the beam parameters are mainly determined by space-charge can be estimated relatively easily. The calculations give the following result [35]: at cathode temperature 1160 °K the critical value of the accelerating voltage is

\[ U_{0 \text{ crit}} = 0.1 \left[ \frac{r_k^2}{0.39 \sin^2 \vartheta_0} - 1 \right] \text{[V]} \]

The above approximate theory is valid only in the case of \( U_0 > U_{0 \text{ crit}} \). In this case the influence of space-charge is stronger than the influence of thermal velocities. If \( U_0 < U_{0 \text{ crit}} \), the influence of thermal velocities is
stronger than the influence of space-charge. Expression 45.33 must be taken into account at the gun design.

The value of $U_{ocrit}$ depends on the angle $\theta_0$ and the ratio $R_k/R_a$, i.e. it is fully determined by the geometrical dimensions of the gun. If the ratio $R_k/R_a$ is increased, the value of $r_k/r_{min}$ increases and $U_{ocrit}$ becomes larger. On the other hand, the smaller is the value of the angle $\theta_0$, the larger is the value of $U_{ocrit}$. The function $U_{ocrit}$ versus $R_k/R_a$ calculated by means of 45.33 for four values of $\theta_0$ is given in figure III.18 [35]. The values of $\sin \theta_0$ are given on the curves. It is seen from the figure that the space-charge theory described in this chapter is valid only for small values of the ratio $R_k/R_a$.

The effect of thermal velocities in electron guns has been investigated in detail by [49, 58-64].
We shall briefly summarise now how the design of an electron gun can be carried out. We have six parameters: the beam perveance $P$, the convergence angle $\theta_0$, the cathode radius $R_k$, the anode radius $R_a$, the minimum beam radius $r_{\text{min}}$ and the position $z_m$ of the minimum beam cross section. These parameters are connected by the correlations given in figures III.14, 16 and 17. This means that only three of the six parameters can be given arbitrarily (this, of course, does not mean that any three parameters can be used as starting data!). The values of the three other parameters can be determined from the figures. It is also necessary to take into consideration figure III.18 in order to determine whether our design formulae are applicable. Attention should also be paid to the fact that in figure III.14 only the non-hatched region below the dashed curve is suitable for this method of calculation. Thus, it is desirable to have a small value of the angle $\theta_0$ and a large value of the ratio $R_k/R_a$. This is also required to achieve small values of $r_{\text{min}}/r_k$, but here there is a contradictory requirement: the ratio $R_k/R_a$ should be small in order to achieve a large value of the perveance and also for the reasons seen in figure III.18. Consequently, the requirements are to be considered carefully and a compromise solution taken for the design of an electron gun. If a compromise is not possible, the effect of thermal velocities and of the large anode hole must be taken into account. The reader can find sufficient data for these problems in the literature referred to in this chapter.

Example

Let us design an electron gun with the following starting data: beam current $I = 10$ mA, anode voltage $U_0 = 600$ V, convergence angle $\theta_0 = 20$ deg and the minimum beam radius behind the gun $r_{\text{min}} = 0.25$ mm.

We shall first calculate the beam perveance

$$P = \frac{I}{U_0^{3/2}} = 6.8 \times 10^{-7} \text{A/V}^{3/2} < 10^{-6} \text{A/V}^{3/2}$$

We have from 45.22

$$G^3 = \frac{7.33 \times 10^{-6} \theta_0^2}{P} = 1.31$$

The corresponding value of $R_k/R_a = 2.37$ can be found from table II.5. According to figure III.18 the space-charge-based calculation in this case can be assumed valid.

We have from figure III.16 that $r_{\text{min}}/r_k = 0.1$. This means that $r_k = 2.5$ mm. We have obtained all the dimensions of the gun

$$R_k \approx r_k/\theta_0 = 7.17 \text{ mm}$$

and

$$R_a = \frac{R_k}{2.37} = 3.02 \text{ mm}$$

Finally, we find from figure III.17 that $z_m/R_k = 1.04$. Therefore, $z_m = 7.47$ mm. The cathode should be chosen with an emission $j_k > I/\pi r_k^2 = 51$ mA/cm$^2$. The beam-forming electrode can be found from figure III.12. The shape of the electrode held at potential $U_0$, for the given value of the ratio $R_k/R_a$ can be determined by means of an electrolytic tank.
46. A BRIEF SURVEY OF OTHER TYPES OF ELECTRON GUNS PRODUCING HIGH CURRENT DENSITY BEAMS

The size of this book does not make it possible to describe in detail the novel and special types of electron guns. These will be given only schematically in this section. We have to confine ourselves to giving a reasonable selection of literature to the reader.

A recent development in this field is the appearance of electron guns suitable not only for the production of electron beams but also to allow for variation of the parameters (mainly the current) of the beam. This requirement can be fulfilled by means of additional electrodes (one or more), known as the triode electron gun with control electrode. The beam-forming electrode adjoining the cathode can also serve as the control electrode. In this case the beam current is controlled by the variation of the voltage of the beam-forming electrode. However, this method is effective only for small values of the perveance. If the perveance is large enough, additional control electrode or electrodes are used (multianode electron guns), or special control grids are applied (grid-controlled guns) [65–84].

In some cases of magnetic focusing (see Chapter VI) the electron gun is immersed in the magnetic field. These immersed-flow guns are also used for the improvement of the gun parameters (mainly for the enhancement of beam stability and perveance) [85–101].

The Heil gun [154, 175] and the Mueller gun [54] have been composed experimentally. The electrode system of these guns is different from that of the Pierce gun in order to diminish the effect of the anode hole.

Electron guns producing relativistic dense electron beams are described by [158,188].

The production of electron beams for crossed-field devices is a problem of great practical importance. Magnetron injection guns derived from different cases of curvilinear space-charge flow are used for this purpose. Papers [38,102–123] are devoted to detailed analysis of this type of electron gun.

Electron guns for electron beam melting and welding are treated by [129,141,171,172].

The results of experimental investigation of electron guns are given by [138,142,164].

The results of the efforts taken in the enhancement of the perveance of electron guns, new methods of calculation and investigation of electron guns, aberrations of electron guns and application of the guns in different electron-beam devices can be found in detail in the additional literature for this chapter [124–192]. More or less detailed reviews of high-intensity electron guns are given in [124,136,157,163,181,184].
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In Chapter III, methods of production of high-intensity electron beams, electron beams with high current densities, were surveyed. In the following Chapters of this book long electron beams will be considered. Electrons move along nearly parallel paths in such beams. An electron beam is assumed 'long' if the beam length is much greater than the transverse dimension of the beam.

In Chapters V and VI the problem of maintenance of long electron beams will be treated. But first it is necessary to analyse the properties of electron beams, i.e. space-charge effects in high-intensity long electron beams. This is the task of Chapter IV. We shall list primarily the requirements for the electron beams, the parameters characterising the beams and the assumptions on which the analysis is based.

In modern electron-beam devices the production of a beam with given configuration is not satisfactory in itself. Different properties of the beam should also be taken into consideration. Let us consider, for example, microwave tubes where the following requirements should be met:

1. large value of the beam perveance;
2. long beam with given size and configuration, nearly constant cross section and strictly defined boundaries;
3. uniformity of the focusing and accelerating voltages;
4. great stability, because of strong high-frequency fields;
5. low noise level;
6. the geometrical dimensions of the focusing system must be in accordance with the construction of the tube. When the frequency is increased, the cross section of the beam and also the spacing between the beam edge and the microwave circuit must be reduced;
7. large value of the current transmission;
8. high vacuum, to reduce ionisation;
9. laminar flow.

The exact analysis of high-density electron beams is a very complicated problem. For the rigorous description of an electron beam it is necessary to have knowledge of the electron distribution in space and velocity, i.e. the distribution of the space-charge density \( \varrho(r) \) and the velocity distribution \( v(r) \). For this knowledge we would have to solve the mechanical equations of motion, Maxwell's equations and the equation of the conservation of energy, simultaneously. This is an unsolvable problem, not only in general form but even for the majority of special cases if we need rigorous solutions.
It is practically possible to obtain approximate solutions for some special cases. (The assumptions used for them will be described in detail below.) Usually, the following parameters can be given or measured and serve as starting data:

- $I$ = the total current of the beam;
- $U_0$ = the accelerating potential of the beam;
- $j(r)$ = the current-density distribution across the beam;
- $\varphi(r)$ = the potential distribution inside and in the vicinity of the beam.

Geometrical dimensions: the beam length, initial sizes, the shape of the cross section of the beam.

The following characteristics are particularly important: *perveance, stability, current transmission*.

The ratio of the beam current in amperes to the $3/2$ power of the accelerating voltage in volts is called *perveance* ($P$) (see § 41)

$$P = \frac{I}{U_0^{3/2}} \quad [\text{AV}^{-3/2}]$$

As we shall see, all the important effects of space charge depend on the value of the perveance. The perveance is an average quantity, it does not describe the electron distribution among velocities. On the basis of practical experience it is usually assumed that an electron beam is 'intensive', i.e. space-charge effects come to the front when

$$P \geq 10^{-8} \frac{A}{V^{3/2}}$$

In the limiting case of $P = 10^{-8} \text{A}/V^{3/2}$ the diameter of an axially symmetric electron beam becomes doubled due to space-charge only after passing a distance 63 times longer than the initial beam diameter. The values of the perveance calculated according to 47.1 are given in table IV.1 for several values of beam current and voltage.

### Table IV.1

<table>
<thead>
<tr>
<th>$I$ (mA)</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_0$ (volt)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>1.92x10^{-7}</td>
<td>9.60x10^{-7}</td>
<td>1.92x10^{-6}</td>
<td>9.60x10^{-6}</td>
<td>1.92x10^{-5}</td>
</tr>
<tr>
<td>500</td>
<td>8.94x10^{-8}</td>
<td>4.47x10^{-7}</td>
<td>8.94x10^{-7}</td>
<td>4.47x10^{-6}</td>
<td>8.94x10^{-5}</td>
</tr>
<tr>
<td>1000</td>
<td>3.16x10^{-8}</td>
<td>1.58x10^{-7}</td>
<td>3.16x10^{-7}</td>
<td>1.58x10^{-6}</td>
<td>3.16x10^{-5}</td>
</tr>
<tr>
<td>2000</td>
<td>1.12x10^{-8}</td>
<td>5.60x10^{-8}</td>
<td>1.12x10^{-7}</td>
<td>5.60x10^{-7}</td>
<td>1.12x10^{-6}</td>
</tr>
<tr>
<td>3000</td>
<td>6.09x10^{-9}</td>
<td>3.05x10^{-8}</td>
<td>6.09x10^{-8}</td>
<td>3.05x10^{-7}</td>
<td>6.09x10^{-7}</td>
</tr>
<tr>
<td>5000</td>
<td>2.83x10^{-9}</td>
<td>1.42x10^{-8}</td>
<td>2.83x10^{-8}</td>
<td>1.42x10^{-7}</td>
<td>2.83x10^{-7}</td>
</tr>
<tr>
<td>10000</td>
<td>10^{-9}</td>
<td>5.00x10^{-9}</td>
<td>10^{-8}</td>
<td>5.00x10^{-8}</td>
<td>10^{-7}</td>
</tr>
</tbody>
</table>

The *stability* is the resistance of the beam against external or random perturbations, i.e. for example, against variations of the initial conditions or instabilities of the focusing voltages. The stability depends on the 'stiffness' of the beam. The beam stiffness [93] is determined by the following two factors:
(a) the rate of change of restoring force as an edge electron is displaced from its equilibrium orbit;
(b) the magnitude of the restoring force.

The greater are the focusing forces, the better is the stability. Because of this, special constant defocusing forces are sometimes applied so that the space-charge forces play a minor role. The focusing forces have to balance the resultant of the defocusing forces and of the space-charge forces. The beam stability can be considerably increased in this way. For this reason electrostatically focused rotating beams are particularly stable (see Chapter V).

The current transmission is the ratio of the current which passed through a given system to the current emitted by the cathode. This factor determines the practicability of the focusing system. Its value depends on the parameters of the focusing system and of the electron beam; this can be determined generally in an experimental way.

We shall generally make the following physical assumptions for the analysis of high-intensity long electron beams:

1. We shall assume that the flow is laminar and the electron paths do not cross each other. Aberrations and thermal-velocity effects are automatically excluded by this assumption. It means also that the current inside any electron path is considered constant.

2. We shall assume that the current density and space-charge density at a given distance from the cathode are constant across the beam and are equal to the respective values at the beam axis. The values of \( q \) and \( j \) abruptly change to zero at the beam boundary. Obviously, this is a rather rough assumption. It has been observed experimentally that the transverse current-density distribution in electron beams with not too large value of the p cervance generally can be assumed Gaussian. Because of the potential depression due to space-charge, the current-density distribution is also altered inside the beam. For this reason, in high-intensity beams the current density in the vicinity of the beam axis is lower than it would follow from the Gaussian distribution.

3. As a consequence of the above two assumptions, the beam is considered a substance with definite boundaries. The beam boundary is determined by a given family of electron paths. In most cases only the motion of the boundary electrons is investigated.

4. We shall not consider electron beams as statistical systems; the wave properties of the electrons will also be neglected. This means that there should not be a great deal of variations in the fields within distances comparable with de Broglie's wavelength of the electrons.

5. The influence of ions and secondary emitted electrons will be neglected.

6. We shall consider only fields constant in time. The effect of high-frequency fields, sufficient in microwave tubes, on the focusing will be neglected as well as space-charge waves.

7. We confine ourselves to electron beams in which the electron velocities are small in comparison with the velocity of light, thus, relativistic effects can be neglected.
We shall assume that space-charge forces act radially or, in case of strip beams, in the direction of coordinate y. This assumption is strictly valid only if the electrons move exactly parallel to the z axis.

The paraxial approximation will be frequently used. We shall generally assume that the beam is infinitely long.

These assumptions mean that the results of the calculations given in this book will compare with physical facts only with an accuracy of about 20%. But this is sufficient for engineering design. If one needs more accurate data, precise measurements should be carried out in order to improve the results.

The three most important effects caused by space-charge in electron beams are as follows:

(i) The negative space-charge produced by the electrons causes the depression of the potential in the beam region.

(ii) Repulsive forces between electrons cause the spreading of the beam.

(iii) The beam current is limited by space-charge.

These three effects will be treated in this Chapter for some simple cases: potential distribution, spreading and current limitation in cylindrical, hollow and sheet strip electron beams.

More or less detailed reviews of space-charge effects in electron beams are given by [1-19, 135, 136].

More general treatment of high-intensity electron beams can be found in papers [20-54, 144-146].

The scaling laws of space-charge optics are given by [28, 31, 136].

It is convenient to use the method of successive approximation for space-charge problems [40], but in many cases this method converges slowly [43]. Recently, computers have come into general use [21, 30, 37, 38, 154], but even these methods only make possible the solution of some of the special problems at the present time.

New methods of calculation and investigation of high-density electron beams appear regularly [123-154].

The scope of applications of high-intensity electron beams is increasing rapidly. It is sufficient to mention electron-beam melting, welding, machining, etc. [67]. Microwave tubes are typical examples as classical applications of space-charge optics. A very well arranged survey of the applications is given by [56].

(A) POTENTIAL DISTRIBUTION ACROSS ELECTRON BEAMS

48. THE POTENTIAL FIELD GENERATED BY THE SPACE-CHARGE OF AN ELECTRON BEAM

Let us suppose that an infinitely long electron beam is moving in a uniform external potential region—a drifting beam. The current density is constant across the beam and the space-charge spreading of the beam is compensated by a very strong magnetic field which makes the electrons move along paths parallel to the axis. Thus, we have an electron beam with
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uniform cross section. We shall analyse the potential distribution in the
vicinity of the beam, which will be valid at any cross section of the beam,
as the beam is assumed to be infinitely long.

It is obvious that the negative space-charge of the beam will cause a
potential depression. The quantitative analysis of the potential distribution
will be carried out in this Chapter for different types of electron beams. The
problem is to solve Poisson's equation in the region inside the beam and
Laplace's equation in the region outside the beam. It follows from equations
1.5 and 17.16 that if our assumptions are fulfilled, the value of space-charge
density at a given point of the beam determined by radius vector \( r \) can be
given by the following expression

\[
\varrho(r) = - \frac{I}{S_0[2\eta\varphi(r)]^{1/2}}
\]

where \( I \) is the total beam current, \( S_0 \) is the area of the uniform cross section
of the beam and \( \varphi(r) \) is the potential at the given point determined by the
field of the external electrodes and by space-charge.

For simplification of the mathematical treatment we shall generally
assume that the space-charge density \( \varrho \) is constant across the whole beam.
According to 48.1, this assumption causes the potential \( \varphi(r) \) to become constant which seems a contradiction, for just the determination of the
potential distribution \( \varphi(r) \) is the aim of the analysis! But if the current
density of the beam is not too large and the average value of the beam
potential is not too small, we can assume as a first approximation that the
term in the right-hand side of Poisson’s equation is constant. This means
that we assume the space-charge density to be determined by the average
potential \( U_0 \) of the beam. In this case we can write

\[
\varrho = - \frac{I}{S_0(2\eta U_0)^{1/2}} = \text{constant}
\]

Taking into account the distribution 48.1 of the space-charge density we
shall meet with great mathematical difficulties which can be removed only
by approximate solutions. We consider the method used in this chapter
to be much more convenient and obtain the results without further mathemati­
cal simplifications, in a relatively simple way. The accuracy of our
results is as good as those obtained in a reasonable time from approximate
solutions. This method also has the advantage of simplicity and it clarifies
the physical assumptions as well.

We should like to emphasise that in this part of Chapter IV only infinitely
long, laminar electron beams confined by very strong magnetic fields will
be treated and the results given here are valid only for such beams. When
any other method of beam confinement is used, the potential distribution
will be different from the present result. The determination of the actual
potential distribution is a very complicated problem. Practically, it can be
assumed that our formulae are approximately valid for all cases of beam
focusing, if the value of the beam perveance is not too large, i.e. if the
approximation \( \varrho = \text{constant} \) can be used.
The potential distribution in axially symmetric electron beams has been treated in a more general way by [58].

The potential distribution in a solid beam of finite length [63] and the potential distribution in a hollow beam of finite length [107] have also been investigated. The potential distribution of electron beams moving in uniform electric fields has been analysed by [61, 106]. The longitudinal potential distribution in electron beams with infinite width and finite length can be found in [19]. Papers [90, 101] are devoted to determination of the potential distribution of axially symmetric electron bunches of finite length moving in metal cylinders. Potential distribution problems have also been treated by [10, 71]. The current-limiting effect of space charge in cylindrical and plane-symmetric electron beams has been analysed by [55, 62].

49. POTENTIAL DISTRIBUTION IN HOLLOW ELECTRON BEAMS*

A hollow beam is derived from a solid beam by the enclosing of given parts of the beam, i.e. by putting boundary surfaces inside the beam and taking out the parts of the beam surrounded by these surfaces. The most simple and widespread case is the axially symmetric hollow beam—a tubular beam. Its boundary surfaces are two coaxial cylinders.

We shall determine now the radial potential distribution in an infinitely long axially symmetric hollow electron beam for the case when the beam moves between two coaxial cylinders held at different voltages, parallel to the z axis, i.e. normal to the plane of figure IV. 1. We assume that the

* Departing from the order chosen in this book, we begin the treatment of potential distributions with that of the hollow beam because the potential distribution of the cylindrical solid beam will be derived from this case.
space-charge density is constant across the whole beam. The geometrical dimensions of the beam and of the cylinders are given in the figure. The internal cylinder with radius $R_1$ is held at potential $\bar{U}_1$, the external cylinder with radius $R_2$ is held at potential $U_0$. The beam boundaries are cylinders; the radius of the external boundary is equal to $b$ while the radius of the internal boundary is $a$.

The potential within the beam will be denoted with $U$, between the beam and the internal cylinder with $\bar{U}$ and between the beam and the external cylinder with $\bar{U}$. The problem is to determine the functions $U = U(r)$, $\bar{U} = \bar{U}(r)$ and $\bar{U} = \bar{U}(r)$. Owing to the infinite length and axial symmetry of the system, Poisson's and Laplace's equations can be written in cylindrical coordinate system with one independent variable.

Thus, we have the following equations in the respective intervals

$$R_1 \leq r \leq a \quad \frac{1}{r} \frac{d}{dr} \left( r \frac{d\bar{U}}{dr} \right) = 0 \quad 49.1$$

$$a \leq r \leq b \quad \frac{1}{r} \frac{d}{dr} \left( r \frac{dU}{dr} \right) = -\frac{\sigma}{\varepsilon_0} \quad 49.2$$

and

$$b \leq r \leq R_2 \quad \frac{1}{r} \frac{d}{dr} \left( r \frac{d\bar{U}}{dr} \right) = 0 \quad 49.3$$

Integrating these equations once, we obtain

$$\frac{d\bar{U}}{dr} = \frac{C_1}{r} \quad 49.4$$

$$\frac{dU}{dr} = -\frac{\sigma r}{2\varepsilon_0} + \frac{C_3}{r} \quad 49.5$$

and

$$\frac{d\bar{U}}{dr} = \frac{C_3}{r} \quad 49.6$$

Integrating again, we obtain

$$\bar{U} = C_1 \log r + C_2 \quad 49.7$$

$$U = -\frac{\sigma r^2}{4\varepsilon_0} + C_3 \log r + C_4 \quad 49.8$$

and

$$\bar{U} = C_5 \log r + C_6 \quad 49.9$$

We have the following boundary conditions for the determination of the constants $C_1, \ldots, C_6$. 

The potentials are given on the cylinders; the potential and the radial field strength are to be continuous at the beam boundaries.) Potentials $U(a)$ and $\bar{U}(b)$ are unknown; they should be determined from 49.8.

Thus, the following eight equations are determined by the boundary conditions

\begin{align*}
C_1 \log R_1 + C_2 &= U_1 \quad 49.11 \\
C_5 \log R_2 + C_6 &= U_2 \quad 49.12 \\
C_1 \log a + C_2 &= U(a) \quad 49.13 \\
C_5 \log b + C_6 &= U(b) \quad 49.14 \\
- \frac{\rho a^2}{4\varepsilon_0} + C_3 \log a + C_4 &= U(a) \quad 49.15 \\
- \frac{\rho b^2}{4\varepsilon_0} + C_3 \log b + C_4 &= U(b) \quad 49.16 \\
\frac{C_1}{a} = -\frac{\rho a}{2\varepsilon_0} + \frac{C_3}{a} \quad 49.17 \\
\frac{C_2}{b} = -\frac{\rho b}{2\varepsilon_0} + \frac{C_3}{b} \quad 49.18
\end{align*}

The values of the six constants and of $U(a)$ and $U(b)$ will be determined from these equations. We obtain the following results

\begin{align*}
C_1 &= \frac{\rho a^2}{2\varepsilon_0} + \frac{1}{\log \frac{R_2}{R_1}} \left[ U_2 - U_1 + \frac{\rho b^2}{2\varepsilon_0} \left( \log \frac{R_2}{b} + \frac{1}{2} \right) + \\
& \quad + \frac{\rho a^2}{2\varepsilon_0} \left( \log \frac{a}{R_1} - \frac{1}{2} \right) \right] \quad 49.19 \\
C_2 &= U_1 + \frac{\rho a^2}{2\varepsilon_0} \log R_1 - \frac{\log R_1}{\log \frac{R_2}{R_1}} \left[ U_2 - U_1 + \\
& \quad + \frac{\rho b^2}{2\varepsilon_0} \left( \log \frac{R_2}{b} + \frac{1}{2} \right) + \frac{\rho a^2}{2\varepsilon_0} \left( \log \frac{a}{R_1} - \frac{1}{2} \right) \right] \quad 49.20
\end{align*}
\[ C_3 = \frac{1}{\log \frac{R_2}{R_1}} \left[ U_2 - U_1 + \frac{a^2 b^2}{2\varepsilon_0} \left( \log \frac{R_2}{b} + \frac{1}{2} \right) + \frac{a^2}{2\varepsilon_0} \left( \log \frac{a}{R_1} - \frac{1}{2} \right) \right] \]

\[ C_4 = U_1 - \frac{a^2 b^2}{2\varepsilon_0} \left( \log \frac{a}{R_1} - \frac{1}{2} \right) - \frac{R_1}{\log \frac{R_2}{R_1}} \left[ U_2 - U_1 + \frac{a^2 b^2}{2\varepsilon_0} \left( \log \frac{R_2}{b} + \frac{1}{2} \right) + \frac{a^2}{2\varepsilon_0} \left( \log \frac{a}{R_1} - \frac{1}{2} \right) \right] \]

\[ C_5 = -\frac{a^2 b^2}{2\varepsilon_0} + \frac{1}{\log \frac{R_2}{R_1}} \left[ U_2 - U_1 + \frac{a^2 b^2}{2\varepsilon_0} \left( \log \frac{R_2}{b} + \frac{1}{2} \right) + \frac{a^2}{2\varepsilon_0} \left( \log \frac{a}{R_1} - \frac{1}{2} \right) \right] \]

\[ C_6 = U_2 + \frac{a^2 b^2}{2\varepsilon_0} \log R_2 - \frac{R_2}{\log \frac{R_2}{R_1}} \left[ U_2 - U_1 + \frac{a^2 b^2}{2\varepsilon_0} \left( \log \frac{R_2}{b} + \frac{1}{2} \right) + \frac{a^2}{2\varepsilon_0} \left( \log \frac{a}{R_1} - \frac{1}{2} \right) \right] \]

\[ U(a) = U_1 - \frac{a^2}{2\varepsilon_0} \log \frac{a}{R_1} + \frac{R_1}{\log \frac{R_2}{R_1}} \left[ U_2 - U_1 + \frac{a^2 b^2}{2\varepsilon_0} \left( \log \frac{R_2}{b} + \frac{1}{2} \right) + \frac{a^2}{2\varepsilon_0} \left( \log \frac{a}{R_1} - \frac{1}{2} \right) \right] \]

and

\[ U(b) = U_2 + \frac{a^2 b^2}{2\varepsilon_0} \log \frac{R_2}{b} - \frac{R_2}{\log \frac{R_2}{R_1}} \left[ U_2 - U_1 + \frac{a^2 b^2}{2\varepsilon_0} \left( \log \frac{R_2}{b} + \frac{1}{2} \right) + \frac{a^2}{2\varepsilon_0} \left( \log \frac{a}{R_1} - \frac{1}{2} \right) \right] \]
By the determination of the constants the problem is actually solved. Before writing the final expressions for the potential distribution we shall determine the potential gradient inside the beam. According to 49.5 and 49.21 we have

\[
\frac{dU}{dr} = -\frac{\varrho r}{2\varepsilon_0} + \frac{1}{r \log \frac{R_2}{R_1}} \left[ U_2 - U_1 + \frac{\varrho}{4\varepsilon_0} (b^2 - a^2) + \right.
\]

\[
\left. + \frac{\varrho}{2\varepsilon_0} \left( b^2 \log \frac{R_2}{b} + a^2 \log \frac{a}{R_1} \right) \right]
\]

\[
= -\frac{1}{r} \frac{\varrho}{2\varepsilon_0} \left\{ r^2 - \frac{1}{\log \frac{R_2}{R_1}} \left[ \frac{2\varepsilon_0}{\varrho} (U_2 - U_1) + \right. \right.
\]

\[
\left. \left. + \frac{1}{2} (b^2 - a^2) + b^2 \log \frac{R_2}{b} + a^2 \log \frac{a}{R_1} \right] \right\}
\]

49.27

Let us introduce the following quantity [66]

\[
r_e^2 = \frac{1}{\log \frac{R_2}{R_1}} \left[ \frac{2\varepsilon_0}{\varrho} (U_2 - U_1) + \frac{1}{2} (b^2 - a^2) + 
\]

\[
+ b^2 \log \frac{R_2}{b} + a^2 \log \frac{a}{R_1} \right]
\]

49.28

Then we can rewrite 49.27 in the following way

\[
\frac{dU}{dr} = -\frac{1}{r} \frac{\varrho}{2\varepsilon_0} (r^2 - r_e^2)
\]

49.29

It is seen from this expression immediately that \( r_e \) is the radius at which the space-charge force is equal to zero, i.e. the minimum value of the potential inside the beam is at \( r = r_e \). Hence the quantity \( r_e \) is called the ‘equilibrium radius’. According to 48.2 we can write

\[
\varrho = -\frac{I}{\pi (b^2 - a^2) (2\eta U_0)^{1/2}}
\]

49.30

where \( U_0 \) is the average value of the potential inside the beam. Using this expression we obtain

\[
\frac{dU}{dr} = \frac{\sqrt{2} I}{4\pi\varepsilon_0\sqrt{\eta/\sqrt{U_0}}} \frac{1}{r} \frac{r^2 - r_e^2}{b^2 - a^2}
\]

49.31
Let us now write the expressions for the potential distribution, using the equilibrium radius and substituting the values of the physical constants

\[ U(r) = U_1 + 3.03 \times 10^4 \frac{I}{\sqrt{U_0}} \frac{1}{b^2 - a^2} \left( \frac{r^2 - a^2}{2} + \right. \left. \right) + a^2 \log \frac{a}{R_1} - r_e^2 \log \frac{r}{R_1} \]

and

\[ U(r) = U_2 - 3.03 \times 10^4 \frac{I}{\sqrt{U_0}} \frac{b^2 - r_e^2}{b^2 - a^2} \log \frac{R_2}{r} \]

The minimum value of the potential is equal to

\[ U_{\text{min}} = U(r_e) = U_1 + 3.03 \times 10^4 \frac{I}{\sqrt{U_0}} \times \left. \right. \left. \right. \times \frac{1}{b^2 - a^2} \left( \frac{r_e^2 - a^2}{2} + a^2 \log \frac{a}{R_1} - r_e^2 \log \frac{r_e}{R_1} \right) \]

Let us consider an example. We shall determine the potential distribution of a hollow electron beam with perevance \( P = 1.92 \times 10^{-6} \text{A/V}^{3/2} \) and the following geometrical parameters

\[
\frac{a}{R_1} = 2, \quad \frac{b}{R_1} = 3, \quad \frac{R_2}{R_1} = 4
\]

For simplicity we assume \( U_1 = U_2 = U_0 \). Then we shall have

\[
\frac{r_e}{R_1} = 2.38 \quad \text{and} \quad \frac{U_{\text{min}}}{U_0} = 0.9847
\]
The potential depression due to space-charge does not exceed 1.53% in this case. The potential distribution across the beam calculated on the basis of expressions 49.33–49.35 is given in figure IV.2. It is quite clear from the figure that the electrons are forced by space-charge to move outwards in a radial direction if $r > r_e$ and towards the axis if $r < r_e$.

Finally, we notice that in the special case when the electron beam is absent, the expression of the potential distribution in a cylindrical condenser can be obtained as follows

$$U(r) = U_1 + (U_2 - U_1) \frac{\log \frac{r}{R_1}}{\log \frac{R_2}{R_1}}$$  \hspace{1cm} 49.37

This expression can also be written as

$$U(r) = U_2 - (U_2 - U_1) \frac{\log \frac{R_2}{r}}{\log \frac{R_2}{R_1}}$$  \hspace{1cm} 49.38

These two expressions are identical. If $r$ is calculated in $R_1$ units, it is convenient to use 49.37. If $r$ is calculated in $R_2$ units, 49.38 is better.

Let us consider now another practically important case when there is no electrode inside the hollow electron beam. The beam moves in a tube with radius $R$ and potential $U_0$. The notation of all the other parameters is the same as in the previous case (figure IV.3). The potential distribution is divided again into regions $\bar{U}, U$ and $\bar{U}$. The equations are exactly the same as in the previous case. Boundary conditions will not change either, with the exception of the condition $\bar{U}(R_1) = U_1$. Instead of this condition the following new condition occurs because of the symmetry of the system

$$\frac{d\bar{U}}{dr} \bigg|_{r=0} = 0$$
It means that we have now
\[ C_1 = 0 \]
instead of 49.11. Expressions 49.12–49.18 are valid without any alteration. The potential distribution can easily be obtained after determination of the constants. We shall not give here the whole calculation because it is similar to the previous case. The final results are as follows

\[
\bar{U} = U(0) = U(a) = U_{\text{min}} = U_0 - 3.03 \times 10^4 \frac{I}{\sqrt{U_0}} \times
\]
\[
\times \frac{1}{b^2 - a^2} \left[ \frac{b^2 - a^2}{2} + b^2 \log \frac{R}{b} - a^2 \log \frac{R}{a} \right] = \text{const.} \quad 49.39
\]
\[
U(r) = U_0 - 3.03 \times 10^4 \frac{I}{\sqrt{U_0}} b^2 - a^2 \left[ b^2 \log \frac{R}{b} - a^2 \log \frac{R}{a} \right]
\]
\[
- a^2 \log \frac{R}{r} + \frac{b^2 - r^2}{2}
\]
\quad 49.40

and
\[
\bar{U}(r) = U_0 - 3.03 \times 10^4 \frac{I}{\sqrt{U_0}} \log \frac{R}{r}
\]
\quad 49.41

These formulae can also be obtained as special cases of expressions 49.33–49.55, by substituting \( U_2 = U_0, \ U_1 = \bar{U}(0), \ R_2 = R \) and \( R_1 \to 0 \) into these expressions. \( U(0) \) is determined by 49.39. According to 49.32 we have \( r_e = a \) in this case, i.e. the equilibrium radius coincides with the internal
boundary radius of the beam. There is no force inside the beam, in the charge-free region. In the interior of the beam electrons are forced by space-charge forces to move outwards in radial direction. Expressions 49.39–49.41 have been obtained with the assumption that the value of the average beam potential is equal to $U_0$.

Comparing these two cases we see that the removal of the internal electrode causes an essential alteration in the potential distribution. But it can easily be proved that in case of a given electrode system the potential distribution caused by space-charge in the given electrode system can be separated from the potential distribution produced by the electric field of the electrodes themselves. The resultant potential distribution can be found by superposition of these two distributions (see 29.1). In case of more complicated electrode arrangements this method is frequently used for the simplification of the calculations.

Let us consider again the potential distribution of a hollow electron beam with perveance $P = 1.92 \times 10^{-6} \, \text{A/V}^{3/2}$ in case of the absence of the internal electrode, as an example. Similarly to the previous case, the values of the geometrical parameters are as follows

$$a = \frac{1}{2} \quad \text{and} \quad b = \frac{3}{4} \quad \frac{R}{a}$$

In this case we have

$$\frac{U_{\text{min}}}{U_0} = 0.9730$$

The potential depression due to space charge does not exceed 2.7% in this case. It is stronger than in the previous case; we have no internal electrode which could raise the value of the potential. The potential distribution calculated on the basis of expressions 49.39–49.41 is given in figure IV.4.
As we have already mentioned, one of the most important space-charge effects is that the beam current is limited by space-charge. This effect arises in the ideally parallel beams considered in this section, too. It is easy to understand this fact: if the beam current were too large, the potential in the beam region would be so strongly non-uniform that different electrons of the same beam would move along paths with strongly different potentials and this would cause the collapse of the beam.

Let us consider this problem in detail. For the case of thin beams the method given by [73] can be applied. We shall consider a hollow beam moving between two cylindrical tubes (see figure IV).

We shall assume that the beam is a thin annular tube with radius $r_e$ and potential $U_{min}$. The radial dimensions of the beam and the potential distribution inside the beam will be neglected. Potential $U_{min}$ is determined by 49.36, the value of the radius $r_e$ is determined by 49.32.

The value of the linear charge density of the beam is given by

$$q = \frac{I}{(2\eta)^{1/2}U_{min}} \quad [\text{As m}^{-1}] \quad 49.42$$

A charge of the same value is induced by this charge on the surface of the two tubes. It means that

$$q = C_1(U_1 - U_{min}) + C_2(U_2 - U_{min}) \quad 49.43$$

where

$$C_1 = \frac{2\pi\varepsilon_0}{\log \frac{r_e}{R_1}} \quad [\text{Fm}^{-1}] \quad 49.44$$

is the capacitance per unit length of the cylindrical condenser formed by the electron beam and the internal tube and

$$C_2 = \frac{2\pi\varepsilon_0}{\log \frac{R_2}{r_e}} \quad [\text{Fm}^{-1}] \quad 49.45$$

is the capacitance per unit length of the cylindrical condenser formed by the electron beam and the external tube. (The capacitances are expressed in units of farad/m.)

We find from 49.42 and 49.43 that

$$I = (2\eta)^{1/2} C_1 [\sqrt{U_{min}} (U_1 - U_{min}) + C_2 \sqrt{U_{min}} (U_2 - U_{min})] \quad 49.46$$

We have a maximum value of the beam current if the condition

$$\frac{dI}{dU_{min}} = 0 \quad 49.47$$
is fulfilled. The optimum value of the potential $U_{\text{min}}$ can be obtained from 49.46 and 49.47

$$U_{\text{min opt}} = \frac{U_1}{3} \left[ 1 - \frac{C_2}{C_1 + C_2} \left( 1 - \frac{U_2}{U_1} \right) \right]$$ 49.48

In case of $U_1 = U_2 = U_0$ we have $U_{\text{min opt}} = \frac{U_0}{3}$

Taking into account 49.44 and 49.45 we can rewrite 49.48 as follows

$$U_{\text{min opt}} = \frac{U_1}{3} \left[ 1 - \log \frac{r_e}{R_1} \left( 1 - \frac{U_2}{U_1} \right) \right]$$ 49.49

Expression 49.46 can be rewritten using 49.48 as

$$I = (2\eta)^{1/2} (C_1 + C_2) U_1^{3/2} \sqrt{\frac{U_{\text{min}}}{U_1}} \left[ 3 \frac{U_{\text{min opt}}}{U_1} - \frac{U_{\text{min}}}{U_1} \right]$$ 49.50

From this expression we can easily obtain the value of $I_{\text{max}}$

$$I_{\text{max}} = 2(2\eta)^{1/2} (C_1 + C_2) U_1^{3/2}$$ 49.51

Taking into account 49.44, 49.45, 49.49 and the values of the physical constants we obtain the final expression for the maximum beam current

$$I_{\text{max}} = 1.27 \times 10^{-5} U_1^{3/2} \frac{\log \frac{R_2}{R_1}}{\log \frac{r_e}{R_1} \log \frac{R_2}{r_e}} \left[ 1 - \frac{\log \frac{r_e}{R_1} \left( 1 - \frac{U_2}{U_1} \right)}{\log \frac{r_e}{R_1} \left( 1 - \frac{U_2}{U_1} \right)} \right]^{3/2}$$ [A] 49.52

Expression 49.52 determines the value of the maximum beam current at given electrode potentials and geometric dimensions.

If the internal tube is removed (see figure IV.3), charge will be induced only on the external conductor, so we have $C_1 = 0$. In this case the following expression will determine the maximum beam current

$$I_{\text{max}} = 1.27 \times 10^{-5} \frac{U_0^{3/2}}{R}$$ [A] 49.53

The problem of potential distribution and maximum current in hollow electron beams has been solved by means of numerical methods in [104]. We have compared the example given in [104] with our calculations and
have found that our approximation leads to the results obtained by numerical calculations with an error of several percents. The potential distribution of a hollow electron beam has been calculated with space-charge density written in the form of an infinite series (see 5.43) by [74]. The first term of this series corresponds to the approximation $\varrho = \text{constant}$.

50. POTENTIAL DISTRIBUTION IN CYLINDRICAL ELECTRON BEAMS

We shall determine now the potential distribution in an infinitely long axially symmetric solid continuous electron beam. The beam with radius $b$ moves in a cylindrical metal tube with radius $R$ and potential $U_0$ in the direction normal to the plane of figure IV.5.

Let us consider first the approximation $\varrho = \text{constant}$. In this case we have from 48.2

$$\varrho = - \frac{I}{\pi b^2 (2\eta U_0)^{1/2}}$$

(We have assumed for simplicity that the velocity of the electrons in the beam is determined by the potential of the tube.)

This solid beam is a special case of the hollow beam without an internal electrode, treated in the second part of the previous section. We get a solid beam by considering the case $a = 0$. Substituting this value into expressions 49.39–49.41 we obtain

$$U_{\text{min}} = U_0 - 3.03 \times 10^4 \frac{I}{\sqrt{U_0}} \left( \frac{1}{2} + \log \frac{R}{b} \right)$$
The potential distribution inside the beam is given by

\[ U(r) = U_0 - 3.03 \times 10^4 \frac{I}{\sqrt{U_0}} \left[ \frac{1}{2} + \log \frac{R}{b} - \frac{1}{2} \left( \frac{r}{b} \right)^2 \right] \]

The potential distribution outside the beam is determined by the following expression

\[ U(r) = U_0 - 3.03 \times 10^4 \frac{I}{\sqrt{U_0}} \log \frac{R}{r} \]

In this case \( r_e = 0 \); the equilibrium radius coincides with the beam axis where no force is acting. Inside the beam a repulsive force of the value

\[ F_e = 3.03 \times 10^4 \frac{eI}{b^2 \sqrt{U_0}} r \] [Newton]

is acting on the electrons. This force is proportional to the radius. This means that our approximation \( q = \) constant just corresponds to the paraxial approximation. It is seen from 50.2 that the fuller is the tube filled by the electron beam, the lesser is the potential depression in the beam. In the limiting case of \( b = R \) we have

\[ U_{\text{min}} |_{b=R} = U_0 - 1.515 \times 10^4 \frac{I}{\sqrt{U_0}} \]

The value of the potential at the beam boundary is

\[ U(b) = U_0 - 3.03 \times 10^4 \frac{I}{\sqrt{U_0}} \log \frac{R}{b} \]

We obtain from 50.2 and 50.7 the ratio of the potential depression inside the beam to the whole potential depression

\[ U(b) - U_{\text{min}} = \frac{U_0 - U_{\text{min}}}{1 + 2 \log \frac{r}{b}} \]

Let us consider now our example in case of a solid beam. We have again

\[ P = 1.92 \times 10^{-6} \text{ A/V}^{3/2} \quad \text{and} \quad \frac{b}{R} = \frac{3}{4} \]

The total potential depression in this case is equal to 4.6%. The potential depression inside the beam is equal to 2.9%. The potential depression due to space-charge in a solid beam is stronger than in a hollow beam. The potential distribution calculated on the basis of 50.2-50.4 is plotted in figure IV.6. As a comparison we remark that the total potential depression in an electron beam with the same value of the perveance is only 2.9% if the tube is completely filled by the electron beam.
We shall consider now in detail the case when the tube is completely filled by the electron beam, i.e. the diameter of the beam is equal to the diameter of the tube.

The exact value of the space-charge density \( \varrho \) at a distance \( r \) from the axis is given by

\[
\varrho(r) = \frac{I}{\pi \varepsilon_0 b^2 \left[2 \eta U(r)\right]^{1/2}}
\]

where \( U(r) \) is the value of the electric potential at \( r \) given value of \( r \).

Due to the infinite length and the axial symmetry of the beam, Poisson's equation 5.8 will contain only derivatives with respect to \( r \) in this case, too. There is no charge-free region in this case; the only problem is to solve Poisson's equation

\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{dU}{dr} \right) = \frac{I}{\pi \varepsilon_0 b^2 \left[2 \eta U(r)\right]^{1/2}}
\]

Following the method given in [12], we have integrated this second-order nonlinear differential equation by means of a numerical method. The following dimensionless variables have been introduced

\[
V = \frac{U(r)}{U_{\text{min}}}
\]

and

\[
\sigma = r \left[ \frac{I}{\pi \varepsilon_0 b^2 (2\eta)^{1/2} U_{\text{min}}^{3/2}} \right]^{1/2} = 246 \sqrt{\frac{I}{U_{\text{min}}^{3/2}}} \frac{r}{b}
\]
The greater is the perveance, the lesser value of $r/b$ will correspond to a given value of $\sigma$. We have at the beam boundary that

$$\sigma = \sigma_{\max} = 246 \sqrt{\frac{I}{U_{\min}^{3/2}}}$$

Equation 50.10 can be rewritten with these variables as follows

$$\frac{1}{\sigma} \frac{d}{d\sigma} \left( \sigma \frac{dV}{d\sigma} \right) = V^{-1/2} \quad 50.13$$

The boundary conditions at $\sigma = 0$ are

$$V_0 = 1 \quad \text{and} \quad \left. \frac{dV}{d\sigma} \right|_0 = 0$$

The numerical solution of equation 50.13 has been plotted in figure IV.7 (curve 1).

Naturally, the solution is valid only in the interval $\sigma < \sigma_{\max}$. Therefore, only the initial part of the curve has a practical meaning. For example, in case of $I/U_{\min}^{3/2} = 10^{-6} \text{A/V}^{3/2}$ we have $\sigma_{\max} = 0.246$. The curve given in [12] is not very practicable because the accuracy of its reading is too little at the initial region. The curve given in figure IV.7 has been calculated by the author.
It is seen in the figure that the potential is an increasing monotonic function of the distance from the axis. According to 50.12, the greater is the beam perveance, the greater is the rate of increase of the potential.

\[
\sigma^2 V^{-\frac{3}{2}} = \frac{I r^2}{\pi \varepsilon_0 b^2 (2\eta)^{1/2} U^{3/2}(r)}
\]

is proportional to the beam perveance. This quantity has been plotted against \(1/V\), i.e. against the ratio of the potential along the axis to the potential at a radius \(r\), in figure IV.8. (This dependence can easily be determined by means of curve 1 in figure IV.7.)

If \(U_{\text{min}} = 0\) we have \(\sigma \to \infty\) and \(V \to \infty\), independent of the value of \(r\). Obviously, the solution is not valid in this case. It is easily seen, however, that in this case equation 50.10 can be satisfied by the following expression

\[
U = \left( \frac{9I}{16 \pi \varepsilon_0 (2\eta)^{1/2}} \right)^{2/3} \left( \frac{r}{b} \right)^{4/3}
\]

Thus, according to 50.14 and 50.15

\[
\sigma^2 V^{-3/2} = \frac{16}{9} = 1.778
\]
is the value corresponding to the case of

\[ U_{\min} = \frac{1}{V} = 0 \]

(see figure IV.8).

As we can see in the figure

\[ (\sigma^{2}V^{3/2})_{\text{max}} = 1.963 \]

This maximum value corresponds to

\[ \frac{1}{V_{\text{opt}}} = 0.174 \]

Substituting these values as well as \( r = b \) and \( U = U_{0} \) into 50.14, we obtain the possible maximum value of the beam current

\[ I_{\text{max}} = 3.24 \times 10^{-5} U_{0}^{3/2} \quad \text{[A]} \]

If \( U_{\min}/U_{0} < 0.174 \) the beam instability occurs. Thus, the maximum potential depression without a collapse of the beam is 5.75-fold.

Let us now compare this accurate solution with that obtained using the approximation \( \varrho = \text{constant} \). Thus we shall have an estimate of the accuracy of this approximation. Instead of 50.1 we shall use

\[ \varrho = -\frac{I}{\pi b^{2} (2\eta U_{\min})^{1/2}} \]

i.e. we assume that the space-charge density is determined by the potential on the axis across the whole beam. Then, taking into account 50.12, we obtain for the variable \( V \) the following expression, using 50.17, 50.2, 50.3 and 50.11

\[ V = 1 + \left( \frac{\sigma}{2} \right)^{2} \]

The dependence 50.18 has been plotted in figure IV.7 (curve 2). Naturally, curve 2 is situated a little over curve 1, as in 50.17 the space-charge density is greater than the actual one, i.e., the value of \( V \) has been increased. But in the practically important initial region the two curves almost coincide with each other. It is a proof that for electron beams with not very high intensity the approximation \( \varrho = \text{constant} \) is acceptable.

Obviously, at higher values of \( V \) the approximation becomes worse. Thus, calculating the dependence of \( \sigma^{2}V^{-3/2} \) versus \( 1/V \) on the basis of 50.18, we obtain a curve considerably different from that given in figure IV.8. We shall have \( V_{\text{opt}} = 3 \) and \( (\sigma^{2}V^{-3/2})_{\text{max}} = 1.54 \), whence \( I_{\text{max}} = 2.54 \times 10^{-5} U_{0}^{3/2} \). This result is a little bit worse than that obtained by accurate calculations, as it was to be expected.

If the tube is not filled completely by the electron beam we find that the value of \( I_{\text{max}} \) becomes smaller. The method used in the previous section
can be applied for this case if $b \ll R$. The result coincides with that obtained for the hollow beam without internal conductor (49.53)

$$I_{\text{max}} = 1.27 \times 10^{-5} \frac{U_0^{3/2}}{R \log \frac{b}{A}} \quad [\text{A}]$$

It follows from this that the value of the maximum current density is greater in a hollow beam than in a solid beam. The result is the same if one starts from space-charge distribution 48.1 [97]. The potential on the beam axis corresponding to the maximum value of the current is equal to

$$U_{\text{min opt}} = \frac{U_0}{3}$$

51. POTENTIAL DISTRIBUTION IN PLANE-SYMMETRIC ELECTRON BEAMS

Let us consider now the potential distribution of an infinitely long sheet (strip) electron beam in the $z, y$ plane for the case when the beam is extended in the direction of $x$ axis ($W \gg y_0$). The approximation $\rho = \text{constant}$ will be used. The beam is moving in a box held at potential $U_0$, in the direction of the $z$ axis. The width of the box is equal to $2g$. The cross section of the system is given in figure IV.9. In this approximation we have a problem

![figure IV.9](image_url)
with one independent variable; the potential distribution depends only on the coordinate \( y \). The potential between the box and the beam will be denoted with \( U \), that within the beam will be denoted with \( U \). We have the following equations

\[
0 \leq y \leq y_0 \quad \frac{d^2 U}{dy^2} = -\frac{\rho}{\varepsilon_0}
\]

and

\[
y_0 \leq y \leq g \quad \frac{d^2 U}{dy^2} = 0
\]

Integrating these equations, we obtain

\[
\frac{dU}{dy} = -\frac{\rho}{\varepsilon_0} y + C_1
\]

and

\[
\frac{d\bar{U}}{dy} = C_2
\]

Integrating once again, we obtain

\[
U = -\frac{\rho}{2\varepsilon_0} y^2 + C_1 y + C_3
\]

and

\[
\bar{U} = C_2 y + C_1
\]

We have the following boundary conditions

\[
\begin{align*}
\frac{dU}{dy} \bigg|_{y=0} &= 0 & \bar{U} \bigg|_{y=g} &= U_0 \\
U \bigg|_{y=y_0} &= \bar{U} \bigg|_{y=y_0} & \frac{dU}{dy} \bigg|_{y=y_0} &= \frac{d\bar{U}}{dy} \bigg|_{y=y_0}
\end{align*}
\]

We shall determine now the constants from the boundary conditions

\[
C_1 = 0
\]

\[
C_2 = -\frac{\rho}{\varepsilon_0} y_0
\]

\[
C_3 = U_0 + \frac{\rho}{2\varepsilon_0} y_0(2g - y_0)
\]
and

$$C_4 = U_0 + \frac{\vartheta}{\varepsilon_0} y_0 g$$  \hspace{1cm} (51.11)

If we assume that the velocities of all the electrons of the beam are determined by the potential $U_0$ then, according to 48.2, we shall have

$$\vartheta = -\frac{I}{2Wy_0(2\eta U_0)^{1/2}}$$  \hspace{1cm} (51.12)

Using 51.5, 51.6, 51.8–51.11 and 51.12 and substituting the values of the physical constants we obtain final expressions for the potential distribution

$$U(y) = U_0 - 4.75 \times 10^4 \frac{I}{Wy_0^4/U_0} (2g y_0 - y_0^2 - y^2)$$  \hspace{1cm} (51.13)

and

$$\bar{U}(y) = U_0 - 9.5 \times 10^4 \frac{I}{Wy_0^4/U_0} y_0(g - y)$$  \hspace{1cm} (51.14)

The minimum value of the potential is given by

$$U_{\text{min}} = U(0) = U_0 - 4.75 \times 10^4 \frac{I}{Wy_0^4/U_0} (2g - y_0)$$  \hspace{1cm} (51.15)

As an example we shall determine now the potential distribution in a sheet beam with perveance $P = 1.92 \times 10^{-6} \text{ A/}\sqrt{\text{m}}$ and the following geometrical dimensions

$$y_0 = \frac{9}{16} ~ \text{and} ~ \frac{y_0}{W} = \frac{1}{10}$$

The value of the total potential depression is equal to 2.3% in this case. The potential depression inside the beam is 0.9%. The potential distribution is plotted in figure IV.10. As a comparison we remark that the total potential depression in an electron beam with that value of the perveance is only 0.9% if the box is completely filled by the electron beam.

For the determination of the maximum beam current the 'condenser' method can be applied if $y_0 \ll g$. The capacitance per unit length of the planar condenser formed by the box and the electron beam is given by

$$C = \frac{W \varepsilon_0}{g - y_0} \text{ [Fm}^{-1}]$$  \hspace{1cm} (51.16)

Carrying out the calculations similar to those given in §49, we obtain for the maximum value of the beam current

$$I_{\text{max}} = 4.05 \times 10^{-6} \frac{W}{g} U_0^{3/2} \text{ [A]}$$  \hspace{1cm} (51.17)
The value of the potential on the axis corresponding to the maximum beam current is equal to $U_{\text{min opt}} = U_0/3$. The same result can be obtained by the accurate solution of the problem on the basis of space-charge distribution 48.1 [73]. It has been found that the value of $I_{\text{max}}$ increases with an increase of the ratio $y_0/g$. If the box is completely filled by the electron beam ($y_0 = g$), the maximum value of the beam current is determined by

$$I_{\text{max}} = 9.35 \times 10^{-6} \frac{W}{U_0^{3/2}}$$

The corresponding value of the potential on the axis is given by

$$U_{\text{min opt}} = \frac{U_0}{4}$$

(B) SPREADING OF ELECTRON BEAMS DUE TO SPACE-CHARGE

52. ELECTRON-BEAM MOTION IN UNIFORM POTENTIAL REGION
(SPREADING OF A DRIFTING BEAM)

We shall now consider a long electron beam drifting in a uniform potential region. Due to space-charge, repulsive forces will occur between the electrons of the beam. These forces cause the transversal (normal to the direction of motion) dimensions of the beam to increase, i.e. beam spreading
occurs. We shall give a quantitative analysis of beam spreading for different types of electron beams in the following. With the exception of hollow beams, the most important practical paraxial approximation will be used. The results obtained in that way can also be generalised for non-paraxial motion.

Besides the assumptions made in §47, here the potential distribution across the beam will also be neglected. Naturally, the beam spreading itself can be considered as a consequence of the potential depression due to space-charge. However, this potential depression in not very high-intensity electron beams is so insignificant in the beam region that it can be neglected as a separate effect. We have seen in §50 that the total potential depression of a cylindrical electron beam with perveance $P = 1.92 \times 10^{-6} \, \text{A/V}^{3/2}$ amounts only to a few percent. But the cross section of the same beam increases not less than 4-fold after passing a distance only 4.5 times longer than the initial beam diameter. This example illustrates clearly that the beam spreading may be considerable even at comparatively small intensities when the potential depression can be neglected. We should like to remark that in Chapter V we shall assume that the electrostatic focusing potential is independent of the space-charge, i.e. satisfies Laplace's equation. Space-charge shall be taken into account merely as a force acting on the electrons but at not too large values of the perveance its potential-depressing effect can always be neglected.

If the potential distribution across the beam is taken into account, the problem becomes much more complicated. Obviously, stronger beam spreading will occur than in the case of a uniform potential beam because the average velocity of the electrons will be less and it causes a greater influence of space-charge. But experimental investigations have shown that the additional effect due to the potential depression is roughly compensated by the effect of positive ions formed in the electron beam. Thus, this complicated analysis is not necessary at practical values of the beam perveance.

As it is well known, magnetic attraction occurs between particles moving in the same direction parallel to each other. The following question arises naturally: how are electrostatic repulsion forces between the electrons of the beam compensated by this attraction? This problem will be treated on the example of the axially symmetric solid beam. According to 50.5 a radial repulsive force of the value

$$F_r = \frac{eI}{2\pi \epsilon_0 v_e b}$$

is acting on the edge electron of the beam. This formula is strictly valid only for beams consisting of electrons moving parallel to each other and only in the approximation $q = \text{constant}$.

According to the Biot–Savart law, the beam current induces at a distance $r$ from the axis the magnetic induction

$$B = \frac{\mu_0 I}{2\pi r}$$
in tangential direction. Thus, the radial Lorentz force acting on the edge electron is equal to

$$F_m = -\frac{\mu_0 e I v_z}{2\pi b}$$  \hspace{1cm} \text{(52.3)}

where

$$v_z = (2\eta U_0)^{1/2}$$

is the electron velocity in axial direction.

Taking into account that

$$\frac{1}{(\mu_0 \epsilon_0)^{1/2}} = c$$  \hspace{1cm} \text{(52.4)}

we obtain the resultant force

$$F = F_e + F_m = -\frac{eI}{2\pi \epsilon_0 v_z b} \left[1 - \frac{v_z^2}{c^2}\right]$$  \hspace{1cm} \text{(52.5)}

As we see, the magnetic attraction is considerable only in the relativistic case. If the electrons move with the velocity of light, the magnetic force totally compensates the electrostatic repulsion force. As the relativistic treatment is not dealt with in this book, the magnetic attraction will always be neglected in the following. Detailed analysis of the relativistic effects in electron beams can be found in [108–122].

53. SPREADING OF CYLINDRICAL ELECTRON BEAMS

We shall consider the motion of an axially symmetric solid electron beam in a uniform \(\Phi_0\) potential drift space. We assume that there is no magnetic field and the electrons have no azimuthal component of initial velocity. Taking into account that in 50.1 \(r(z)\) should be written instead of \(b\), in this case the paraxial equation 21.14 of the edge electron trajectory \(r(z)\) of the beam can be written as

$$\frac{d^2r}{dz^2} = \frac{1}{4\sqrt{2\pi \epsilon_0 \eta}} \frac{I}{\Phi_0^{3/2}} \frac{1}{r}$$  \hspace{1cm} \text{(53.1)}

As we have assumed that the value of the potential is not altered considerably by space-charge, let us consider \(\Phi_0 = U_0\), where \(U_0\) is the potential of the electrode surrounding the drift space. If there is no force except that of space-charge, the beam configuration determined by space-charge spreading is described by equation 53.1.

It can be seen immediately from equation 53.1 that in case of \(r \to 0\) we have \(r'' \to \infty\), i.e. the edge electron can never cross the axis of symmetry. A very important conclusion can be drawn from this fact: a point image can never be formed if space-charge is produced by the electron beam itself. Space-charge does not change in principle the image formation if space-
charge density $\varrho$ depends only on coordinate $z$. But we had to take into consideration in equation 53.1 that $\varrho$ depends on the cross section of the beam, i.e. depends on $r$ because in this case the cross section changes in the course of the motion.

For the integration of the paraxial ray equation 53.1 the following dimensionless variables will be introduced [12]

$$R = \frac{r}{r_0}$$  \hspace{1cm} 53.2

and

$$Z = \left[ \frac{I}{2\sqrt{2}\pi\varepsilon_0\gamma\Phi_0^{3/2}} \right]^{1/2} \frac{z}{r_0} = 174\gamma P \frac{z}{r_0}$$  \hspace{1cm} 53.3

where $r_0$ is the beam radius at the initial point $z = Z = 0$ and $P = I/\Phi_0^{3/2}$ is the perveance of the beam. Then equation 53.1 can be written as follows

$$\frac{d^2R}{dZ^2} = \frac{1}{2R}$$  \hspace{1cm} 53.4

Equation 53.4 will be integrated with the following initial conditions

$$Z = 0 \left\{ \begin{array}{l} R = R_0 = 1 \\ R' = \frac{dR}{dZ} = R'_0 = \frac{dR}{dZ} |_{Z=0} \end{array} \right.$$  \hspace{1cm} 53.5

Let us multiply both sides of this equation by $dR$. We have

$$R' \times dR' = \frac{dR}{2R}$$

We can now integrate

$$R'^2 = R'_0^2 + \log R$$  \hspace{1cm} 53.6

It is immediately seen from this expression that if the beam is initially convergent, the minimum value of $R$ is equal to

$$R_{\text{min}} = \exp \left(-R'_0^2\right)$$  \hspace{1cm} 53.7

Let us integrate now equation 53.6. The result is

$$Z = \int_1^R \frac{dR}{\pm (R'^2 + \log R)^{1/2}}$$  \hspace{1cm} 53.8

Integrating with respect to $u = R'$ instead of $R$, we can rewrite integral 53.8 in another form

$$R' = \pm (\log R + R'_0^2)^{1/4}$$

$$Z = 2 \exp \left(-R'_0^2\right) \int_{R'_0}^{R'} \exp (u^2) \, du$$  \hspace{1cm} 53.9
If $R'_0 < 0$ (initially convergent beam), the trajectory can be divided into two parts (figure IV.11). In the first region we have

$$u = R' \leq 0, \quad 0 \leq Z \leq Z_m \quad \text{and} \quad R \leq 1$$

Therefore, the negative sign must be chosen in the upper limit of integration 53.9. Then expression 53.9 can be written in the following form

$$Z = \frac{2}{R_0} \exp (-R_0^2) \int \exp (u^2) \, du$$

The integration should be carried out on the interval from a negative quantity to another negative quantity of lesser absolute value. As

$$f(x) = \int_0^x \exp (u^2) \, du$$

is an even function, we have

$$\int_{-x}^0 \exp (u^2) \, du = -\int_0^x \exp (u^2) \, du = \int_0^x \exp (u^2) \, du$$

Therefore expression 53.11 can be written in the following form

$$Z = 2 \exp (-R_0^2) \left[ \int_0^{R_0} \exp (u^2) \, du - \int_0^{+R_0} \exp (u^2) \, du \right]$$

We obtain for the location of the minimum cross section of the beam

$$Z_m = 2 \exp (-R_0^2) \int_0^{R_0} \exp (u^2) \, du$$
The value of the minimum beam radius is given by 53.7.

In region II we have

\[ Z_m \leq Z < \infty \quad \text{and} \quad R' \geq 0 \]

For this region the positive sign must be chosen in the upper limit of the integral 53.9. Expression 53.9 can be written then in the following form

\[ Z = 2 \exp (-R_0'^2) \int_{R'_0}^{+(\log R + R_0'^2)^{1/2}} \exp (u^2) \, du \]

The integration should be carried out on the interval from a negative value to a positive value. Therefore

\[ Z = 2 \exp (-R_0'^2) \left[ \int_{0}^{-R_0'} \exp (u^2) \, du + \int_{0}^{+(\log R + R_0'^2)^{1/2}} \exp (u^2) \, du \right] \]

Taking into account 53.14, it follows from expressions 53.13 and 53.17 that the whole beam can be completely described by the following expression

\[ Z = Z_m \pm 2 \exp (-R_0'^2) f \left[ \log R + R_0'^2 \right]^{1/2} \]

where the negative sign is to be chosen in the converging region I, and the positive sign in the diverging region II, of the beam. \( f(x) \) is an increasing monotonic function defined by 53.12. The values of this function are listed in table IV.2.

It follows from expression 53.18 that the beam is symmetrical with respect to its minimum cross section, in longitudinal direction.

If the beam enters the drift space parallel to the \( z \) axis (\( R_0' = 0 \)), we obtain from expression 53.9 that

\[ Z = 2 f(\sqrt{\log R}) \]

It also follows from 53.7 and 53.14 that in this case \( Z_m = 0 \) and \( R_{\text{min}} = R_0 \), i.e. space-charge causes a monotonic spreading of the beam.

It follows from expressions 53.2, 53.3, 53.12 and 53.19 that

\[ f \left( \sqrt{\log \frac{r}{r_0}} \right) = 87 \sqrt{P} \frac{z}{z} \]

Thus, the rate of the space-charge spreading increases with the increase of the beam perveance.

It follows from expression 53.20 that with the knowledge of the universal beam-spread curve \( \bar{R}(Z) \) [12] (figure IV.12) determined by 53.19 the spreading of the beam can be immediately obtained for any value of \( P \).

Actually, we obtain from 53.3 that

\[ \frac{z}{r_0} = \frac{Z}{174 \sqrt{P}} \]
### TABLE IV.2

*Values of the functions for the calculation of beam spreading*

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\exp (x^2)$</th>
<th>$\exp (-x^2)$</th>
<th>$f$</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.02</td>
<td>1.000</td>
<td>0.9996</td>
<td>0.0200</td>
<td>0.0200</td>
</tr>
<tr>
<td>0.04</td>
<td>1.002</td>
<td>0.9984</td>
<td>0.0400</td>
<td>0.0400</td>
</tr>
<tr>
<td>0.06</td>
<td>1.004</td>
<td>0.9964</td>
<td>0.0601</td>
<td>0.0599</td>
</tr>
<tr>
<td>0.08</td>
<td>1.006</td>
<td>0.9936</td>
<td>0.0802</td>
<td>0.0797</td>
</tr>
<tr>
<td>0.10</td>
<td>1.010</td>
<td>0.9901</td>
<td>0.1003</td>
<td>0.0993</td>
</tr>
<tr>
<td>0.12</td>
<td>1.015</td>
<td>0.9857</td>
<td>0.1206</td>
<td>0.1189</td>
</tr>
<tr>
<td>0.14</td>
<td>1.020</td>
<td>0.9806</td>
<td>0.1409</td>
<td>0.1382</td>
</tr>
<tr>
<td>0.16</td>
<td>1.026</td>
<td>0.9757</td>
<td>0.1614</td>
<td>0.1575</td>
</tr>
<tr>
<td>0.18</td>
<td>1.033</td>
<td>0.9681</td>
<td>0.1820</td>
<td>0.1762</td>
</tr>
<tr>
<td>0.20</td>
<td>1.041</td>
<td>0.9608</td>
<td>0.2027</td>
<td>0.1948</td>
</tr>
<tr>
<td>0.22</td>
<td>1.049</td>
<td>0.9528</td>
<td>0.2236</td>
<td>0.2130</td>
</tr>
<tr>
<td>0.24</td>
<td>1.059</td>
<td>0.9440</td>
<td>0.2447</td>
<td>0.2310</td>
</tr>
<tr>
<td>0.26</td>
<td>1.070</td>
<td>0.9346</td>
<td>0.2660</td>
<td>0.2486</td>
</tr>
<tr>
<td>0.28</td>
<td>1.082</td>
<td>0.9246</td>
<td>0.2875</td>
<td>0.2658</td>
</tr>
<tr>
<td>0.30</td>
<td>1.094</td>
<td>0.9139</td>
<td>0.3092</td>
<td>0.2826</td>
</tr>
<tr>
<td>0.32</td>
<td>1.108</td>
<td>0.9027</td>
<td>0.3313</td>
<td>0.2991</td>
</tr>
<tr>
<td>0.34</td>
<td>1.123</td>
<td>0.8918</td>
<td>0.3536</td>
<td>0.3154</td>
</tr>
<tr>
<td>0.36</td>
<td>1.138</td>
<td>0.8785</td>
<td>0.3762</td>
<td>0.3305</td>
</tr>
<tr>
<td>0.38</td>
<td>1.155</td>
<td>0.8655</td>
<td>0.3991</td>
<td>0.3454</td>
</tr>
<tr>
<td>0.40</td>
<td>1.174</td>
<td>0.8521</td>
<td>0.4224</td>
<td>0.3599</td>
</tr>
<tr>
<td>0.42</td>
<td>1.193</td>
<td>0.8377</td>
<td>0.4461</td>
<td>0.3737</td>
</tr>
<tr>
<td>0.44</td>
<td>1.214</td>
<td>0.8240</td>
<td>0.4701</td>
<td>0.3874</td>
</tr>
<tr>
<td>0.46</td>
<td>1.236</td>
<td>0.8093</td>
<td>0.4946</td>
<td>0.4003</td>
</tr>
<tr>
<td>0.48</td>
<td>1.259</td>
<td>0.7942</td>
<td>0.5196</td>
<td>0.4127</td>
</tr>
<tr>
<td>0.50</td>
<td>1.284</td>
<td>0.7788</td>
<td>0.5450</td>
<td>0.4244</td>
</tr>
<tr>
<td>0.52</td>
<td>1.310</td>
<td>0.7631</td>
<td>0.5709</td>
<td>0.4356</td>
</tr>
<tr>
<td>0.54</td>
<td>1.339</td>
<td>0.7471</td>
<td>0.5974</td>
<td>0.4463</td>
</tr>
<tr>
<td>0.56</td>
<td>1.368</td>
<td>0.7308</td>
<td>0.6245</td>
<td>0.4564</td>
</tr>
<tr>
<td>0.58</td>
<td>1.399</td>
<td>0.7143</td>
<td>0.6522</td>
<td>0.4659</td>
</tr>
<tr>
<td>0.60</td>
<td>1.433</td>
<td>0.6977</td>
<td>0.6805</td>
<td>0.4748</td>
</tr>
<tr>
<td>0.62</td>
<td>1.469</td>
<td>0.6809</td>
<td>0.7095</td>
<td>0.4831</td>
</tr>
<tr>
<td>0.64</td>
<td>1.506</td>
<td>0.6639</td>
<td>0.7383</td>
<td>0.4908</td>
</tr>
<tr>
<td>0.66</td>
<td>1.546</td>
<td>0.6469</td>
<td>0.7698</td>
<td>0.4980</td>
</tr>
<tr>
<td>0.68</td>
<td>1.588</td>
<td>0.6298</td>
<td>0.8011</td>
<td>0.5045</td>
</tr>
<tr>
<td>0.70</td>
<td>1.632</td>
<td>0.6126</td>
<td>0.8333</td>
<td>0.5105</td>
</tr>
<tr>
<td>0.72</td>
<td>1.679</td>
<td>0.5957</td>
<td>0.8664</td>
<td>0.5161</td>
</tr>
<tr>
<td>0.74</td>
<td>1.729</td>
<td>0.5783</td>
<td>0.9005</td>
<td>0.5208</td>
</tr>
<tr>
<td>0.76</td>
<td>1.782</td>
<td>0.5612</td>
<td>0.9356</td>
<td>0.5251</td>
</tr>
<tr>
<td>0.78</td>
<td>1.838</td>
<td>0.5442</td>
<td>0.9718</td>
<td>0.5289</td>
</tr>
<tr>
<td>0.80</td>
<td>1.897</td>
<td>0.5273</td>
<td>1.0091</td>
<td>0.5321</td>
</tr>
<tr>
<td>0.82</td>
<td>1.959</td>
<td>0.5105</td>
<td>1.0477</td>
<td>0.5348</td>
</tr>
<tr>
<td>0.84</td>
<td>2.024</td>
<td>0.4938</td>
<td>1.0875</td>
<td>0.5370</td>
</tr>
<tr>
<td>0.86</td>
<td>2.095</td>
<td>0.4773</td>
<td>1.1287</td>
<td>0.5387</td>
</tr>
<tr>
<td>0.88</td>
<td>2.169</td>
<td>0.4610</td>
<td>1.1713</td>
<td>0.5399</td>
</tr>
<tr>
<td>0.90</td>
<td>2.248</td>
<td>0.4449</td>
<td>1.215</td>
<td>0.5405</td>
</tr>
<tr>
<td>0.92</td>
<td>2.331</td>
<td>0.4290</td>
<td>1.261</td>
<td>0.5409</td>
</tr>
<tr>
<td>0.94</td>
<td>2.420</td>
<td>0.4133</td>
<td>1.309</td>
<td>0.5410</td>
</tr>
<tr>
<td>0.96</td>
<td>2.513</td>
<td>0.3979</td>
<td>1.358</td>
<td>0.5403</td>
</tr>
<tr>
<td>0.98</td>
<td>2.608</td>
<td>0.3827</td>
<td>1.409</td>
<td>0.5393</td>
</tr>
<tr>
<td>1.00</td>
<td>2.718</td>
<td>0.3679</td>
<td>1.463</td>
<td>0.5382</td>
</tr>
<tr>
<td>1.02</td>
<td>2.830</td>
<td>0.3533</td>
<td>1.518</td>
<td>0.5363</td>
</tr>
<tr>
<td>1.04</td>
<td>2.949</td>
<td>0.3391</td>
<td>1.576</td>
<td>0.5344</td>
</tr>
<tr>
<td>1.06</td>
<td>3.076</td>
<td>0.3249</td>
<td>1.636</td>
<td>0.5316</td>
</tr>
</tbody>
</table>
Thus, the variation of $P$ causes only a change of the scale of the figure. For example: if $P = 1.32 \times 10^{-6} \, \text{A/V}^{3/2}$, we have

$$\frac{z}{r_0} = 5Z$$
We should like to remark, however, that at large values of $r/r_0$ expression 53.19 is a rough approximation because in this case our assumption on the radial direction of space-charge forces is not fulfilled.

Naturally, expression 53.21 is valid also in case of $R'/R_0 \neq 0$. It is sufficient to determine the dependence $R(Z)$ only once for each value of $R'_0$. The variation of the perveance $P$ causes only a change of the scale of the abscissa, according to 53.21.

Let us introduce the following integral [84]

$$F(x) = \exp (-x^2) \int_0^x \exp (u^2) \, du \tag{53.22}$$

It is easy to prove that if $x \ll 1$, we have

$$F(x) \approx \int_0^x \, du = x$$

and if $x \gg 1$, then

$$F(x) = \frac{\int_0^x \exp (u^2) \, du}{\exp (x^2)} \xrightarrow{x \to \infty} \frac{\exp (x^2)}{2x \exp (x^2)} = \frac{1}{2x}$$

Using 53.22, we can rewrite expression 53.14 in the following form

$$Z_m = 2F(-R'_0) \tag{53.23}$$

The beam configuration can be determined for any value of $R'_0$ by mean of table IV.2 and expression 53.18. For this we shall turn 53.18 into the
following form, by the use of 53.23

\[ Z = 2 F (-R'_0) \pm 2 \exp (-R'_0^2) f [(\log R + R'_0^2)^{1/2}] \]  

Let us denote the argument of the function \( f \) with \( x \)

\[ (\log R + R'_0^2)^{1/2} = x \]  

Then

\[ R = \exp (x^2) \exp (-R'_0^2) \]  

We have from 53.24 the following expression

\[ f(x) = \pm \frac{Z - 2 F(-R'_0)}{2 \exp (-R'_0^2)} \]  

Then we can determine the values of \( F (-R'_0) \) and \( \exp (-R'_0^2) \) from table IV.2. Now we calculate the function \( f(x) \) for different values of \( Z \) and look up the respective values of the argument \( x \) in the table. After this the values of \( R \) can be determined by means of expression 53.26. Values of \( \exp (x^2) \) necessary for the determination of \( R \) are also to be found in the table.

The values of \( R_{\text{min}} \) and \( Z_m \) are determined from expressions 53.7 and 53.23, respectively. These quantities are plotted versus \( R'_0 \) in figures IV.13 and 14.
In figure IV.15 the function $R(Z)$ determining the spreading of the beam is plotted for different values of $R'_0$. These values have been shown at the respective curves of the figure [12].

It follows from expressions 53.2 and 53.3 that

$$R'_0 = \frac{dr}{dz} \bigg|_0 \frac{1}{174\gamma P}$$  

where $(dr/dz)|_0$ is the initial slope of the edge electron trajectory of the beam. Thus, the value of $R'_0$ is uniquely defined by this slope and the perveance $P$. The greater is the beam perveance, the smaller is the value of $R'_0$.

Let us suppose that the initial slope of the originally parallel beam has been produced by an aberrationless thin lens placed in the plane $z = 0$. The focal length of this lens is denoted with $z_f$.

It is easy to see that in this case

$$\frac{dr}{dz} \bigg|_0 = -\frac{r_0}{z_f}$$  

It follows from expressions 53.29, 53.28 and 53.3 that

$$R'_0 = -\frac{r_0}{174 z_f P} = -\frac{z}{zz_f}$$  

We can see in figures IV.13 and IV.14 that the increase of the initial beam slope as well as the decrease of the perveance cause the decrease of the minimum beam radius $R_{\text{min}}$, while the value of $Z_m$ first increases and then decreases.

If space-charge is negligible ($P \approx 0$), we have $R'_0 \to \infty$, independently of the value of $(dr/dz)|_0$, i.e. $R_{\text{min}} \approx 0$. In this case we have a conical beam with apex angle defined by the value of $(dr/dz)|_0$. The focus of the beam will
be formed in the apex of the cone. The greater is the value of $-(dr/dz)_0$ the lesser is the focal length $z_f$. In case of $P = 0$ parameter $Z$ cannot be used as $Z \equiv 0$, independent from the value of $z$. Nevertheless, figure IV.15 can be directly applied for comparison of the values $z_m$ and $z_f$.

The correlation between the values of $z_f$ and $z_m$ can be found immediately by drawing a tangent to the curve in figure IV.15 with respective value of $R'_0$ at the initial point. Actually, if the abscissa is intersected by the tangent at a point $Z_1$, we have

$$-R'_0 = \frac{1}{Z_1} \quad 53.31$$

On the other hand, it follows from expressions 53.29, 53.3 and 53.28 that

$$-\frac{dr}{dz}_0 |_0 = \frac{r_0}{z_f} = \frac{174\sqrt{P}}{Z_f} = -174\sqrt{PR'_0} \quad 53.32$$

Comparing 53.31 with 53.32 we find that

$$Z_1 = Z_f$$

Thus, it can be easily proved that it would be a wrong idea to think that at a given value of $(dr/dz)_0$ the increase of the perveance would cause not only the increase of the minimum cross section but also the increase of the value of $z_m$. The inequality $z_m > z_f$ is valid only for small values of the beam perveance. When the perveance increases, the value of $z_m$ first increases, too, but then it starts to decrease. At large values of the perveance we have $z_m < z_f$, i.e. the location of the minimum cross section is nearer to the lens than it would be without space-charge.

This method of calculation has been applied in § 45.

It can also be seen from figure IV.15 that at a given value of $Z$ we can obtain a minimum cross section denoted as $R_k$ with a value of $R'_0$ such that $Z_m \neq Z$ but with a certain value of $R'_{0k}$ whose corresponding value $Z_{mk} = 2F(-R'_{0k})$ is less than $Z$.

The values of $R_k$ corresponding to the given values of $Z$ are given in figure IV.15 by the dotted curve. It is seen in the figure that the attainable minimum cross section is growing with $Z$, i.e. the farther is the given cross section and the greater is the perveance, the greater is the minimum cross section of the beam. Approximately [67], the following formula can be used

$$R_k = 0.148Z^{5/2}$$

More detailed analysis of this problem has been given by [68, 77, 78, 92, 96, 102].

If the beam is already diverging at the point $Z = 0$ ($R'_0 > 0$) then we only have region II in figure IV.11 and the integration in 53.16 is carried out over the interval from one positive quantity to another positive quantity of greater value. We have in this case

$$Z = 2\exp (-R'_0^2)[f(\log R + R'_0)^{1/2} - f(R'_0)] \quad 53.33$$

There is a monotonic spreading of the beam in this case.
Let us determine now the *maximum beam current* which can be transmitted through a tube with diameter $D = 2r_0$ and length $l$ [12], without any special focusing device.

The current-limiting effect of the beam spreading is a very important factor. It is frequently necessary, for example in klystrons, to transmit a possible maximum current through a tube with given geometrical dimensions without any special focusing. We shall assume that a converging electron beam enters the tube in the plane $z = 0$ (figure IV.11). Let us change the perveance of the beam. At very small values of the perveance we can choose the initial slope of the beam in such a way that the beam passes the tube so that it is not completely filled by the beam even at the output. If the value of the perveance is considerably increased, the spreading of the beam due to space-charge will be so strong that only a small fraction of the beam will pass the tube. There is an optimum value of the perveance at which the beam entirely passes the tube and the tube is completely filled by the beam at the output. As a consequence of the symmetry discussed above, the minimum cross section of the beam will be located in this case at the centre of the tube, i.e. in the plane $z_m = l/2$.

It follows from 53.3 that in this case the coordinate of the output of the tube is equal to

$$Z = 348 \gamma P \frac{l}{D} = 2Z_m$$  \hspace{1cm} 53.34

But we have seen in figure IV.14 that $Z_m$ has a maximum value

$$Z_{m\max} = 1.08$$  \hspace{1cm} 53.35

The corresponding optimal value of $R'_0$ being

$$(-R'_0)_{\text{opt}} = 0.92$$  \hspace{1cm} 53.36

It follows from this that $Z$ has a maximum value, too. Using this fact, the maximum value ($P_{\max}$) of the perveance of a beam which can be transmitted through the tube can be calculated. Actually, considering the value of $P$ as a variable in 53.34, we can see that a certain value of $P_{\max}$ corresponds to $Z_{\max}$

$$P_{\max} = \frac{Z_{\max}^2}{348^2} \left( \frac{D}{l} \right)^2 \left[ \text{AV}^{-3/2} \right]$$  \hspace{1cm} 53.37

where

$$Z_{\max} = 2Z_{m\max}$$

Thus, we have from 53.35 and 53.37 that

$$P_{\max} = 3.85 \times 10^{-5} \left( \frac{D}{l} \right)^2 = 49 \times 10^{-6} \frac{S_0}{l^2} \left[ \text{AV}^{-3/2} \right]$$  \hspace{1cm} 53.38
where \( S_0 \) is the initial value of the area of the cross section of the beam. So, it is possible to transmit through a metal tube with diameter \( D \), length \( l \) and potential \( U_0 \) an electron beam with current not more than

\[
I_{\text{max}} = 3.85 \times 10^{-5} U_0^{3/2} \left( \frac{D}{l} \right)^2 \quad [\text{A}] \tag{53.39}
\]

because of the spreading of the beam.

We can easily obtain from 53.28, 53.38 and 53.36 that

\[
\left( \frac{dr}{dz} \right)_{\text{opt}} = - \frac{D}{l} \tag{53.40}
\]

i.e. in order to achieve the maximum value \( (P_{\text{max}}) \) of the perveance determined by 53.38, the initial direction of the edge electron trajectory of the beam should coincide with the direction of the diagonal of a rectangle with width \( D \) and length \( l \). The diameter of the beam will be of minimum value at the centre of the tube. According to 53.7 and 53.36 this value is equal to

\[
\frac{d_{\text{min}}}{D} = R_{\text{min}} = 0.43 \tag{53.41}
\]

The case when the electron beam passes two diaphragms with different diameters has been treated by [80].

We have carried out the analysis in paraxial approximation. Similar results can be obtained in the general case as well [59, 86, 87, 103].

The spreading of a cylindrical electron beam in uniform axial external electric field has been analysed by [83, 89, 91]. A numerical solution of the paraxial ray equation has been given by [58] for linear and quadratic potential distributions along the beam axis.

The spreading of non-homocentric electron beams has been treated by [105]. Papers [108, 112, 119] are devoted to the investigation of the spreading of relativistic electron beams. The beam spreading due to space-charge has been analysed by [81] making allowance for the simultaneous effect of thermal velocities.

### 54. SPREADING OF SHEET ELECTRON BEAMS

We shall consider now a sheet electron beam moving in the direction of \( z \) axis in a uniform \( \Phi_0 \) potential drift space. We assume that there is no magnetic field and the electrons have no initial velocity component in the direction of \( x \) axis. Taking into consideration that in 51.12 \( y(z) \) is to be written instead of \( y_0 \), the paraxial equation 22.13 of the edge electron trajectory \( y(z) \) of the beam can be written as follows

\[
\frac{d^2y}{dz^2} = \frac{1}{4\nu^2 e_0 W^2 \eta} \frac{I}{\Phi_0^{3/2}} \tag{54.1}
\]
As we have already mentioned, the beam can be considered two-dimensional if $W \gg y$ is valid for the whole beam. In this case the entire analysis can be carried out in the $y, z$ plane. Thus, space-charge causes the increase of the thickness $y$ of the beam (figure IV.16).

The right-hand side of equation 54.1 is a constant. Even if $\Phi$ is a function of $z$ this side depends only on the coordinate $z$. Therefore, we can conclude that it is possible in principle to form a linear image by a plane-symmetric electron beam even in the presence of space-charge.

The following dimensionless variables will be introduced [12]

$$Y = \frac{y}{y_0}$$

and

$$Z_s = \left( \frac{Iy_0}{8\pi2\varepsilon_0 W(y_0^3)^{1/2}} \right)^{1/2} z = 154 \left( \frac{p}{y_0} \right)^{1/2} \frac{z}{y_0}$$

(Index $s$ in this notation serves only for distinction from variable $Z$ used in the axially symmetric case.)

Then equation 54.1 can be written in the following form

$$\frac{d^2Y}{dZ_s^2} = 2$$

This equation can be integrated immediately with the following initial conditions

$$Z_s = 0 \left\{ \begin{array}{l} Y = Y_0 = 1 \\ Y' = \frac{dY}{dZ_s} = Y'_0 = \frac{dY}{dZ_s} \bigg|_{Z_s=0} \end{array} \right. $$
We have the following result

\[ \frac{dY}{dZ_s} = 2Z_s + Y'_0 \]

and

\[ Y = Z_s^2 + Y'_0Z_s + 1 \]

Thus, the longitudinal section of the beam is of parabolic form. If \( Y'_0 < 0 \) (an initially converging beam), the vertex of the parabola is situated in the point with the following coordinates

\[ (Z_s)_m = - \frac{Y'_0}{2}, \quad \text{and} \quad Y_{\text{min}} = 1 - \frac{Y'_0^2}{4} \]

The location and size of the minimum cross section are determined by this point. The parabola is symmetrical with respect to its minimum cross section.

The values of \((Z_s)_m\) and \(Y_{\text{min}}\) versus \(Y'_0\) are plotted in figure IV.17.

According to 54.8, with the increase of \(-Y'_0\) the value of \((Z_s)_m\) increases linearly, while the value of \(Y_{\text{min}}\) decreases quadratically.

In figure IV.18, the function \(Y(Z_s)\) determining the beam configuration is plotted for different values of \(Y'_0\), on the basis of 54.7. The corresponding values of \(Y'_0\) are shown at the curves. These curves are easily convertible into real coordinates. For this it is only necessary to choose the proper scale of the abscissa. We obtain from 54.3 that

\[ z = \frac{Z_s}{y_0} \left( \frac{P}{y_0 W} \right)^{1/2} \]

It follows from expressions 54.2 and 54.3 that

\[ Y'_0 = \frac{1}{154} \left( \frac{W}{y_0 P} \right)^{1/2} \left. \frac{dy}{dz} \right|_0 \]

Thus, the value of \(Y'_0\) is uniquely defined by the perveance and geometrical parameters of the beam. The greater is the perveance, the greater must be the initial slope \(dy/dz\) at a given value of \(Y'_0\).

If the initial slope of the originally parallel beam has been produced by an aberrationless thin cylindrical lens placed in the plane \(z = 0\), the following expression will determine the dependence between this slope and the focal length \(z_f\) of the lens

\[ \left. \frac{dy}{dz} \right|_0 = -\frac{y_0}{z_f} \]

Thus, we have

\[ Y'_0 = -\frac{1}{154z_f} \left( \frac{Wy_0}{P} \right)^{1/2} \]
As we have already mentioned, the linear image formation is possible in case of dense sheet beams. It follows from expression 54.7 that the beam is focused into a straight line parallel to the $x$ axis if

$$Y = Z_s^2 + Y_0 Z_s + 1 = 0$$

i.e.

$$(Z_s)_f = \pm \left( \frac{Y_0'^2}{4} - 1 \right)^{1/2} - \frac{Y_0'}{2}$$  

54.13
This is possible only if \(-Y_0 > 2\). In the limiting case of \(Y_0 = -2\) we have \((Z_s)_f = (Z_s)_m = 1\). In this case one focal line is formed; this corresponds to the minimum cross section \(Y_{\text{min}} = 0\). As it is seen from figure IV.17, in case of \(-Y_0 > 2\) the coordinate of the vertex of the parabola is negative \((Y_{\text{min}} < 0)\). This contradicts to our assumption that the trajectories should not cross each other. Thus, only the case \(Y_0 = -2\) can be considered for the linear image formation.

If space-charge is negligible \((P \approx 0)\) the parameter \(Z_s\) cannot be used. In this case the smaller the value of \(-\frac{dy}{dz} \mid_0\), the greater is the focal length \(z_f\). If the value of the initial slope is given, the increase of the perveance first causes an increase in the focal length, according to 54.13. In the limiting case of the linear image formation \((Y_0 = -2)\) it can be easily seen that \(z_m = 2z_f\). If the perveance is further increased, the area of the minimum beam cross section increases and the value of \(z_m\) decreases, i.e. the minimum cross section comes closer to the plane \(z = 0\). At large values of the perveance we have \(z_m < z_f\) as in the axially symmetric case.

If the beam enters the drift space parallel to the \(z\) axis \((Y_0 = 0)\), we obtain from 54.7 that

\[
Y = Z_s^2 + 1
\]

This is the case of monotonic spreading of the beam. The rate of this spreading increases with the increase of the beam perveance, according to 54.3 and 54.14.

It is sufficient to determine the dependence \(Y(Z_s)\) only once (figure IV.19). The variation of the perveance causes only a variation of the scale of the abscissa, according to 54.9.

\[
\text{figure IV.19}
\]
If the beam is diverging already in the plane $z = 0$ ($Y'_0 > 0$), we again have monotonic spreading according to 54.7.

Let us determine now the maximum beam current which can be transmitted through a metal box with length $l$, width $W$ and thickness $N = 2y_0$, without any special focusing device. Following the idea described at the axially symmetric case, we shall consider as an optimum case when the box is just completely filled by the electron beam at its output. In this case the output plane is determined from the following expressions, according to 54.3

$$Z_s = 154\sqrt{P} \left( \frac{2l^2}{WN} \right)^{1/2} = 2(Z_s)_m$$ 54.15

As the value of $(Z_s)_m$ increases linearly with the increase of $|Y'_0|$, it may seem that the perveance can be increased arbitrarily and no current limitation occurs. However, this is not so. In this case the current is limited by the fact that the electron trajectories must not cross each other. The current limitation occurs when the edge electron just crosses the $z$ axis, i.e. when $Y_{\text{min}} = 0$. According to figure IV.17 the corresponding values are as follows

$$(Z_s)_m = 1 \quad \text{and} \quad Y'_0 = 2$$ 54.16

Substituting the value of $(Z_s)_{m\text{max}} = 1$ into 54.15, we obtain

$$(Z_s)_{\text{max}} = 154\sqrt{P_{\text{max}}} \left( \frac{2l^2}{WN} \right)^{1/2} = 2$$ 54.17

Hence

$$P_{\text{max}} = 8.44 \times 10^{-5} \frac{WN}{l^2} = 84.4 \times 10^{-6} \frac{S_0}{l^2} \quad [\text{AV}^{-3/2}]$$ 54.18

where $S_0$ is the initial value of the area of the cross section of the beam. Thus, it is possible to transmit through a metal box with length $l$, width $W$ and thickness $N$ and held at potential $U_0$ an electron beam with a current not more than

$$I_{\text{max}} = 8.44 \times 10^{-5} U_0^{3/2} \frac{WN}{l^2} \quad [\text{A}]$$ 54.19

We obtain from 54.10 and 54.16 that the optimum initial direction of the edge electron trajectory which is necessary in order to achieve the maximum value of the perveance ($P_{\text{max}}$) determined by 54.18 is equal to

$$\left. \frac{dy}{dz} \right|_{0\text{opt}} = - \frac{2N}{l}$$ 54.20

The minimum cross section of the beam is located at the centre of the box. The theoretical value of its area is zero.

Comparing 53.38 with 54.18, we can see that more current can be transmitted in case of a plane-symmetric beam than in case of an axially symmetric beam. A more detailed analysis of this problem can be found in paper [69].
Carrying out the analysis for the general case, we obtain results similar to the paraxial case [60, 79, 82, 102].

The spreading of a sheet electron beam with finite width \( W \) has been investigated by [20]. The spreading of a sheet beam in crossed electric and magnetic fields has been dealt with in [72, 85]. The spreading of a sheet beam in uniform axial electric field has been analysed by [64, 102]. The motion of sheet electron beams in the field of parallel plate [94] and cylindrical condensers [95] has also been investigated.

Finally, let us compare the spreading of a cylindrical electron beam with that of a sheet beam [3]. We shall determine the ratio of the area of the cross section \( S \) of the beam at an arbitrary value of \( z \) to the area of the initial cross section \( S_0 \) for a beam which enters the drift space parallel to the \( z \) axis. Let us first express the variables \( Z \) and \( Z_s \) by the use of \( S_0 \). We have from 53.3 that

\[
Z = 309 \left( \frac{P}{S_0} \right)^{1/2} z
\]

and from 54.3 that

\[
Z_s = 218 \left( \frac{P}{S_0} \right)^{1/2} z
\]

If the areas of the initial cross sections \( S_0 \) are identical for both the cylindrical and the sheet beam, we can simply compare expressions 54.21 and 54.22. We obtain

\[
Z_s = 0.706 Z
\]

In the axially symmetric case we have

\[
\frac{S}{S_0} = \frac{r^2}{r_0^2} = R^2 = [R(Z)]^2
\]

where the function \( R(Z) \) is determined by expression 53.19. In the plane-symmetric case we obtain from 54.14 and 54.23 that

\[
\frac{S}{S_0} = \frac{Y}{Y_0} = Y = 1 + \frac{Z^2}{2}
\]

Thus, we have succeeded in expressing the rate of the space-charge spreading as a function of the same parameter for both cases. In figure IV.20 the dependence of the ratio \( S/S_0 \) versus \( Z \) is plotted. Curve 1 has been calculated from 54.24 for the axially symmetric case, while curve 2 calculated from 54.25 refers to the plane-symmetric case. We can see that in the case of identical initial conditions the rate of spreading of an axially symmetric electron beam is greater than that of a sheet beam. The difference increases with the increase of the beam perveance. Thus, sheet beams are advantageous from the point of both current limitation and beam spreading.
55. SPREADING OF HOLLOW ELECTRON BEAMS

Let us consider a hollow electron beam moving between two coaxial metal tubes. The beam enters the drift space with uniform potential $U_0$ between the two cylinders parallel to the $z$ axis. Thus, the potential of both cylinders is equal to $U_0$. We assume that there is no magnetic field. In this case the only force acting on the electron beam is that of space-charge. The cross section of the system is shown in figure IV.1.

As we have seen in § 49, in the case of $r > r_e$ space-charge forces act outwards in radial direction, in the case of $r < r_e$ they act towards the axis, while in the case of $r = r_e$ there is no force. The value of the equilibrium radius $r_e$ has been defined by 49.28. Accepting the approximation $\varrho = \text{constant}$, we can directly use the results given in § 49. The spreading will appear in the fact that the outer boundary of the beam will be displaced outwards and the inner boundary towards the axis of the system and so they become farther and farther from the equilibrium radius $r_e$. It is sufficient to analyse the motion of these edge electrons in order to get enough information on the spreading of a laminar hollow beam. If the beam thickness is small in comparison with the value of $r_e$ the beam moves approxi-
mately parallel to the $z$ axis and we can assume that only the edge electrons deviate from that direction (see figure IV.21). Then we can consider the motion of the edge electrons in the potential field generated by space-charge of a hollow electron beam with uniform thickness [99, 104].

The equation of motion of the outer edge electron can be written by the use of 49.35 as follows

$$\frac{d^2r}{dt^2} = \eta \frac{dU}{dr} = 3.03 \times 10^4 \eta \frac{I}{U_0} \frac{b^2 - r_e^2}{b^2 - a^2} \frac{1}{r}$$  \hspace{1cm} (55.1)

Let us multiply both sides of this equation by $2 \, dr$ and integrate for the interval from $b$ to $r$ ($r > b$) with the following initial conditions

$$r = r_0 = b$$

$$z = 0$$

$$\frac{dr}{dz} = 0$$

$$\frac{dz}{dt} = -\frac{2}{U_0^{3/2}}$$

We shall take into account that

$$\frac{dr}{dz} \approx \frac{1}{(2\eta U_0)^{1/2}} \frac{dr}{dt}$$  \hspace{1cm} (55.2)

The result of the first integration is

$$\left( \frac{dr}{dz} \right)^2 = 3.03 \times 10^4 \frac{1}{U_0^{3/2}} \frac{b^2 - r_e^2}{b^2 - a^2} \log \frac{r}{b}$$  \hspace{1cm} (55.3)

Hence we have

$$\frac{dr}{dz} = + \left( 3.03 \times 10^4 \frac{I}{U_0^{3/2}} \frac{b^2 - r_e^2}{b^2 - a^2} \log \frac{r}{b} \right)^{1/2}$$  \hspace{1cm} (55.4)

The positive sign is chosen before the square root because the value of $r$ increases with the increase of coordinate $z$. Integrating once again and carrying out some simple transformations, we obtain [104]

$$z = \frac{f \left( \log \frac{r_e}{b} \right)^{1/2}}{\left( 7.58 \times 10^3 P \frac{b}{a} \left( \frac{a}{b} \right)^2 \right)^{1/2}}$$  \hspace{1cm} (55.5)

where $f(x)$ is the function defined by 53.12.

The outer spreading of the hollow electron beam is determined by expression 55.6. The case of the axially symmetric solid beam is contained in this expression as a special case. Actually, substituting $a = r_e = 0$ and
$b = r_0$ into 55.6, we obtain exactly expression 53.20 which determines the spreading of the cylindrical solid beam. Comparing these two expressions 55.6 and 53.20, one can see that in the case of a hollow beam a somewhat lesser value of $r/b$ corresponds to a given value of $z/b$ than in the case of a solid beam. This means that the rate of spreading of a hollow beam is lesser than that of a solid beam. At the same time, assuming identical currents, the current density of the hollow beam is much higher. Thus, in the case of identical current densities the spreading of a hollow beam is much lesser than that of a solid beam. This is an advantage of using hollow electron beams.

Let us consider now the inner edge electron trajectory of the hollow beam [99]. According to 49.33 we have the following equation of motion

$$\frac{d^2r}{dt^2} = \eta \frac{dU}{dr} = -3.03 \times 10^4 \eta \frac{I}{\sqrt{U_0}} \frac{r_e^2 - a^2}{b^2 - a^2} \frac{1}{r}$$

We have now to integrate from $a$ to $r$ ($r < a$), taking into account 55.3 and using the following initial conditions

$$z = 0 \begin{cases} r = a \\ \frac{dr}{dz} = 0 \end{cases}$$

After the first integration we obtain

$$\frac{dr}{dz} = -\left[ -3.03 \times 10^4 \frac{I}{U_0^{3/2}} \frac{r_e^2 - a^2}{b^2 - a^2} \log \frac{r}{a} \right]^{1/2}$$

In front of the square root the negative sign should now be used because in this region the value of $r$ decreases with the increase of coordinate $z$. Integrating equation 55.9 and carrying out some simple transformations, we obtain

$$\frac{z}{a} = \frac{\text{erf} \left[ \left( -\log \frac{r}{a} \right)^{1/2} \right]}{\text{erf} \left[ \left( -\log \frac{r_e}{a} \right)^{1/2} \right] + \left[ \frac{9.65 \times 10^3 P}{a} \left( \frac{r_e}{a} \right)^2 - 1 \right]^{1/2} \left[ \frac{9.65 \times 10^3 P}{a} \left( \frac{b}{a} \right)^2 - 1 \right]}$$

where

$$\text{erf} x = \frac{2}{\sqrt{\pi}} \int_0^x \exp (-u^2) du$$

is the error function. The inner edge trajectory is determined by expression 55.10. Now our problem is solved.
We can also determine the maximum possible value of the length of the beam, using expressions 55.6 and 55.10. The beam length is limited by the outer cylinder of radius \( R_2 \) and the inner one of radius \( R_1 \). If the outer radius of the beam becomes equal to \( R_2 \) or the inner radius equal to \( R_1 \) the beam is considered finished. The maximum possible beam perveance at a given value of the beam length can be calculated from the same conditions [98]. We obtain from 55.6 that

\[
\left( \frac{z}{b} \right)_{\text{max}} = \frac{f \left[ \left( \log \frac{R_2}{b} \right)^{1/2} \right]}{1 - \left( \frac{r_e}{b} \right)^2 \left( \log \frac{R_2}{b} \right)^{1/2}} \left( 7.58 \times 10^3 P \right) \left( \log \frac{R_2}{b} \right)^{1/2} 
\]

The second condition follows from 55.10

\[
\left( \frac{z}{a} \right)_{\text{max}} = \frac{\text{erf} \left[ - \log \left( \frac{R_1}{a} \right)^{1/2} \right]}{1 - \left( \frac{r_e}{a} \right)^2 \left( \log \frac{R_1}{a} \right)^{1/2}} \left( 9.56 \times 10^3 P \right) \left( \log \frac{R_1}{a} \right)^{1/2} 
\]

That condition is valid from 55.12 and 55.13, which leads to the lesser value of \( z_{\text{max}} \).

Finally, let us examine the spreading of the hollow beam considered as an example in § 49. So, we have

\[
P = 1.92 \times 10^{-6} \Lambda / V^{3/2}; \quad \frac{a}{R_1} = 2, \quad \frac{b}{R_1} = 3 \quad \text{and} \quad \frac{R_2}{R_1} = 4
\]

As we have seen in § 49, in this case \( r_e/R_1 = 2.38 \). It follows from 55.12 that \( (z/R_1)_{\text{max}} = 18.04 \). We obtain from 55.13 that \( (z/R_1)_{\text{max}} = 19.38 \). Thus, the outer edge trajectory determines the maximum value of the length of the beam. The edge trajectories calculated on the basis of expressions 55.6 and 55.10, respectively, have been plotted in figure IV.21.

Space-charge spreading of hollow electron beams has been dealt with also by [75, 88].

56. SPREADING OF ELLIPTICAL-CROSS-SECTION ELECTRON BEAMS

Finally, we shall deal with the motion of a solid electron beam with elliptical cross section in a uniform \( U_0 \) potential drift space. It is an important case because electron beams focused by quadrupole lenses have elliptical cross section. On the other hand, space-charge of elliptical electron-beam drifting in uniform potential space also generates a quadrupole field (see 9.8).
If there is no magnetic field, the *paraxial equations* of the edge electron trajectories \([x(z), \ y = 0]\) and \([y(z), \ x = 0]\) of the beam can be written in the following way \([55, 70]\)

\[
\frac{d^2x}{dz^2} = \frac{b^2}{x + y} \tag{56.1}
\]

and

\[
\frac{d^2y}{dz^2} = \frac{b^2}{x + y} \tag{56.2}
\]

where

\[
b^2 = \frac{I}{2\sqrt{2\pi}e_0 \sqrt{\eta U_0^{3/2}}} \tag{56.3}
\]

The location of the coordinate system is shown in figure IV.22. The beam moves in the direction \(z\) normal to the plane of the figure. Let us introduce the following new variables \([57]\)

\[
u = \frac{x + y}{2L} \tag{56.4}
\]

and

\[
v = \frac{x - y}{2L} \tag{56.5}
\]

where \(L\) is a constant quantity having a dimension of length. We shall replace the independent variable by a dimensionless one, too, similar to 53.3

\[
Z = b \frac{z}{L} \tag{56.6}
\]

Equations 56.1 and 56.2 can be rewritten with these variables in the following form

\[
\frac{d^2u}{dZ^2} = \frac{1}{2u} \tag{56.7}
\]
and
\[ \frac{d^2v}{dz^2} = 0 \tag{56.8} \]

The functions \( u(Z) \) and \( v(Z) \) determining the trajectories \( x(z) \) and \( y(z) \), respectively, are solutions of these equations. We have the following initial conditions in the plane \( Z = 0 \)
\[ u_0 = \frac{x_0 + y_0}{2L} \tag{56.9} \]
\[ v_0 = \frac{x_0 - y_0}{2L} \tag{56.10} \]
\[ \frac{du}{dz} \bigg|_0 = u'_0 = \frac{1}{2b} \left( \frac{dx}{dz} \bigg|_0 + \frac{dy}{dz} \bigg|_0 \right) \tag{56.11} \]
and
\[ \frac{dv}{dz} \bigg|_0 = v'_0 = \frac{1}{2b} \left( \frac{dx}{dz} \bigg|_0 - \frac{dy}{dz} \bigg|_0 \right) \tag{56.12} \]

Equation 56.7 coincides with equation 53.4. Only the initial condition 56.9 differs from its counterpart condition 53.5. Using this fact and taking into account 53.22, we obtain the solution of equation 56.7 on the basis of 53.24 as follows [100]
\[ Z = 2u_0 \exp \left( -u_0'^2 \right) \left[ f(-u_0') \pm f \left( \log \frac{u}{u_0} + u_0'^2 \right)^{1/2} \right] \tag{56.13} \]

where \( f(x) \) is defined by 53.12. The sign should be chosen according as the slope of \( u(Z) \) in the given point \( Z \) is positive or negative with respect to the direction of \( Z \) axis.

Equation 56.8 has the following solution
\[ v = v_0 + v'_0Z \tag{56.14} \]

The edge electron trajectories \( x(z) \) and \( y(z) \) can be obtained from functions \( u(Z) \) and \( v(Z) \) which are determined by 56.13 and 56.14, respectively, with the use of expressions 56.4 and 56.5. We should like to emphasise that \( x(z) \) and \( y(z) \) are not projections of one trajectory but they are the trajectories of two edge electrons moving in the orthogonal medium planes \( x, z \) and \( y, z \) of the beam, respectively.
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V. ELECTROSTATIC FOCUSING OF HIGH-INTENSITY ELECTRON BEAMS

MIKLÓS SZILÁGYI

In Chapter III we dealt with the production of high-intensity electron beams. Our next task is to investigate the problem of focusing, i.e. the maintenance of a given form and size of the cross section of a high-intensity long electron beam.

In this chapter focusing methods based on purely electrostatic fields will be treated in detail. These methods may be divided into two groups: (1) periodic electrostatic focusing; (2) centrifugal electrostatic focusing. We shall deal with these two groups, especially with the different methods of periodic electrostatic focusing. For this reason, periodic focusing will be briefly treated in general in the first part of this chapter.

A detailed analysis of magnetic focusing methods will be given in Chapter VI.

(A) THE PERIODIC FOCUSING

57. PERIODIC ELECTROSTATIC FOCUSING

If the maintenance of a given form and size of the cross section of a long high-intensity electron beam is required, it is convenient to use a periodic alignment of electron lenses so that each lens just compensates the effect of space-charge in a given region. In this way an electron beam with considerable length can be formed, for a great number of lenses can be placed in sequence.

The idea of using periodic alignments of electrostatic lenses for this dates back to 1939 [44], and the method has reached a high state of development since then. Now periodic focusing is the most widespread method of maintenance of high-intensity electron beams. The focusing device may be electrostatic or magnetic or a combination of electrostatic and magnetic fields. It can be used for maintenance of cylindrical, sheet or hollow electron beams or any other types of beams alike.

Periodic electrostatic focusing is advantageous in many respects. The elimination of magnetic fields leads to reduction of weight of the focusing device. Problems connected with the use of magnetic materials (inhomogeneities, temperature dependence, etc.) do not appear. The focusing electrodes do not require external adjustment. They are mounted in the vacuum system and it is possible to use them for other purposes; for example, as slow-wave structure in a microwave tube. The ions generated in the electron beam are quickly pumped up by the strong electrostatic fields. It leads to a longer durability of the cathode and to the reduction of the noise level.
A disadvantage of the periodic electrostatic focusing is that the maintenance of an electron beam with a given value of the perveance requires a smaller value for the period of the field than in case of periodic magnetic focusing. This leads to technological difficulties — electric discharge may occur between the electrodes — and as we shall see, the mathematical analysis will also be more complicated for this reason. It should be noted that both electrostatic and magnetic periodic focusing require that geometrical dimensions, centring of the electrodes, the length of the field period and the required transition region between the electron gun and the input of the periodic system should strictly follow the prescriptions.

We should like also to remark that it is necessary for the complete compensation of the effect of space-charge that the distribution of the space-charge density in the electron beam should be such that the repulsion force $F_e$ acting on the electrons due to space-charge diminish towards the axis, according to the same law as the focusing force. As we have seen from expression 50.5, if the space-charge distribution is uniform across the whole beam, as is assumed in the paraxial approximation, the force $F_e$ is proportional to the distance $r$ from the axis of a cylindrical solid beam. The dependence of the radial component $E_r$ of the electrostatic focusing field on the distance $r$ is the same (see 21.1) in the paraxial approximation. However, if we consider a more general case for which the paraxial approximation is not suitable, the field component $E_r$ will be a more complicated function of $r$ and the ideal focusing will require a space-charge distribution such that $F_e(r)$ will follow the same law as $E_r(r)$. This requires a special type of electron gun producing an electron beam with a given current-density distribution. The realisation of such a gun is a very complicated problem.

Up to now, great progress has been achieved in the field of periodic electrostatic focusing. Its practical application is gradually coming into general use. It is especially convenient for the maintenance of high-energy electron beams.

However, a general theory of the electrostatic focusing has not been developed yet. As we shall see, the treatment of each different type of electrostatic focusing is only valid approximately: the methods are based on a more or less great number of assumptions. Therefore, the design of the focusing devices can hardly do without semi-empirical methods. An exact general theory is badly needed. Especially important is the analysis of the behaviour of the beam in the transition region between the electron gun and the focusing device. Analog methods, for example, resistance network analog, and methods using digital computers for determination of electron trajectories are of great importance in the investigation of various special problems arising at the design of focusing devices.

The characteristic features of various types of electrostatic, magnetic and complementary focusing can be determined on the basis of Chapters V and VI. The possibilities of application depend on these features.

After this introduction we shall now try to give a detailed and systematical description of the theoretical basis of electrostatic focusing.
58. ILLUSTRATION OF THE PERIODIC FOCUSING ON THE BASIS OF THE OPTICAL ANALOGY

Let us first consider the effect of a lens system consisting of a periodic sequence of identical thin converging electron lenses with focal lengths $f$ and spacings $l$ between the lenses on an electron beam without space-charge considered only for illustration [87] (figure V.1). As usual, we call a lens 'thin' if its focal length is much longer than the axial extent of the field of the lens. We shall also assume that the distance $l$ is greater than the extent of the lens field. The lenses may be electrostatic, magnetic (or complementary) thin electron lenses. In this case the knowledge of the focal length $f$ and spacing $l$ is sufficient for the description of the whole system. The principal planes of any lens coincide with each other and with the medium plane of the lens. Thus, we can assume that the electron trajectories consist of straight lines, the slopes of which are suddenly changed by the lenses.

Let us now examine the electron trajectories in such a system. The electrons are moving in the direction of the $z$ axis. In this section our treatment is independent of the symmetry properties of the beam and the lenses; it is valid for sheet beams as well as for cylindrical beams. One can find that the electron motion is bounded only if the following condition is fulfilled [87]

$$ 0 \leq \frac{l}{f} \leq 4 \quad (58.1) $$

If $l/f > 4$, the solution is unbounded. Actually, as the lens strength is increased, its focusing effect initially increases. If, however, the focal length is diminished further, the electron can cross the axis between the lenses and reach some distance on the other side; the next lens forces the electron back across to a still greater distance and so on. This leads to very intensive fluctuations, the amplitude of which increases with the distance. The same situation occurs if the spacing $l$ is increased. The result is that the focusing becomes unstable.

It follows from these facts that if we have $k$ finite number of lenses, the output slope of the electron beam behind the last lens (as $l = \text{constant}$, the output coordinate is equal to $z = kl$) can be varied almost arbitrarily by the...
variation of the focal length $f$ of the lenses. In spite of the fact that all the lenses are converging, we may get a strongly diverging beam at the output of the system.

When real thick lenses are used, the situation is more complicated. We have either to know the positions of the principal planes or determine the exact trajectories. The trajectories in this case are complicated curves. An increase in the field strengths of thick lenses leads to the above effect on the whole system. But beside this an additional effect arises: when the field strength of a thick lens is increased, its focal length initially decreases, then increases and further decreases again. This is a consequence of the fact that the electrons can cross the axis repeatedly in the field of the thick lens. A more detailed analysis of the periodic sequence of thick lenses can be found in [78–80].

![Figure V.2](image)

Let us now consider another case of great practical importance, again not taking space-charge into consideration for the moment. This is focusing by a periodic series of alternating diverging and converging thin lenses with focal lengths $|f|$ and spacings $l$ between the lenses (figure V.2).

An example of such a system is a series of quadrupole lenses; each lens is rotated through an angle of 90 degrees with respect to its neighbour [30]. So, we have two periodic series of alternating diverging and converging lenses: one series in the $x, z$ plane and another series in the normal $y, z$ plane. Naturally, the lens diverging in $x, z$ plane is converging in $y, z$ plane and vice versa.

Let us examine the electron trajectories in this system. One may think at first that the diverging and converging lenses of equal strength compensate for each other. This is not the case, however. As is well known [65], electrons remain in the field of an electrostatic diverging lens for a shorter time than in that of a converging lens of equal strength. So, the resultant effect will be positive: the electrons will be focused by the system.

There is another reason for the appearance of the positive resultant effect in this case. As the slope $r'$ is proportional to the distance $r$ from the axis and the electron passes through the diverging lens closer to the axis than through the converging lens after having been bent by the diverging lens outwards, the effect of the converging lens is stronger than that of the diverging lens. For example, let us assume that an electron enters the field of the first converging lens parallel to the axis. It comes to the diverging
lens at a distance $r_2 < r_1$ and having a slope $r_1' = -r_1/f$. After the diverging lens the slope of the electron will be equal to

$$r_2' = -\frac{r_1}{f} + \frac{r_2}{f} < 0$$

etc. (figure V.3). If the lenses follow each other in reverse order (figure V.4), the electron enters the field of the diverging lens parallel to the axis. Then it comes to the converging lens at a distance $r_2 > r_1$ and with a slope $r_1' = r_1/f$. After passing the converging lens its slope is equal to

$$r_2' = \frac{r_1}{f} - \frac{r_2}{f} < 0$$

etc. The resultant effect is always positive.

We know from geometrical optics (see [65], formula 8.86) that the resultant focal length $F$ of an optical system consisting of two lenses is determined by the following expression

$$\frac{1}{F} = \frac{1}{F_1} + \frac{1}{F_2} - \frac{q}{F_1 F_2}$$

where $F_1$ and $F_2$ are the focal lengths of the two lenses, respectively; $q$ is the absolute value of the distance between the image-side principal plane of the first lens and the object-side principal plane of the second lens. For the case of $F_1 = -F_2$ we have from this expression

$$\frac{1}{F} = \frac{q}{F_2^2} > 0$$

independently of the order of succession of the lenses. Thus, we have proved that the resultant effect is always positive.

The solution is bounded in this case if the following condition is fulfilled [74]

$$0 \leq \frac{l}{f} \leq 2$$
If \( l/f > 2 \), the electron can reach large distances from the axis and the solution becomes unstable.

Thus, the situation is similar in the case of alternating diverging and converging lenses to the case of a periodic sequence of converging lenses: we have alternate regions of focusing and defocusing at the output of the system as the strength of the lenses is varied.

A more comprehensive theory of periodic focusing without space-charge is given in the book by Sturrock [96] where special attention is paid to the problem of stability. The stability of the periodic focusing without space charge is also treated by [31]. A series of quadrupole lenses has been considered by [130] for the case when the adjacent quadrupoles are rotated with respect to each other by angles \( 180 \deg/n \) \( (n = 3, 4, 5, \ldots) \).

(B) FOCUSING OF ELECTRON BEAMS BY AXIALLY SYMMETRIC PERIODIC ELECTROSTATIC FIELDS

59. FOCUSING BY A SEQUENCE OF AXIALLY SYMMETRIC THIN LENSES

Let us now consider a periodic sequence of identical thin converging lenses with focal lengths \( f \) and spacings \( l \) between the adjacent lenses, taking space-charge of the electron beam into account [87] (see figure V.1). The lenses may be electrostatic or magnetic lenses or combinations of electrostatic and magnetic thin lenses.

A laminar electron beam arrives into the system from the left-hand side, parallel to the \( z \) axis. The initial beam radius is equal to \( r_0 \). The edge electron trajectory of the beam will be examined in the followings (figure V.5).

In the thin lens approximation it can be assumed that the beam motion in the section between any two lenses is determined only by space-charge: there is a spreading of a drifting electron beam as it has been treated in Chapter IV. The lenses change suddenly the slopes of the trajectories of the beam.

![figure V.5](image-url)
The slope $r'_0$ so formed immediately after the lens gives the value of the initial slope for the motion in the following section.

Parameters $l$ and $f$ characterising the system can be chosen so that the configuration of the beam will be identical in all sections and symmetrical within the sections with respect to the centre of the section. It follows from the symmetry property of the beam spreading that if the minimum cross section of the beam is located just in the centre of a section, the same beam configuration will occur in all the other sections. At given values of the beam perveance $P$ and lens spacing $l$ the value of the focal length $f$ cannot be chosen arbitrarily if we wish to obtain such a simple beam configuration. Naturally, the value of $f$ depends also on the initial beam radius $r_0$.

Coordinate $z$ is measured from the centre of the first lens. Thus, $r'_0$ is the slope of the edge electron trajectory after this lens and its value will be negative. If the coordinate $z_m$ of the minimum beam cross section is just in the centre of the first section, symmetry will cause the beam radius at the following lens to be equal to $r_0$ again. This is realised if the condition

$$l = 2z_m$$

is satisfied. Let us introduce the dimensionless coordinate $R$ and $Z$, according to 53.2 and 53.3, respectively. As we have seen in Chapter IV, on increasing $-R'_0$ the value of $Z_m$ first increases but later decreases. At given values of $l$, $P$ and $r_0$ the proper value of the initial slope $R'_0$ of the edge electron trajectory at which condition 59.1 is satisfied can be determined from figure IV.14.

We have seen in figure IV.14 that

$$(Z_m)_{\text{max}} = 1.08$$

thus

$$(2Z_m)_{\text{max}} = L_{\text{max}} = 2.16 \quad (Z = L \text{ when } z = l)$$

The corresponding value of $R'_0$ is equal to $R'_0 = -0.92$. If $L < L_{\text{max}}$, two proper values of $-R'_0$ can be found in figure IV.14. According to 53.7 and 53.30, the lesser value of $-R'_0$ corresponds to a larger perveance, weaker lens and larger minimum beam radius $r_{\text{min}}/r_0$ than the greater value of $-R'_0$. Thus, the lesser value of $-R'_0$ is more suitable because a lower rate of rippling occurs in the beam.

The focal length $f$ of the lenses should be chosen so that the condition

$$\frac{r_0}{f} = -2r'_0$$

should be satisfied, according to 53.29. Here $r'_0$ can be determined from $R'_0$ if $P$ is known by means of 53.28. The right-hand side of 59.2 is multiplied by 2 because the value of the slope is equal to $+|r'_0|$ when the beam arrives at the lens and it should be changed to $-|r'_0|$ by the lens (see figure V.5). The difference is $2|r'_0|$. The negative sign appears because we have $r'_0 < 0$ behind the lens.
Naturally, the focal length of the first lens should be chosen in a different way. Its value depends on the slope at which the beam enters the system.

If the beam enters the system parallel to \( z \) axis (figure V.5) the convergence \( 1/f \) of the first lens should be the half of the convergence of all the other lenses.

It is easy to see that

\[
\frac{dr}{dz} = r_0 \frac{dR}{dz} = r_0 \frac{dR}{dZ} \frac{dZ}{dz} = r_0 \frac{R'}{z} = r_0 R' \frac{L}{l} \tag{59.3}
\]

as \( Z/z = \text{constant} \). It follows from 59.3 and 59.2 that

\[
\frac{1}{f} = -2R_0 \frac{L}{l} \tag{59.4}
\]

where

\[
L = 174\sqrt{P} \frac{l}{r_0} \tag{59.5}
\]

Thus, we have

\[
\frac{1}{f} = -348\sqrt{P} \frac{R_0'}{r_0} = -\frac{2r'_0}{r_0} \tag{59.6}
\]

It should be mentioned once again that the maximum possible value of \( L \) is 2.16. So

\[
\frac{l_{\max}}{r_0} = \frac{2.16}{174\sqrt{P}} = \frac{1.24 \times 10^{-2}}{\sqrt{P}}
\]

For example, in case of \( P = 10^{-6} \text{ A}/\text{V}^{3/2} \) we have \( l_{\max} = 12.4r_0 \).

Thus, first we have to calculate the value of \( L \) on the basis of 59.5 with given values of \( l, P \) and \( r_0 \). (The value of \( l \) can be chosen arbitrarily, while \( P \) and \( r_0 \) are determined by the parameters of the electron gun.)

Then, using the correlation

\[
L = 2Z_m
\]

the suitable value of \( R_0' \) is to be determined by means of figure IV.14. The required value of the focal length can be obtained from 59.4 or 59.6. The value of \( r_{\min} \) is determined by 53.7.

So, if the first lens is placed just in the plane of the minimum cross section of the beam leaving the electron gun (figure V.6), the focal length of the first lens should be doubled with respect to that of the other lenses. In this case

\[
r_0 = r_{\min}(\text{gun})
\]

The beam shape in the case of the lenses being absent is shown in the figure by dashed lines.
We have seen in Chapter IV that

$$Z_m = 2F(-R')$$

where $F(x)$ is the function defined by 53.22. Hence we have

$$L = 2Z_m = 4F(-R_0')$$

So, table IV.2 can also be used for the determination of $R'_0$.

As we have seen, at small values of $-R_0'$ we can use the approximation

$$F(-R'_0) \approx -\frac{L}{4}.$$ 

Thus, we have $-R_0' \approx L/4$. In this case expressions 59.4 and 59.6 can be written in the following way

$$\frac{1}{f} = \frac{L^2}{2l} = \frac{174^2 P l^2}{2l} = 1.515 \times 10^4 P \frac{l}{r_0^2} \quad [m^{-1}] \quad 59.7$$

This method of analysis is advantageous because it is valid for any type of axially symmetric thin electron lenses. The perveance of the beam determines only the required value of the focal length of the lenses but does not determine the other properties of the lenses. In this way we could separate the gun and the lenses, i.e. the beam and the lenses from each other and considerably simplify the analysis. Naturally, this treatment is possible only in the case of thin lenses. If thick lenses are used, electron trajectories in the field of the lenses must be determined, and what is more, space-charge is to be taken into account in the calculation.

Another possible solution is the connection of the electron gun with the lens system. In this case the value of $z_m$ in expression 59.1 is equal to the value of $z_m$ of the electron gun (figure V.7). Thus, in this case $l$ cannot be chosen arbitrarily but is given by the parameters of the gun in a similar way to $P, r_0$ and $r_{min}$. Naturally, $r_0 > r_{min}$ in this case. The only task is to place thin lenses with focal lengths $f = F/2$ successively at distances $l = 2z_m$ from each other, where $F$ is the resultant focal length of the beam leaving the gun, as determined by expression 45.20. Then the initial beam slope will correspond to this value of $F$ after every lens and the beam configuration will be identical in all sections.
Substituting \( r_0 = r_{\text{min}} \) and \( z = z_m \) into expressions 53.2 and 53.3, we can control our solution. Considering the plane of the minimum cross section as the initial plane of the beam, we can determine the value of \( r_0/r_{\text{min}} \) from figure IV.12 and the value of \(-R'_0\) from table IV.2 and expression 53.7. According to 53.30, the following value will correspond to this case

\[
\frac{1}{F} = -R'_0 \frac{174\sqrt{P}}{r_0}
\]

Let us consider an example. The perveance of an electron gun is equal to \( P = 3.3 \times 10^{-7} \text{ A V}^{3/2} \), the radius of the cathode is \( R_k = 25 \text{ mm} \), the radius of the anode is \( R_a = 10 \text{ mm} \), i.e. \( R_k/R_a = 2.5 \). We have from 45.22 that

\[
\theta_0 = \left( \frac{G^2P}{7.33 \times 10^{-6}} \right)^{1/2} = 0.263 \approx 15 \text{ deg}
\]

Hence \( r = \theta_0 R_k = 6.57 \text{ mm} \) and \( r_0 = \theta_0 R_a = 2.63 \text{ mm} \). We have from figure III.16 that \( r_{\text{min}}/R_k = 0.06 \), i.e. \( r_{\text{min}} = 0.39 \text{ mm} \). From figure III.17: \( z_m/R_k = 0.97 \) and \( F/R_k = 0.77 \), i.e. \( z_m = 24.2 \text{ mm} \) and \( 1/F = 0.052 \text{ mm} \). It follows from 53.2 and 53.3, respectively, that

\[
R = \frac{r}{r_{\text{min}}} \quad \text{and} \quad Z = 174\sqrt{P} \frac{z_m}{r_{\text{min}}} = 6.15
\]

We obtain from figure IV.12 that \( R = 6.7 \), i.e. \( r_0 = 2.64 \text{ mm} \) which value coincides with that calculated for the electron gun. We have from 53.7 and table IV.2 that \(-R'_0 = 1.38 \), i.e. \( 1/F = 0.052/\text{mm} \), as it has been found above.

The result can be controlled also by means of the first method. In this case \( l = 2z_m \) is to be substituted. We have for our example \( L = 1.84 \), i.e. \( Z_m = L/2 = 0.92 \). The corresponding two values of \(-R'_0\) are 0.56 and 1.39. The second value is used, so

\[
\frac{r_{\text{min}}}{r_0} = \exp (-1.39^2) = 0.145
\]
whence $r_{\text{min}} = 0.38 \text{ mm}$ and $1/f = 0.106$ and $1/F = 0.053$ as it has been calculated above. (The focal length of the first lens is $F$, that of all the other lenses is equal to $f$.)

An electrostatic electron lens is called single lens if the potential on both sides of the lens is uniform and has the same value. Such lenses are represented in figures V.6 and V.7. The focal length of a thin single lens is determined by the following expression ([65], formula 4.67)

$$\frac{1}{f} = \frac{3}{16} \int_{z_1}^{z_2} \left(\frac{\Phi'}{\Phi}\right)^2 dz$$

where $z_1$ and $z_2$ are the coordinates bounding the field; the prime represents differentiation with respect to $z$. For small values of $L$ expression 59.7 is valid. Taking 59.8 into account, we obtain from that expression

$$P = 1.237 \times 10^{-5} r_0^2 \left[\frac{1}{l} \int_{z_1}^{z_2} \left(\frac{\Phi'}{\Phi}\right)^2 dz\right] \text{[A/V}^{3/2}]$$

Here the expression in brackets is the average value of the square of $\Phi'/\Phi$ over the distance $l$, where $\Phi$ is the potential on the axis. According to [87], expression

$$\left[\frac{(\Phi')^2}{\Phi}\right]_{\text{average}} = 2.54 \times 10^5 \frac{P}{S_0} \text{[m}^{-2}]$$

derived from 59.9 is to be considered in any case of periodic electrostatic focusing, even if the electric field cannot be assumed as constituting a series of thin lenses. In this expression $S_0 = \pi r_0^2$ is the initial cross section of the beam.

60. FOCUSING OF CYLINDRICAL ELECTRON BEAMS
BY PERIODIC ELECTROSTATIC FIELDS

The extension of the field of a lens used in a periodic sequence is in practice comparable with the spacing $l$ between the lenses. So, if there is any uniform potential region between the adjacent lenses, its extension is always less than the spacing between the lenses. Thus, the conception of thin lenses is a rather rough approximation of the periodic focusing.

A periodic electrostatic focusing field may be produced practically by a series of electrodes held at alternately higher and lower potentials (figure V.8). The potential distribution of such a system is continuous, so we cannot refer to the localisation of discrete lenses. The ‘lens’ is extended over the whole length of the electron beam. In order to determine the beam configuration, it is necessary now to solve the equations of motion. It should be mentioned that the stability of an electron beam is higher in such a continuous field than in a system of separated lenses because focusing forces
act over a longer region and so large fluctuations cannot be accumulated so easily.

Obviously, any field distribution may be divided into converging and diverging regions. Thus, we have physically the case treated in § 58. We have seen there that the resultant effect of a series of diverging and converging lenses is always positive (focusing effect) as the electrons are in a weaker diverging field (closer to the axis) than in the field of the converging lenses. This resultant focusing effect should be chosen so that it should just compensate the beam spreading due to space-charge. If this requirement is fulfilled we have the case of optimum focusing, which should be sufficiently stable; an electron shifted out of the beam should be forced back towards the beam by the focusing field. The matter in question is an average focusing effect; thus, an equilibrium state may only be achieved with regard to the whole beam. A given beam configuration therefore cannot be obtained quite exactly even theoretically; it can be approached only. If a periodic focusing field is used, the beam boundary is always rippling; it fluctuates about the given value. The minimum ripple is achieved in case of optimum focusing.

Let us consider now a cylindrical solid electron beam moving in the electrostatic field of an axially symmetric periodic focusing system. The $z$ axis of the cylindrical coordinate system $r, \alpha, z$ is coincident with the axis of the focusing system. We shall assume first that the radius of the beam is much smaller than the characteristic dimensions of the focusing system, and the radial components of the electron velocities are small in comparison with the longitudinal ones in the whole beam. Then one can assume that at a given value of $z$ the velocities of all the electrons of the beam are determined by the axial potential $\Phi(z)$. The edge electron trajectory of the beam is determined by the paraxial equation 21.14 for the axially symmetric case.

![Figure V.8](image-url)
There is no magnetic field now. Taking space-charge into account, the paraxial equation can be written as follows

\[
\frac{d^2r}{dz^2} + \frac{\Phi'}{2\Phi} \frac{dr}{dz} + \frac{\Phi''}{4\Phi} r = \frac{I}{4\sqrt{2\pi}\varepsilon_0\gamma\Phi^{3/2}} \frac{1}{r}
\]

where the primes represent differentiation with respect to \( z \).

The calculations become simpler frequently by elimination of the first derivative of the dependent variable from paraxial equation 60.1. As it is well known, it is necessary to introduce the following new variable for this

\[
q = r \exp \left( \frac{1}{2} \int \chi(z) dz \right)
\]

where \( \chi(z) \) is the coefficient at \( r' \) in the equation. In our case

\[
Z = \frac{\Phi'}{2\Phi}
\]

Thus, we have

\[
q = r \exp \left( \frac{1}{2} \int \frac{d\Phi}{2\Phi} \right) = r\Phi^{1/4}
\]

The values of \( r, r' \) and \( r'' \) can be written so with the new variable

\[
r = q\Phi^{-1/4}
\]

\[
r' = -\frac{1}{4} \Phi^{-5/4}\Phi'q + q'\Phi^{-1/4}
\]

and

\[
r'' = -\frac{1}{4} \Phi^{-5/4}(\Phi''q + \Phi'q') + \frac{1}{4} \frac{5}{4} \Phi^{-9/4}(\Phi')^2 q + \Phi^{-1/4}q'' - \frac{1}{4} \Phi^{-5/4}\Phi'q'
\]

Substituting these quantities into the paraxial equation 60.1 we obtain the following result

\[
q'' + \frac{3}{16} \left( \frac{\Phi'}{\Phi} \right)^2 q - \frac{I}{4\sqrt{2\pi}\varepsilon_0\gamma\Phi} \frac{1}{q} = 0
\]

In most cases this equation can be solved only by numerical methods, but in some special cases it is easier to integrate this equation than equation 60.1.

In case of periodic electrostatic focusing of axially symmetric electron beams it is convenient to rewrite the paraxial equation with the following dimensionless new variables

\[
x = \frac{2\pi}{P} z
\]
and

\[ y = \frac{r}{r_0} \]

where \( p \) is the period of the electric field and \( r_0 \) is the initial value of the radius of the beam. The intensity of the electron beam will be characterised by the following parameter [27]

\[ A = \frac{p^2 P_0}{16 \pi^2 \varepsilon_0 \gamma r_0^2} = 385 \frac{p^2 P_0}{r_0^2} \]

where \( P_0 = I / U_0^{3/2} \) is the perveance of the beam leaving the electron gun. Here \( U_0 \) is the potential at the entrance plane \( z = 0 \).

It should be mentioned that the dimensionless constant parameter \( A \) is proportional to the square of the ratio of two remarkable frequencies. Actually, the square of the plasma frequency \( \omega_p \) of the electrons is defined by the following expression

\[ \omega_p^2 = - \frac{\eta}{\varepsilon_0} = \frac{1}{\pi r_0^2 (2 \eta U_0)^{1/2}} = \text{constant} \]

where \( \bar{\varrho} \) is the average space-charge density at the plane \( z = 0 \).

We may introduce also the frequency

\[ \omega = \frac{2\pi}{p} v_0 = \frac{2\pi}{p} (2 \eta U_0)^{1/2} = \text{constant} \]

where \( v_0 \) is the initial velocity of the electrons. It is easy to see then that

\[ A = \frac{1}{2} \left( \frac{\omega_p}{\omega} \right)^2 \]

Let us express the potential on the axis by the following dimensionless quantity

\[ V(x) = \frac{\Phi(x)}{U_0} \]

Then the paraxial equation 60.1 can be written as follows

\[ \frac{d^2 y}{dx^2} + \frac{1}{2V} \frac{dV}{dx} \frac{dy}{dx} + \frac{1}{4V} \frac{d^2 V}{dx^2} y - \frac{A}{V^{3/2}} \frac{1}{y} = 0 \]

Equation 60.7 with this notation has the following form

\[ \frac{d^2 \sigma}{dx^2} + \frac{3}{16} \left( \frac{1}{V} \frac{dV}{dx} \right)^2 \sigma - \frac{A}{V \sigma} = 0 \]

where a new variable

\[ \sigma = \frac{q}{r_0 U_0^{1/4}} = y V^{1/4} \]

has been introduced.
Equations 60.14 and 60.15 can be used for any type of periodic electrostatic focusing of axially symmetric electron beams. The only mathematical assumption made up now is the paraxial approximation.

Let us suppose that an electron beam accelerated to potential $U_0$ arrives at the entrance of the system parallel to the $z$ axis.

Then we have the following initial conditions

$$ r(0) = r_0 \quad \text{and} \quad r'(0) = 0 \quad 60.17 $$

The electrostatic field with period $p$ is produced by a series of electrodes placed at a distance $p/2$ from each other and held at periodically varying potentials $U_F$ and $U_F$ (see figure V.8, where the electrodes have been represented schematically). The axial potential distribution of this field can be approximated by the following expression [27]

$$ \Phi(z) = U_0 + U_1 \left(1 - \cos \frac{2\pi z}{p} \right) \quad 60.18 $$

(figure V.9) where $U_1$ is the half-amplitude of the variable component of the potential on the axis which depends on the potentials $U_F$ and $U_F$ and also on the geometrical dimensions of the focusing system. The value of $U_0$ depends on the same parameters. It is convenient to express the potential distribution in this way as it simplifies the initial conditions: in the plane $z = 0$ we have $\Phi_0 = U_0$ and $\Phi'_0 = 0$. Taking into account 60.8, the potential distribution 60.18 can be written as follows

$$ V(x) = 1 + \Omega(1 - \cos x) \quad 60.19 $$

where

$$ \Omega = \frac{U_1}{U_0} \quad 60.20 $$
is the focusing parameter. The potential 60.18 on the axis is produced by the electric field of the electrodes only. Space-charge is only taken into account in the last term of the paraxial equation, its effect on the potential depression is neglected. As we have mentioned in Chapter IV, this effect is negligible at practical values of the beam perveance.

Any periodic potential distribution can be represented by a *Fourier* series. The potential distribution 60.18 contains only the first two terms of this series. It determines a special focusing system consisting of curved electrodes (the electrodes shown in figure V.8 are simple diaphragms). Substituting 60.18 into expression 5.54 we obtain the potential at an arbitrary point (not only in the vicinity of the axis) [21]

\[
\varphi(r, z) = \sum_{r=0}^{\infty} \frac{(-1)^r}{(r!)^2} \left( \frac{r}{2} \right)^{2r} \Phi^{(2r)}(z) =
\]

\[
= U_0 + U_1 - U_1 \left[ 1 + \sum_{r=1}^{\infty} \frac{1}{(r!)^2} \left( \frac{\pi r}{p} \right)^{2r} \right] \cos \frac{2\pi}{p} z =
\]

\[
= U_0 + U_1 - U_1 \left[ 1 + \frac{\pi r}{p} + \frac{1}{4} \left( \frac{\pi r}{p} \right)^4 +
\right.
\]

\[
+ \frac{1}{36} \left( \frac{\pi r}{p} \right)^6 + \frac{1}{576} \left( \frac{\pi r}{p} \right)^8 + \frac{1}{14400} \left( \frac{\pi r}{p} \right)^{10} + \ldots \right] \cos \frac{2\pi}{p} z =
\]

\[
= U_0 + U_1 - U_1 I_0 \left( \frac{2\pi r}{p} \right) \cos \frac{2\pi}{p} z
\]

where \( I_0 \) is the modified *Bessel* function of the first kind and zero order. The shape of the equipotential surfaces can easily be obtained from this expression. The equipotential curve \( \varphi(r, z) = U_0 \) is determined by the following equation derived from 60.21

\[
\cos \frac{2\pi}{p} z = \frac{1}{I_0 \left( \frac{2\pi r}{p} \right)}
\]

The equipotential curve \( U_0 + 2U_1 \) is determined by the following equation

\[
\cos \frac{2\pi}{p} z = - \frac{1}{I_0 \left( \frac{2\pi r}{p} \right)}
\]

Before the determination of the electrode shapes we shall first obtain the dependence of the potentials \( U_p \) and \( U_f \) on the parameters \( U_0, U_1, D \) and \( p \). (Three of them may be chosen arbitrarily but so that they should satisfy
other requirements. The value of $U_1$ is determined by the condition of optimum focusing, as we shall see later.) Substituting the values of

$$r = \frac{D}{2} \quad \text{and} \quad z = \frac{2k \cdot p}{2} \quad \text{or} \quad z = (2k + 1) \frac{p}{2}$$

($k$ is an integer) into expression 60.21, we obtain the potentials on the electrodes

$$U_p = U_0 + U_1 \left[ 1 - I_0 \left( \frac{\pi D}{p} \right) \right] \quad 60.24$$

and

$$U_f = U_0 + U_1 \left[ 1 + I_0 \left( \frac{\pi D}{p} \right) \right] \quad 60.25$$

It is easy now to determine the electrode shapes. For this we shall substitute the values of $U_p$ and $U_f$ into 60.21. The equation of the equipotential $U_p$ will have the following form

$$\cos \frac{2\pi}{p} z = \frac{I_0 \left( \frac{\pi D}{p} \right)}{I_0 \left( \frac{2\pi}{p} r \right)} \quad 60.26$$

The equation of the equipotential $U_f$ is as follows

$$\cos \frac{2\pi}{p} z = - \frac{I_0 \left( \frac{\pi D}{p} \right)}{I_0 \left( \frac{2\pi}{p} r \right)} \quad 60.27$$

The electrode shapes and the equipotential curves $U_0$ and $(U_0 + 2U_1)$ are shown in figure V.10 for the case of $D = 0.5p$. Naturally, this electrode system is not practicable because it is very difficult to produce such curved electrodes with the required accuracy. Electrodes with simple designs are used in practice. The potential distribution of real electrode systems can be determined by analog methods or by calculations [37, 128, 129].

Expression 60.18 may be used, however, as an approximate formula for the potential distribution of a system consisting of plane diaphragms [103]. In this case the values of $U_p$ and $U_f$ should be calculated from the formula

$$\Phi_c = \Phi_0 + \frac{D}{2\pi} (E_1 - E_2) \quad 60.28$$
determining the potential at the center of the round hole of a diaphragm held at potential $\Phi_0$ if the diameter of the diaphragm is equal to $D$ and there are uniform electric fields of strengths $E_1$ and $E_2$ on the left and right sides of the diaphragm, respectively. Assuming $p \gg D$, i.e., that the adjacent electrodes are plane surfaces without holes, and only the electrode in consideration has a hole, we have in this case

$$U_0 = U_F + \frac{2D}{\pi} \frac{U_f - U_F}{p} \quad 60.29$$

and

$$U_0 + 2U_1 = U_f + \frac{2D}{\pi} \frac{U_F - U_f}{p} \quad 60.30$$

Obtaining the following system of equations for the determination of $U_F$ and $U_f$

$$U_F \left(1 - \frac{2D}{\pi p}\right) + U_f \frac{2D}{\pi p} = U_0$$

$$U_F \frac{2D}{\pi p} + U_f \left(1 - \frac{2D}{\pi p}\right) = U_0 + 2U_1 \quad 60.31$$
we have the following solution

\[ U_F = U_0 - \frac{4D}{p} \frac{U_1}{\pi - 4 \frac{D}{p}} \]  

60.32

and

\[ U_f = U_0 + 2 \frac{p}{\pi - 4 \frac{D}{p}} U_1 \]  

60.33

These formulae are valid if

\[ \frac{D}{p} < \frac{\pi}{4} \]

and the less the value of \(D/p\), the less is the deviation between these formulae and formulae 60.24 and 60.25.

We assume in paraxial approximation that the potential can be expressed in the vicinity of the electron beam in the form of

\[ \varphi(r, z) \approx \Phi(z) - \frac{r^2}{4} \Phi''(z) \]

The paraxial approximation can be used only if this formula is valid, i.e. the terms containing higher powers of \(r\) are negligible. It follows from 60.21 that it is so if

\[ \frac{\pi r_0}{p} \ll 1 \]  

60.34

Thus, expression 60.34 is the condition of validity of the paraxial approximation.

On the other hand, as we shall see later, the rippling of the beam diminishes as the value of the parameter \(A\) is decreased. This means that at a given value of the perveance the value of the ratio \(p/r_0\) should be chosen to be as small as possible. Moreover, the whole method is based on the assumption that the value of \(A\) is of second order of smallness [27]. Thus, we have two contradictory requirements. Condition 60.34 may be fulfilled so that the value of \(A\) remains sufficiently small only in the case when the value of perveance is not too great. This paraxial analysis is limited by this fact. We have \(P_{\text{omax}} \approx 4 \times 10^{-6} A/\sqrt{V}\).

Let us substitute now the potential distribution 60.19 into equation 60.15. We obtain

\[ \frac{d^2 \sigma}{dx^2} + \frac{3}{16} \left[ \frac{\Omega \sin x}{1 + \Omega(1 - \cos x)} \right]^2 \sigma - \frac{A}{1 + \Omega(1 - \cos x)} = 0 \]  

60.35
We have the following initial conditions in the plane $x = 0$

$$V_0 = 1 \quad \text{and} \quad \left( \frac{dV}{dx} \right)_0 = \Omega \sin x \bigg|_{x=0} = 0$$

Thus, using 60.16 and 60.17, one can write

$$\sigma_0 = 1 \quad \text{and} \quad \left. \frac{d\sigma}{dx} \right|_0 = 0 \quad 60.36$$

Let us try to find such values of $\Omega$ at which we shall have a minimum rippling of the beam at a given value of the parameter $A$ (optimum focusing). For this, first we shall linearise equation 60.35 with respect to $\Omega$ and then neglect all the terms of the equation of third or higher order of smallness ($\Omega$ is assumed to be of first order). As it is seen from expression 60.10, the value of the parameter $A$ is small enough if the perveance is not too large. For example: in case of $P_0 = 3.16 \times 10^{-8}$ A/V$^{3/2}$ and $p/r_0 = 25$ we have $A = 0.00766$. The value of $\Omega$ will be chosen so that it will be of a higher order of magnitude, in comparison with $A$. Thus, $A$ can be assumed of second order of smallness. Choosing the values of $A$ and $\Omega$ in such a way seems to be rather arbitrary, but it may be accepted in an approximate method on the basis of physical considerations and it has been shown by our calculations [103], this assumption is quite acceptable. Thus, equation 60.35 is transformed into the following form

$$\frac{d^2\sigma}{dx^2} + \frac{3}{32} \Omega^2 (1 - \cos 2x)\sigma - \frac{A}{\sigma} = 0 \quad 60.37$$

If we can find a value of $\Omega$ close to the optimum value of the focusing parameter, the rippling of the beam will be small. If the value of $\Omega$ is also small, then the solution can be found on the basis of 60.16, 60.19 and 60.36 in the form of

$$\sigma = 1 + \eta \quad 60.38$$

where $\eta \ll 1$. Substituting 60.38 into 60.37 and linearising the equation with respect to $\eta$, we obtain

$$\frac{d^2\eta}{dx^2} + \frac{3}{32} \Omega^2 (1 - \cos 2x)(1 + \eta) - A(1 - \eta) = 0 \quad 60.39$$

This equation can be written in the following way

$$\frac{d^2\eta}{dx^2} + (a \cos 2x + b)\eta = -(a \cos 2x + c) \quad 60.40$$

where

$$a = -\frac{3}{32} \Omega^2 \quad 60.41$$

$$b = A + \frac{3}{32} \Omega^2 \quad 60.42$$
and
\[ c = -A + \frac{3}{32} \Omega^2 \]

Thus, we have an inhomogeneous Mathieu equation. This equation can be solved by the method of variation of constants if the solution of the homogeneous Mathieu equation is known [23, 59].

Let \( \eta_1(x) \) and \( \eta_2(x) \) be solutions of the homogeneous Mathieu equation
\[
\frac{d^2 \eta}{dx^2} + (a \cos 2x + b) \eta = 0
\]

As it is well known from the theory of the Mathieu equations [72], this equation may have stable or unstable solutions. The greater the absolute value of the ratio of \( 2b/a \), the better the stability and as we shall see, \( |2b/a| \approx 4 \), so the solution is quite stable.

Using the method of variation of constants, we can find the general solution of the inhomogeneous equation in the following form, where the primes represent differentiation with respect to \( x \)

\[
\eta(x) = c_1 \eta_1(x) + c_2 \eta_2(x) - \eta_1(x) \int_{0}^{x} \frac{\eta_2(x) f(x)}{\eta_1 \eta_2' - \eta_2 \eta_1'} dx + \\
+ \eta_2(x) \int_{0}^{x} \frac{\eta_1(x) f(x)}{\eta_1 \eta_2' - \eta_2 \eta_1'} dx
\]

where
\[
f(x) = -(a \cos 2x + c)
\]

is the right-hand side of the inhomogeneous equation. For the determination of the constants \( c_1 \) and \( c_2 \) let us satisfy the initial conditions in the point \( x = 0 \). According to 60.36 we have the following initial conditions
\[
\eta(0) = 0 \quad \text{and} \quad \left. \frac{d\eta}{dx} \right|_{0} = 0
\]

We obtain
\[
\eta(0) = c_1 \eta_1(0) + c_2 \eta_2(0) = 0
\]

and
\[
\eta'(0) = c_1 \eta_1'(0) + c_2 \eta_2'(0) = 0
\]

Thus, \( c_1 \) and \( c_2 \) can differ from zero only if the quantity
\[
W = \eta_1(0) \eta_2'(0) - \eta_2(0) \eta_1'(0)
\]
is equal to zero. But \( W \) is just the Wronskian determinant of the homogeneous Mathieu equation which is of constant value because it does not contain the first derivative of the dependent variable.
Thus we have
\[ c_1 = c_2 = 0 \quad 60.51 \]
and
\[ \eta(x) = \frac{1}{W} \left[ \eta_2(x) \int_0^x \eta_1(x)f(x)dx - \eta_1(x) \int_0^x \eta_2(x)f(x)dx \right] \quad 60.52 \]
where
\[ \eta_1(x) = ce(x) \quad \text{and} \quad \eta_2(x) = se(x) \]
are the periodic Mathieu functions.

It is not necessary to solve equation 60.40 if we consider only the case of minimum rippling of the beam. Let us return to equation 60.14 and try to find the solution of this equation in the form of
\[ y(x) \approx 1 + y_1(x) + y_2(x) \quad 60.53 \]
where \( y_1 \) is a quantity of first order of smallness and \( y_2 \) is of second order.

The initial conditions require that
\[ y_1(0) = y_2(0) = y'_1(0) = y'_2(0) = 0 \quad 60.54 \]

Substituting 60.19 and 60.53 into 60.14, we obtain the following linearised equation
\[
2[1 + \Omega(1 - \cos x)](y_1'' + y_2'') + \Omega \sin x (y_1' + y_2') + \frac{\Omega}{2} \cos x (1 + y_1 + \\
+ y_2) - 2A \left[ 1 - \frac{\Omega}{2} (1 - \cos x) \right] (1 - y_1 - y_2) = 0
\]
Let us separate the terms of first and second order of smallness from each other and neglect the terms of higher order of smallness. We then obtain
\[
\begin{align*}
2y_1'' + \frac{1}{2} \Omega \cos x &+ 2y_2'' + 2\Omega y_1' (1 - \cos x) + \\
+ \Omega y_1' \sin x + \frac{1}{2} \Omega y_1 \cos x &- 2A = 0
\end{align*}
\]
As a first approximation, we shall consider only the terms of first order of smallness. Equating the terms in the first brackets of equation 60.56 to zero, we obtain
\[ y_1'' = - \frac{\Omega}{4} \cos x \quad 60.57 \]
Integrating this equation twice and taking into account the initial conditions 60.54, we obtain
\[ y_1(x) = - \frac{\Omega}{4} (1 - \cos x) \quad 60.58 \]
Let us calculate now the derivative $y'$ and substitute it together with 60.57 and 60.58 into 60.56. The result is

$$y'' - \frac{\Omega^2}{4} \cos x (1 - \cos x) - \frac{\Omega^2}{8} \sin^2 x - \frac{\Omega^2}{16} \cos x (1 - \cos x) - A = y'' - \frac{5}{16} \Omega^2 \cos x + \frac{7}{32} \Omega^2 \cos 2x + \frac{3}{32} \Omega^2 - A = 0$$

Now integrating equation 60.59 twice, taking into account the initial conditions 60.54, we obtain the following result

$$y_2(x) = \frac{33}{128} \Omega^2 - \frac{5}{16} \Omega^2 \cos x + \frac{7}{128} \Omega^2 \cos 2x + \left(A - \frac{3}{32} \Omega^2\right) \frac{x^2}{2}$$

In case of optimum focusing the trajectory of an edge electron should not deviate considerably from the equilibrium state $y = 1$. Therefore, expression 60.60 should not contain terms with positive powers of $x$. The following condition is the consequence of this fact

$$\Omega_{\text{opt}} = \pm \left(\frac{32}{3} A\right)^{1/2}$$

This very important formula determines the dependence of the space-charge parameter and the focusing parameter for the case when the approximation 60.53 is valid. This expression determines the values of the electrode potentials in case of an optimum focusing. The values of the electrode potentials $U_f$ and $U_p$ can be calculated by means of 60.61, together with 60.24 and 60.25 or 60.32 and 60.33. The sign in 60.61 is determined by the sign of $U_1$. It follows from 60.10 and 60.61 that the value of the perveance corresponding to an optimum value of $\Omega$ is equal to

$$P_0 = 2.43 \times 10^{-4} \Omega^2 \left(\frac{r_0}{p}\right)^2 \left[A/V^{3/2}\right]$$

As it is seen from this formula, the greater is the perveance, the greater must be the potential $U_1$ and the ratio of $r_0/p$. This is obvious from the physical point of view.

We have assumed that $r_0 \ll p$ and $\Omega \ll 1$ and this will lead to a limitation of the value of the perveance. As a limiting case we may consider $\Omega = 0.5$ and $r_0/p = 0.25$. The maximum value of the perveance is given by the following result then

$$P_{0 \max} \approx 3.8 \times 10^{-6} \left[A/V^{3/2}\right]$$
The beam configuration can be calculated by means of 60.53, 60.58, 60.60 and 60.61 for this case. The result is

\[ y(x) = \frac{r}{r_0} = 1 - \frac{\Omega_{\text{opt}}}{4} (1 - \cos x) + O_{\text{opt}}^2 \left( \frac{33}{128} - \frac{5}{16} \cos x + \frac{7}{128} \cos 2x \right) \]

It must be emphasised that 60.64 is valid only if 60.61 is fulfilled. If it is not so, equation 60.40 is to be solved. If even the linearisation used in equation 60.40 is not justified, equation 60.14 must be solved [103].

It follows from 60.64 that the beam configuration in first-order approximation is given by

\[ \frac{r}{r_0} = 1 - \frac{\Omega_{\text{opt}}}{4} (1 - \cos x) \]

which means that in the case of the strict appliance of condition 60.61 and the initial conditions the period of the beam rippling is approximately equal to that of the focusing system. If \( \Omega > 0 \), the diameter of the beam is always less than the initial diameter; if \( \Omega < 0 \), it is always greater. The explanation is that in the case of \( \Omega > 0 \), the beam where arrives first at a converging region its diameter decreases, and then to a diverging region where spreading occurs, but before its diameter again equals its initial value the beam once again arrives at a converging region. We have an opposite situation in case of \( \Omega < 0 \). Thus, the diameter of the beam has a maximum value where the value of the potential is the minimal and vice versa. The greater the value of the parameter \( \lambda \), the stronger is the beam rippling. At a given value of \( \lambda \) the rippling is stronger if \( \Omega_{\text{opt}} < 0 \). The reason for this is that in expression 60.64 the signs of the most considerable terms will coincide in this case and so the perturbation is larger.

Thus, using this method we have obtained the beam configuration and the value of the required focusing potential approximately. The real configuration of the electron beam in paraxial approximation can be obtained by numerical solution of equation 60.14. This equation has the following form if the potential distribution is given by 60.19

\[ y'' + \frac{\Omega \sin x}{2[1 + \Omega(1 - \cos x)]} y' + \frac{\Omega \cos x}{4[1 + \Omega(1 - \cos x)]} y = 0 \]

\[ \frac{A}{[1 + \Omega(1 - \cos x)]^{3/2}} y = 0 \]

Fixing the values of the parameter \( \lambda \), this equation has been solved by the author [103] for many values of \( \Omega \) at the given initial conditions. We have found that equation 60.66 has stable solutions only in two definite intervals of the values of the parameter \( \Omega \). From both intervals (\( \Omega < 0 \) and \( \Omega > 0 \), respectively) one value of \( \Omega \) may be chosen, each, at which the
minimum beam rippling is achieved. The absolute values of the positive $\Omega_{\text{opt}+}$ and the negative $\Omega_{\text{opt}-}$ are not equal to each other and neither of them strictly satisfies the condition 60.61, but they do not differ greatly from the value of $\Omega_{\text{opt}}$ calculated from 60.61. We have found that

$$\Omega_{\text{opt}+} > |\Omega_{\text{opt}}| > -\Omega_{\text{opt}-}$$  \hspace{1cm} 60.67

The focusing parameter $\Omega$ has not been limited only to small values in our calculations. The values of $\Omega_{\text{opt}}$ calculated in this way have been plotted versus parameter $\Lambda$ in figure V.11, where the dashed curve corresponds to expression 60.61.

![Figure V.11](\text{image.png})

At these optimum values of the focusing parameter the beam rippling is greater than that calculated from 60.64 in case of $\Omega_{\text{opt}+}$ and almost equal to that value in case of $\Omega_{\text{opt}-}$. The amplitudes $\delta$ of the beam rippling at different values of the parameter $\Lambda$ are given in table V.1. The following quantities are listed in the table

(a) $\Omega_{\text{opt}}$ calculated from 60.61;
(b) $\Omega_{\text{opt}+}$ on the basis of numerical calculations;
(c) $\Omega_{\text{opt}-}$ on the basis of numerical calculations;
(d) $\delta_+$ the amplitude of the rippling at optimum focusing, in case of $\Omega_{\text{opt}} > 0$, calculated from 60.61 and 60.64;
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(e) \( \delta_{+\text{num}} \) the amplitude of the rippling corresponding to \( \Omega_{\text{opt}+} \) calculated numerically;

(f) \( \delta_- \) the amplitude of the rippling at optimum focusing, in case of \( \Omega_{\text{opt}} < 0 \), calculated from 60.61 and 60.64;

(g) \( \delta_{-\text{num}} \) the amplitude of the rippling corresponding to \( \Omega_{\text{opt}-} \) and calculated numerically.

<table>
<thead>
<tr>
<th>( A )</th>
<th>0.001</th>
<th>0.005</th>
<th>0.01</th>
<th>0.02</th>
<th>0.03</th>
<th>0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Omega_{\text{opt}} )</td>
<td>0.1033</td>
<td>0.2309</td>
<td>0.3266</td>
<td>0.4619</td>
<td>0.5657</td>
<td>0.7303</td>
</tr>
<tr>
<td>( \Omega_{\text{opt}+} )</td>
<td>0.1086</td>
<td>0.2572</td>
<td>0.3788</td>
<td>0.563</td>
<td>0.7196</td>
<td>0.978</td>
</tr>
<tr>
<td>( \delta_{+} )</td>
<td>-0.0980</td>
<td>-0.2040</td>
<td>-0.2724</td>
<td>-0.3533</td>
<td>-0.4027</td>
<td>—</td>
</tr>
<tr>
<td>( \delta_{+\text{num}} )</td>
<td>-0.045</td>
<td>-0.082</td>
<td>-0.096</td>
<td>-0.098</td>
<td>-0.083</td>
<td>-0.032</td>
</tr>
<tr>
<td>( \delta_{-} )</td>
<td>0.059</td>
<td>0.148</td>
<td>0.230</td>
<td>0.364</td>
<td>0.483</td>
<td>—</td>
</tr>
<tr>
<td>( \delta_{-\text{num}} )</td>
<td>0.06</td>
<td>0.14</td>
<td>0.21</td>
<td>0.35</td>
<td>0.49</td>
<td>—</td>
</tr>
</tbody>
</table>

The beam configuration calculated from 60.64 for the case of \( A = 5 \times 10^{-3} \) and the corresponding value of \( \Omega_{\text{opt}} = \pm 0.2309 \) is given in figure V.12 (dashed curves). The continuous curves in the same figure represent the beam configurations calculated numerically from equation 60.66 in case of optimum focusing (\( \Omega_{\text{opt}+} = 0.2572 \) and \( \Omega_{\text{opt}-} = -0.2040 \)).

61. THE BEAM CONFIGURATION IN THE CASE OF NON-OPTIMUM CONDITIONS

The beam configuration can also be determined when the value of the focusing parameter is different from the optimum one or the beam does not arrive parallel at the input of the focusing system [103, 109]. These are in practice very important cases the investigation of which gives us information on the phenomena arising at the variations of the electrode potentials or the entrance conditions.

(a) The non-optimum value of the focusing parameter

If we consider only \( \pm 15-20\% \) maximum deviations of the values of \( \Omega \) from \( \Omega_{\text{opt}} \), the beam may be regarded to be laminar and paraxial and the paraxial equation is valid. The beam configuration can then be obtained by the numerical solution of equation 60.66 with the initial conditions 60.17.

We have solved this equation by means of the Runge–Kutta method [103] at suitably chosen values of the parameters \( A \) and \( \Omega \), in the interval of the independent variable \( 0 < z < 11p \). At each value of \( A \) the edge-electron trajectory of the beam has been determined for various positive and negative values of \( \Omega \). We have computed 188 trajectories in this way. Three typical trajectories are shown in figure V.13 (\( A = 5 \times 10^{-3}; \Omega < 0 \)). The dashed
curve represents the edge-electron trajectory with minimum rippling corresponding to the optimum value $Q_{\text{opt}}$ of the focusing parameter. A small deviation of $Q$ from $Q_{\text{opt}}$ results in the fact that the beam rippling with amplitude $\delta$ and period $p$ will be superposed on an additional greater fluctuation with amplitude $\Delta y$ and period $\lambda$ (see the continuous curves in figure V.13).

The results of our calculations have shown that the edge-electron trajectory of the beam in this case may be approximated by the following expression

$$y = 1 - \frac{\Delta y}{2} \left( 1 - \cos \frac{p_1}{\lambda} x \right) + \frac{\delta}{2} (1 - \cos x)$$  \hspace{1cm} \text{(61.1)}$$

We have found that $\lambda/p \gg 1$ and its value diminishes if the value of $A$ is increased. At a fixed value of $A$ the value of the wavelength $\lambda$ is not constant but if the absolute value of $Q$ is increased the value of $\lambda$ decreases (see figure V.13). In case of equal absolute values of $Q$ the value of $\lambda$ is greater if $Q > 0$.

The qualitative and quantitative interpretation of these results obtained by means of numerical computations can be given by the following physical considerations [109]. In case of optimum focusing the space-charge spreading is just compensated by the focusing forces. Speaking of average effects, the small rippling with period $p$ can be neglected. If the value of the focusing parameter is different from the optimum one, or if the entrance conditions
have changed, the balance of forces is disturbed and the electrons are moved away from their equilibrium paths. This perturbation causes a change of the space-charge density. This, in turn, results a change in the balance of forces: electrostatic restoring forces appear which are tending to draw the electrons back towards their positions of equilibrium. As a result of these forces the electrons will oscillate around their equilibrium paths. A similar phenomenon can be observed in a plasma the charge neutrality of which has been disturbed.

The frequency of transversal oscillations in a plasma of infinite extent is equal to the plasma frequency defined by expression 60.11. Substituting there the radius $r$ of the beam and its potential $\Phi$ for $r_0$ and $U_0$, respectively, we obtain

$$\omega_p^2 = \frac{\sqrt{nI}}{\sqrt{2\pi \varepsilon_0 \sqrt{\Phi^2}}}$$

61.2

The wavelength $\lambda_p$ of the transversal oscillations is defined by

$$\lambda_p = \frac{2\pi v}{\omega_p}$$

61.3

where

$$v \approx (2n\Phi)^{1/2}$$

61.4

is the longitudinal component of the velocity of the electrons. Substituting 60.9, 61.2 and 61.4 into 61.3, we obtain

$$\lambda_p^2 = \frac{8\sqrt{2\pi \varepsilon_0 \sqrt{nI} \Phi^3/2y^2}}{I}$$

61.5

In this expression $\Phi$ and $y$ are functions of the independent variable $x$. In order to obtain the wavelength of the fluctuation considered here, these functions are to be replaced by their average values. The average values $\bar{\Phi}$ and $\bar{y}$ can be expressed from expressions 60.18 and 61.1, respectively, in the following way

$$\bar{\Phi} = U_0(1 + \Omega)$$

61.6

and

$$\bar{y} = 1 + \frac{\Delta y + \delta}{2}$$

61.7

Let us substitute these values into 61.5 for $\Phi$ and $y$, respectively, and take 60.10 into account. We obtain the following approximate formula for the wavelength $\lambda$ [105]

$$\frac{\lambda}{p} \approx \frac{1}{(2A)^{1/2}} (1 + \Omega)^{3/4} \left(1 + \frac{\Delta y + \delta}{2}\right)$$

61.8

By means of this formula all the facts listed above can be derived. It directly follows from 61.8 and the smallness of the parameter $A$ that $\lambda/p \gg 1$ and its value diminishes when the value of $A$ is increased. It can also be easily
seen that in case of equal absolute values of $\Omega$ the value of $\lambda$ is greater if $\Omega > 0$ than if $\Omega < 0$. If the absolute value of $\Omega$ is decreased the value of $\Delta y$ increases (see later). It follows from 61.8 that in this case $\lambda$ will increase, too. The rate of this increase is especially high if $\Omega < 0$.

Expression 61.8 has been derived on the basis of a rather rough physical analogy but similar fluctuations have been found in case of electrostatically focused sheet beams by [120]. A further inaccuracy occurs as a consequence of the approximate averaging of the quantities $\Phi$ and $y$. In spite of these facts, expression 61.8 corresponds with a deviation of several percents to the quantitative results gained from the numerical computation of the electron trajectories. This formula is especially accurate at small values of the parameter $A$ and in case of $\Omega > 0$.

The value of the amplitude $\Delta y$ determines the change of the beam radius when the focusing is not optimal. As we have already mentioned, the value of $\Delta y$ increases when the absolute value of $\Omega$ is decreased. The beam radius increases ($\Delta y > 0$) if $|\Omega| < |\Omega_{\text{opt}}|$ and the beam radius decreases ($\Delta y < 0$) if $|\Omega| > |\Omega_{\text{opt}}|$. Naturally, $\Delta y = 0$ if $\Omega = \Omega_{\text{opt}}$. These facts correspond to the physical consideration given above.

We should like to remark that there is a weak dependence of the amplitude $\Delta y$ on the independent variable $x$. This dependence should be taken into consideration if expression 61.1 is applied to a very long electron beam.

The dependence of the amplitude $\Delta y$ of the fluctuation with wavelength $\lambda$ on the focusing parameter $\Omega$ is shown in figure V.14. There are several
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curves in the figure. These curves are independent of each other and correspond to various values of the parameter $A$, which are given on the corresponding curves. It can easily be seen from the figure which value of $\Omega_{\text{opt}}$ corresponds to a given value of $A$. Besides, the ‘depth’ of the focusing, i.e. the interval of the focusing parameter $\Omega$ within which the beam rippling does not exceed a given value of $A_{\text{max}}$ can also be determined from the figure.

If the value of $\Omega$ differs from $\Omega_{\text{opt}}$ greatly, the beam configuration changes in a considerable extent. Greater and greater fluctuations occur; at a further deviation of $\Omega$ from $\Omega_{\text{opt}}$ the electron trajectories will cross each other and our assumptions will not be valid. The conclusions given above cannot be extended for this case. Such trajectories have been calculated by [21].

It should be mentioned that in case of very strong increase of the focusing parameter $\Omega$ the transversal forces become so strong that space-charge may even be neglected. This case is practically important because in this way focusing is possible even at very large space-charge fluctuations. We have nearly the case of periodic focusing without space-charge (see § 58). But the value of the focusing parameter cannot be increased arbitrarily: at a certain value of $\Omega$ the focusing becomes unstable.

(b) The non-parallel entrance of the electron beam into the focusing system

If the focusing parameter has an optimum value but the initial conditions of the beam motion have changed (the beam is diverging or converging at the entrance plane), the second initial condition 60.17 will not be zero. We have also examined this case, by numerical solutions of equation 60.66 [109]. As an example, the edge-electron trajectories for the case of $A = 0.005$ and $\Omega = \Omega_{\text{opt}} = -0.204$ are shown with the following initial conditions

$$y(0) = 1 \quad \text{and} \quad \frac{dy}{dx} \bigg|_{x=0} = y_0' = \pm 0.05$$

(continuous curves in figure V.15). For comparison, we have also shown in the figure the optimum trajectory corresponding to the case when the electron beam enters the system parallel to the axis, i.e. $y_0' = 0$ (dashed curve).

We have found that an additional fluctuation with amplitude $A y^*$ and period $\lambda^*$ arises in this case, too. The edge-electron trajectory of the beam is given by the following expression [105]

$$y = 1 + A y^* \sin \frac{P}{\lambda^*} x + \frac{\delta}{2} (1 - \cos x)$$

The value of the amplitude $A y^*$ increases when $y_0'$ is increased; its sign coincides with the sign of $y_0'$.
The wavelength $\lambda^*$ can be calculated from (61.8) where $Ay = 0$ is to be substituted because in this case we have

$$\bar{y} = 1 + \frac{\delta}{2}$$

At a fixed value of $\Omega_{opt}$ the value of $\lambda^*$ is nearly constant for different values of the initial angle $y'_0$.

Let us introduce the stiffness $K$ of the focusing, according to [120]. The value of the stiffness characterises the stability of the focusing against the perturbations of the initial conditions

$$K = \frac{y'_0}{Ay^*}$$ \hspace{1cm} (61.10)

The greater is the value of the stiffness, the lesser is the amplitude of the fluctuation caused by a given $y'_0$ variation of the initial slope. Neglecting the value of $\delta$ we obtain from (61.8), (61.9) and (61.10)

$$K = \frac{1}{\lambda^*/p} = \frac{1}{\sqrt{2A} - (1 + \Omega_{opt})^{-3/4}}$$ \hspace{1cm} (61.11)

It follows from (61.11) that at a fixed value of the parameter $A$ the beam stiffness is greater for negative values of $\Omega_{opt}$ than for positive ones.

The beam configuration can be determined easily from expressions (61.9) and (61.8). The value of $Ay^*$ is determined by the following expression derived from (61.10) and (61.11)

$$Ay^* = \frac{y'_0}{K} = \frac{y'_0}{(2A)^{1/2} (1 + \Omega_{opt})^{3/4}}$$ \hspace{1cm} (61.12)
62. FOCUSING OF THICK CYLINDRICAL SOLID BEAMS

If the perveance of the electron beam is so large that the period of the focusing system is comparable with the radius of the beam, the paraxial approximation is not valid (see § 60). A method of analysis has been proposed by P. K. Tien [113] for this case.

The periodic potential distribution produced by an axially symmetric focusing system can be expressed by a Fourier series, and the analysis of arbitrary focusing systems with potential distribution given in form of a general Fourier series has been carried out by the author [148]. For simplicity, we shall give here the potential distribution approximated by the first two terms of this series as it has been used by Tien

\[
U(r, z) = U_0 + U_1(r) \cos \frac{2\pi}{p} z
\]

where \(U_0\) is the uniform component of the potential; \(U_1(r)\) is the amplitude of the variable component of the potential which is a function of the radius \(r\) and depends on the geometrical dimensions of the focusing system as well as on the potentials at the electrodes. We assume that

\[U_1 \ll U_0\]

The period of the focusing system is equal to \(p\). We shall try to find the edge-electron trajectory in the form of

\[r(z) = r_0 + r_1(z)\]

where \(r_0 = \text{constant}\), \(r_1\) is a periodic function of \(z\) and for a well-focused electron beam we have

\[r_1 \ll r_0\]

Let us expand \(U_1(r)\) in Taylor series at \(r = r_0\). We obtain

\[U_1(r) = U_1(r_0) + r_1 \frac{dU_1}{dr} \bigg|_{r=r_0} + \frac{r_1^2}{2} \frac{d^2U_1}{dr^2} \bigg|_{r=r_0} + \ldots\]

As a result of \(r_1\) being very small, terms higher than the second power of \(r_1\) can be neglected. The value of the radial component of the electric field can be expressed then in the vicinity of \(r_0\) by the following expression

\[
E_r(r, z) = - \frac{\partial U(r, z)}{\partial r} = - \frac{dU_1(r)}{dr} \cos \frac{2\pi}{p} z =
\]

\[
= - \left[ \frac{dU_1}{dr} \bigg|_{r=r_0} + r_1 \frac{d^2U_1}{dr^2} \bigg|_{r=r_0} \right] \cos \frac{2\pi}{p} z
\]

In addition, an average space-charge force of

\[
F_e = \frac{eI}{2\pi\varepsilon_0 r_0 v_z}
\]
acts on the boundary electrons, as it follows from 52.1. Here \( v_z \) is the longitudinal component of the velocity of the electrons. As a first approximation, we may assume that

\[
v_z = v_0 = (2\eta U_0)^{1/2} = \text{constant}
\]

Thus, the equation of motion of the boundary electron can be written as follows

\[
\frac{d^2 r_1}{dt^2} = \eta \left[ \frac{dU_1}{dr} \bigg|_{r=r_0} + r_1 \frac{d^2 U_1}{dr^2} \bigg|_{r=r_0} \right] \cos \frac{2\pi}{p} z + \frac{\eta I}{2\pi \epsilon_0 r_0 (2\eta U_0)^{1/2}}
\]

Using the relation \( v_0 = \frac{dz}{dt} \), we can replace the differentiation with respect to time by differentiation with respect to coordinate \( z \). We obtain

\[
\frac{d^2 r_1}{dz^2} = \frac{d^2 U_1}{dr^2} \bigg|_{r=r_0} r_1 \cos \frac{2\pi}{p} z = \frac{dU_1}{dr} \bigg|_{r=r_0} \cos \frac{2\pi}{p} z + \frac{I}{4\pi \epsilon_0 r_0^2 (2\eta U_0)^{1/2}}
\]

We should like to emphasise that the following physical simplifications have been used here, beside the assumptions accepted in this book:

1. We assume that the trajectory of a boundary electron has a small deviation only from a given constant value of \( r_0 \). This constant value does not correspond to a real electron trajectory, for we have seen in § 60 that in the case of periodic focusing all the trajectories are rippling. The greater the value of \( r_0 \), the stronger is the rippling of the electron trajectories; but the deviation related to the value of \( r_0 \) can be assumed to be small in all cases. (It may be remarked that the parameters of the field can also be expressed by a series expansion around a possible electron trajectory [81].)

2. As a consequence of the previous assumption, the space-charge force is assumed to be of constant value.

It is to be mentioned that equation 62.7 does not contain the axial potential. This method may be used also for analysis of focusing systems which are not axially symmetric; for example: bifilar helix (see § 64).

Thus, we have obtained an inhomogeneous Mathieu equation, without any specific mathematical transformation. The general solution of the inhomogeneous equation can be expressed as the sum of the general solution of the corresponding homogeneous Mathieu equation and a particular integral of the inhomogeneous equation. It can be easily proved that the coefficients at the Mathieu functions will be equal to zero if we have the following initial conditions: \( (dr_1/dz)|_{z=0} = 0 \) and the value of the initial beam radius is equal to \( r_0 + r_1(0) \).
The solution is stable at every practical value of $q$. It will be obvious in the followings that $q \ll 1$.

In this case the solution of equation 62.7 consists only of the particular integral. Naturally, it is valid only in the stable region of the *Mathieu* functions. (See the stability diagram shown in figure V.16.) The homogeneous equation corresponding to equation 62.7 coincides with the *Mathieu* equation

$$\frac{d^2y}{dx^2} + (a - 2q \cos 2x)y = 0$$

62.8

if

$$y = r_1, \quad x = \frac{\pi z}{p}, \quad a = 0$$

and

$$q = \left( \frac{p}{2\pi} \right)^2 \frac{d^2U_1}{dr^2} \bigg|_{r=r_0}$$

The solution is stable at every practical value of $q$. It will be obvious in the followings that $q \ll 1$.

![figure V.16](image)
If the general solution of the Mathieu equation is to be taken into consideration, the analysis will be much more complicated. The results of the calculations have shown that in this case it is more difficult to realise an effective focusing: oscillations with larger amplitude and wavelength treated in § 61 will appear. The strict fulfilment of the initial conditions is therefore a very important requirement.

As a first-order approximation, the second terms of both sides of equation 62.7 can be omitted because they are much smaller than the first terms of the left-hand side and right-hand side of this equation [113].

After the omission of these terms the approximate form of equation 62.7 can be written as follows

\[
\frac{d^2r_1}{dz^2} = \frac{dr}{2U_0} \left|_{r=r_s} \cos \frac{2\pi}{p} z \right.
\]

Let \( r_0 + r_1(0) \) be the radius of the parallel incident beam at the plane \( z = 0 \). We have then the following initial conditions

\[
r_1 = r_1(0) = r_{10} \text{ and } \frac{dr_1}{dz} \bigg|_{z=0} = 0
\]

Equation 62.9 has the following solution

\[
r_1 = -\left(\frac{p}{2\pi}\right)^2 \frac{dU_1}{dr} \bigg|_{r=r_s} \cos \frac{2\pi}{p} z
\]

This solution is valid if the initial beam radius is chosen so that

\[
r_{10} = -\left(\frac{p}{2\pi}\right)^2 \frac{dU_1}{dr} \bigg|_{r=r_s}
\]

As we can see, the rippling of the beam is determined mainly by the periodic focusing field and not by space-charge. The focusing field required for the maintenance of an electron beam with given charge density is to be so strong that in practice the electron trajectories do not deviate from those in the absence of space-charge, which means that the focusing is stable enough against the perturbations of space-charge.

The beam configuration calculated by means of 62.11 and the longitudinal section of the focusing system are shown in figure V.17.

Using 62.11, we shall consider now the neglected terms of equation 62.7

\[
\frac{1}{2} \left(\frac{p}{2\pi}\right)^2 \frac{d^2U_1}{dr^2} \bigg|_{r=r_s} \left(1 + \cos \frac{4\pi}{p} z\right) =
\]

\[
= \frac{4\pi \varepsilon_0 r_0 (2\eta)^{1/2} U_0^{3/2}}{I}
\]

\[
62.13
\]
In the case of optimum focusing, the space-charge forces are compensated on average by the external focusing forces. Consequently, the constant terms of equation 62.13 should balance each other independently of the value of the coordinate \( z \). Equating the constant terms we obtain

\[
\left. \frac{dU_1}{dr} \right|_{r=r_0} \left. \frac{d^2U_1}{dr^2} \right|_{r=r_0} = \left( \frac{2\pi}{p} \right)^2 \left( \frac{2U_0}{\varepsilon_0 m r_0} \right)^{1/2} \]

62.14

The value of the focusing potential \( U_f \) is determined by this expression because its left-hand side is proportional to \( U_f^2 \). The remaining term of equation 62.13 determines an additional component of the beam rippling, the amplitude of which is a quantity of second order of smallness.

Up to now, we have assumed that the velocity of the electrons is of constant \( v_0 \) value. It is a rather rough approximation. If we take into account that the velocity varies with the variation of the potential, we obtain for the axial electron velocity at a distance \( r_0 \) from the axis the following expression on the basis of 62.1 and the condition \( U_1 \ll U_0 \) (the transversal components of the velocity will be neglected as before).

\[
v_z = \left\{ 2\eta \left[ U_0 + U_1(r_0) \cos \frac{2\pi}{p} z \right] \right\}^{1/2} \\
\approx v_0 \left[ 1 + \frac{U_1(r_0)}{2U_0} \cos \frac{2\pi}{p} z \right] \]

62.15

As \( v_z \) is function of the coordinate \( z \) now \([v_z = v_z(z)]\) we shall need the following relation

\[
\frac{d^2r_1}{dt^2} = \frac{d}{dt} \left( \frac{dr_1}{dt} \right) = v_z \frac{d}{dz} \left( v_z \frac{dr_1}{dz} \right) = v_z^2 \frac{d^2r_1}{dz^2} + v_z \frac{dv_z}{dz} \frac{dr_1}{dz} \\
62.16
\]
Equation 62.6 has the following form:

$$\frac{d^2 \eta}{dz^2} + \frac{1}{v_z} \frac{dv_z}{dz} \frac{dr_1}{dz} - \frac{\eta}{v_z^2} \frac{d^2 U_1}{dr^2} \frac{2\pi}{p} z = \frac{\eta}{v_z^2} \left( \frac{dU_1}{dr} \right)_{r=r_0} \frac{2\pi}{p} + \frac{\eta}{v_z^2} \frac{I}{2\pi \varepsilon_0 r_0^2 (2\eta U_0)^{1/2}}$$

This equation differs from equation 62.7 only in the appearance of the term

$$\frac{1}{v_z} \frac{dv_z}{dz} \frac{dr_1}{dz}$$

Naturally, $v_0$ is everywhere replaced by $v_z$ with the exception of the space-charge term where the average axial electron velocity $v_0$ may be used because the error caused by this assumption in such a small term is not significant. Thus, $v_0$ and $v_z$ being of the same order of magnitude, the same terms can be neglected in equation 62.17 as in equation 62.7. Besides, one can see from 62.11 and 62.15 that

$$\frac{dU_1}{dr} \approx \frac{1}{v_0} \frac{2\pi}{U_1(r_0)} \frac{p}{2U_0} \frac{dU_1}{dr} \left( \frac{2\pi}{2U_0} \frac{1}{2U_0} \frac{dU_1}{dr} \right)_{r=r_0}$$

This term is of the same order of smallness as the neglected terms, and so it can also be neglected. If we assume in the remaining terms that $v_z = v_0$, equation 62.9 is again obtained. The solution of this equation being 62.11. The only difference is that the value of the focusing potential $U_f$ will differ from its previous value. Actually, if we substitute 62.11 into equation 62.17, the result is

$$\frac{dU_1}{dr} \left( \frac{2\pi}{2U_0} \frac{1}{2U_0} \frac{dU_1}{dr} \right)_{r=r_0} =$$

$$\eta \left( \frac{dU_1}{dr} \right)_{r=r_0} \frac{2\pi}{2U_0} \frac{1}{2U_0} \frac{dU_1}{dr}$$

$$+ \frac{\eta}{v_0^2} \left( \frac{U_1(r_0)}{U_0} \right) \frac{2\pi}{p} z \left( \frac{p}{2\pi} \right)^2 \frac{dU_1}{dr} \frac{dr}{2U_0} \frac{dU_1}{dr} \frac{cos^2 \frac{2\pi}{p} z =}{}}$$
Substituting the actual function $U^r(r_0)$ into equation 62.20 we can determine the value $U_f$ of the focusing potential. Comparing this equation with 62.14, one can see that the difference is in the term of $\frac{71(r_0)}{2n}$. Thus, the consideration of the variation of the electron velocity, i.e. of the axial component of the field results an additional focusing effect. The coefficient of $U_f$ increases; this means that at a given value of the perveance the required value of the focusing potential decreases. This result is independent of the sign of $U_f(r_0)$.

\[
\begin{align*}
&\frac{\eta}{v^2_0} \left[ 1 - \frac{U_1(r_0)}{U_0} \cos \frac{2\pi}{p} \frac{z}{z} \right] \left. \frac{dU_1}{dr} \right|_{r=r_0} \cos \frac{2\pi}{p} z + \\
&\frac{\eta}{v^2_0} \left[ 1 - \frac{U_1(r_0)}{U_0} \cos \frac{2\pi}{p} \frac{z}{z} \right] \left. \frac{I}{2\pi \varepsilon_0 r_0(2\eta U_0)^{1/2}} \right. \\
&= \frac{\eta}{v^2_0} \left[ 1 - \frac{U_1(r_0)}{U_0} \cos \frac{2\pi}{p} \frac{z}{z} \right] \left. \frac{I}{2\pi \varepsilon_0 r_0(2\eta U_0)^{1/2}} \right. \\
&= \frac{\eta}{v^2_0} \left[ 1 - \frac{U_1(r_0)}{U_0} \cos \frac{2\pi}{p} \frac{z}{z} \right] \left. \frac{I}{2\pi \varepsilon_0 r_0(2\eta U_0)^{1/2}} \right.
\end{align*}
\]

Equating the constant terms in this expression, we obtain

\[
\left[ \frac{d^2U_1}{dr^2} \right]_{r=r_0} \left( \frac{p}{2\pi} \right)^2 + \left. \frac{dU_1}{dr} \right|_{r=r_0} = \frac{\sqrt{2} I \sqrt{U_0}}{\pi \varepsilon_0 r_0 \sqrt{\eta}}
\]

Substituting the actual function $U_1(r)$ into equation 62.20 we can determine the value $U_f$ of the focusing potential. Comparing this equation with 62.14, one can see that the difference is in the term of $U_1(r_0)$. Thus, the consideration of the variation of the electron velocity, i.e. of the axial component of the field results an additional focusing effect. The coefficient of $U_f^2$ increases; this means that at a given value of the perveance the required value of the focusing potential decreases. This result is independent of the sign of $U_1(r_0)$.

As an example let us consider a focusing system consisting of a series of annular rings held at periodically varying potentials $(U_0 + U_f)$ and $(U_0 - U_f)$ (figure V.18). The potential distribution inside the system is given by the following approximate formula [122]

\[
U(r, z) \approx U_0 + \frac{4U_f}{\pi} \left[ \sin \frac{\pi}{2} \left( 1 - \frac{2\delta}{p} \right) \right] I_0 \left( \frac{2\pi}{p} r \right) \cos \frac{2\pi}{p} z \\
\]

where $a$ and $\delta$ are the radius and the width of the rings, respectively, $I_0$ is the modified Bessel function of the first-kind and zero-order.
Introducing the following notation

\[ F\left(\frac{\delta}{p}\right) = 4 \frac{\sin \frac{\pi}{2} \left(1 - \frac{2\delta}{p}\right)}{\pi} \]

\[ \frac{\pi}{2} \left(1 - \frac{2\delta}{p}\right) \]

As we can see, \( F \) depends only on the ratio of \( \delta/p \) and is independent of \( z \). \( F \) is an increasing monotonic function of the ratio of \( \delta/p \).

The potential distribution of the system of annular rings may be written then in the following way

\[ U(r, z) \approx U_0 + FU_f \left( \frac{2\pi r}{p} \right) \cos \frac{2\pi}{P} \]

It should be mentioned that expression 62.23 contains only the first two terms of a Fourier series, all the other terms having been omitted. As a consequence of this, the potentials at the rings derived from the expression \( (U_0 \pm FU_f) \) are slightly different from the real values of these potentials \( (U_0 \pm U_f) \). Nevertheless, the potential distribution is in practice well approximated by expression 62.23. According to 62.1 we have for the system of annular rings

\[ U_1(r) = FU_f \left( \frac{2\pi a}{p} \right) \]

Let us calculate the first and second derivatives of this function at \( r = r_0 \)

\[ \frac{dU_1}{dr} \bigg|_{r=r_0} = FU_f \left( \frac{2\pi r}{p} \right) = \frac{2\pi}{P} \]

\[ \frac{d^2U_1}{dr^2} \bigg|_{r=r_0} = \left( \frac{2\pi}{P} \right)^2 \]

and

\[ \text{THEROY OF SPACE-CHARGE OPTICS} \]
\[ F(U_f) = \left( \frac{2\pi}{p} \right)^2 I_0 \left( \frac{2\pi r_0}{p} \right) - \frac{p}{2\pi r_0} I_1 \left( \frac{2\pi r_0}{p} \right) \]

It follows from expressions 62.24, 62.25 and 62.26 and from the properties of the Bessel functions that in the case of

\[ \frac{U_f(r_0)}{U_0} \ll 1 \]

we also have

\[ \frac{p}{2\pi U_0} \frac{dU_1}{dr} \bigg|_{r=r_i} \ll 1 \]

and

\[ \frac{1}{U_0} \left( \frac{p}{2\pi} \right)^2 \frac{d^2U_1}{dr^2} \bigg|_{r=r_i} \ll 1 \]

As 62.27 is one of the basic assumptions accepted in this method, relations 62.28 and 62.29 are also valid in any case.

The left-hand side of equation 62.20 is determined for our example by expressions 62.25 and 62.26. Naturally, these expressions will be replaced by other ones if another kind of focusing system is used. The left-hand side of equation 62.20, however, is always proportional to \( U_f \). Thus, the required value of the focusing potential can be determined with the knowledge of the function of \( U_f(r) \).

So, we can determine now the value of the focusing potential required if the system of annular rings is used. Using 62.24, 62.25 and 62.26, we obtain for 62.20 the following expression

\[ \left( F(U_f) \right)^2 \left( \frac{2\pi r_0}{p} \right)^2 + \frac{p}{2\pi \pi r_0} I_0' \left( \frac{2\pi r_0}{p} \right) = \frac{p}{2\pi \pi r_0} \frac{\sqrt{2} I' U_0}{\sqrt{\eta}} \]

Hence we have for the focusing potential

\[ \left( F(U_f) \right)^2 = 1.21 \times 10^5 I' U_0 \]

\[ \left( \frac{2\pi}{p} \right)^2 I_0 \left( \frac{2\pi r_0}{p} \right) - \frac{4\pi r_0}{p} I_o \left( \frac{2\pi r_0}{p} \right) I_1 \left( \frac{2\pi r_0}{p} \right) - I_1 \left( \frac{2\pi r_0}{p} \right) \]
We obtain the boundary electron trajectory from 62.2 and 62.11

\[ r(z) = r_0 - \frac{FU_f}{2U_0} \frac{I_1 \left( \frac{2\pi r_0}{p} \right)}{2\pi I_0 \left( \frac{2\pi a}{p} \right)} \cos \frac{2\pi}{p} z \]  

62.32

In paraxial approximation we have

\[ \frac{2\pi r_0}{p} \ll 1 \]

and it is sufficient to consider the potential distribution 62.1 only along the axis where

\[ U_1(r) = U_1(0) \]

Thus, we have

\[ \Phi(z) = U_0 + U_1(0) \cos \frac{2\pi}{p} z \]

62.33

Using 5.54, we obtain then

\[ U(r, z) \approx \Phi(z) - \frac{r^2}{4} \Phi''(z) = U_0 + U_1(0) \left[ 1 + \frac{\left( \frac{2\pi}{p} \right)^2 \frac{r^2}{4} }{2} \right] \times \]

\[ \cos \frac{2\pi}{p} z \approx U_0 + U_1(0) \cos \frac{2\pi}{p} z \]

62.34

\[ \frac{\partial U}{\partial r} \approx \left( \frac{2\pi}{p} \right)^2 \frac{r}{2} U_1(0) \cos \frac{2\pi}{p} z \]

62.35

and

\[ \frac{\partial^2 U}{\partial r^2} \approx \left( \frac{2\pi}{p} \right)^2 \frac{U_1(0)}{2} \cos \frac{2\pi}{p} z \]

62.36

The variables have been separated. According to 62.1, we can write

\[ U_1(r_0) \approx U_1(0) \]

62.37

\[ \frac{dU_1}{dr} \bigg|_{r=r_0} \approx \left( \frac{2\pi}{p} \right)^2 \frac{r_0}{2} U_1(0) \]

62.38

and

\[ \frac{d^2 U_1}{dr^2} \bigg|_{r=r_0} \approx \left( \frac{2\pi}{p} \right)^2 \frac{U_1(0)}{2} \]

62.39
Substituting 62.37, 62.38 and 62.39 into 62.20, we obtain

\[
\left[ \frac{U_1(0)}{2} + U_1(0) \right] \left( \frac{2\pi}{p} \right)^2 \frac{r_0}{2} U_1(0) = \frac{\sqrt{2} I/\sqrt{U_0}}{\pi \epsilon_0 r_0 \sqrt{\eta}} \tag{62.40}
\]

We can see now how important the consideration of the variation of the electron velocity is: the quantity in the brackets has increased threefold. We obtain from 62.40

\[
\left[ \frac{U_1(0)}{U_0} \right]^2 = \frac{\sqrt{2} p^2}{3\pi^2 \epsilon_0 \sqrt{\eta} r_0^2} \frac{I}{U_0^{3/2}} \tag{62.41}
\]

Let us substitute now 62.38 into 62.11 and then into 62.2. We obtain the boundary electron trajectory for the case when 62.41 is fulfilled

\[
\frac{r}{r_0} = 1 - \frac{1}{4} \frac{U_1(0)}{U_0} \cos \frac{2\pi}{p} z \tag{62.42}
\]

With the aid of 60.10 one can easily see that 62.41 coincides with 60.61.

In the paraxial case we obtain for the system of annular rings from 62.31 and 62.32 or from 62.24, 62.41 and 62.42 that

\[
(FU_f)^2 = \frac{1.21 \times 10^5 I^2 U_0 I_0^2 \left( \frac{2\pi a}{p} \right)}{3 \left( \frac{2\pi r_0}{p} \right)^2} \tag{62.43}
\]

and

\[
r(z) = r_0 \left[ 1 - \frac{FU_f}{4U_0} \frac{\cos \frac{2\pi}{p} z}{I_0 \left( \frac{2\pi a}{p} \right)} \right] \tag{62.44}
\]

Let us now examine the influence of the variation of the geometrical parameters of the beam and the focusing system.

a) If the values of the parameters \( p \) and \( a \) are fixed, the required value of the focusing potential \( U_f \) decreases with the increase of \( r_0 \). The focusing effect of the strong field near the focusing system is more efficient than that of the weak field in the vicinity of the axis.

b) If the values of \( r_0 \) and \( p \) are fixed, the value of \( U_f \) increases with the increase of the parameter \( a \). It is obvious because in this case the relative distance of the boundary electron from the axis decreases.

c) If the values of \( a \) and \( r_0 \) are fixed we have a more complicated case. Let us start from large values of \( p \). The decrease of the value of \( p \) is practically equivalent to the increase of the number of focusing lenses and the value of \( U_f \) decreases (paraxial case). Let us decrease further the value of \( p \). It will cause an abrupt decrease of the focusing field strength in the beam region;
a stronger aberration occurs, and the focusing potential \( U_f \) must be increased, though the required variable component \( U_1(r) \) of the potential diminishes. This effect is illustrated by figure V.19 where \( FU_f \) versus \( 2\pi a/p \) is given for two fixed values of \( U_1(r_0) \), in case of \( r_0/a = 0.8 \). The dependence is calculated on the basis of 62.24.

As we can see in the figure, when the value of \( 2\pi a/p \) is increased, the value of \( FU_f \) corresponding to the smaller \( U_1(r_0) \) may be much greater than that corresponding to a larger value of \( U_1(r_0) \) and to a smaller value of \( 2\pi a/p \).

The value of \( FU_f \) can be calculated from 62.31 as a function of the geometrical parameters if \( I \) and \( U_0 \) are given. If \( r_0/p \) is a constant, \( U_f \) abruptly increases when \( a/p \) or \( a/r_0 \) is increased. In case of \( a/p = \) constant, the value of \( U_f \) decreases when \( r_0/p \) or \( r_0/a \) is increased.

A plot of \( FU_f \) versus \( a/p \) is given in figure V.20 for the case \( r_0/a = \) constant = 0.8, \( I = 1 \) mA, \( U_0 = 1 \) kV. As we can see in the figure, in the paraxial case the increase of the value of \( a/p \) leads to the decrease of the required value of \( FU_f \). At larger values of \( a/p \) the dependence is inverse. The dependence of \( FU_f \) on the value of \( r_0/p \) is similar. All these facts also follow from the physical picture outlined above.

As we can see in figure V.20, at given values of the perveance and of the ratio \( r_0/a \) a certain value of \( a/p \) can be considered optimal because a minimum value of the focusing potential corresponds to this value of \( a/p \). In our example: \( (2\pi a/p)_{opt} = 3.4 \) and \( (FU_f)_{min} = 56.2 \) volts. This means also that if the focusing potential is given, the maximum possible value of the beam perveance \( P_{max} \) is determined by the value of \( (a/p)_{opt} \). As \( (a/p)_{opt} \) does not belong to the paraxial region, it is obvious that a focusing system constructed on the basis of Tien’s method is suitable for electron beams with higher intensity as if only the paraxial case were considered.
The focusing is complete if the repulsion force acting on the electrons diminishes towards the axis according to the same law as the focusing force diminishes. This takes place if the condition 62.20 is fulfilled not only at the boundary of the beam but at any value of \( r < r_0 \), i.e.

\[
I(r) = \int j(r) \, dS = 2\pi \int_0^r j(r) r \, dr = \frac{\pi \varepsilon_0 \varepsilon_1}{\sqrt{2} \sqrt{U} U_0} \frac{dU_1}{dr} \times 
\times \left[ U_1(r) + \frac{p}{2\pi} \int \frac{d^2U_1}{dr^2} \right] \quad 62.45
\]

Here \( I(r) \) is the current inside that part of the beam with radius \( r \). We obtain from 62.45 the current-density distribution across the beam required for the optimum focusing

\[
j(r) = \frac{\pi \varepsilon_0 \varepsilon_1}{\sqrt{2} \sqrt{U} U_0} \frac{d}{dr} \left[ r U_1(r) U_1'(r) + \left( \frac{p}{2\pi} \right)^2 r U_1'(r) U_1''(r) \right] = 
= \frac{4.12 \times 10^{-6}}{\sqrt{U} U_0} \left[ U_1 U_1'' + U_1'^2 + \left( \frac{p}{2\pi} \right)^2 (U_1 U_1'' + U_1'^2) + 
+ \frac{1}{r} U_1 U_1' + \frac{1}{r} \left( \frac{p}{2\pi} \right)^2 U_1 U_1' \right] \quad 62.46
\]

The primes represent differentiation with respect to \( r \) in this formula. Substituting 62.24, 62.25 and 62.26 together with

\[
U_1'' = FU \left( \frac{2\pi}{p} \right)^3 \frac{I_0''}{I_0} \frac{1}{p} \quad 62.47
\]
into 62.46, we obtain the following result for the system of annular rings

\[ j(r) = \frac{8.24 \times 10^{-6}(FU_j)^2}{\pi r_0^2 U_0 I_0^2 \left(\frac{2\pi a}{p}\right)} \left[ I_0^2 \left(\frac{r}{r_0} \frac{2\pi r_0}{p}\right) + I_1^2 \left(\frac{r}{r_0} \frac{2\pi r_0}{p}\right) \right] \]

The graph \( j(r)/J \) versus \( r/r_0 \) has been plotted in figure V.21 for the case of \( 2\pi r_0/p = 3.2 \). Here \( J \) is the quantity ahead of the brackets, so the expression in brackets is plotted in the figure (curve 1).

If \( j_0 = I/\pi r_0^2 = \) constant, i.e. the current density is assumed to be constant across the whole beam, we obtain from 62.31 that

\[ j_0 = \frac{2 \left(\frac{2\pi r_0}{p}\right) I_0 \left(\frac{2\pi r_0}{p}\right) I_1 \left(\frac{2\pi r_0}{p}\right) - I_1^2 \left(\frac{2\pi r_0}{p}\right)}{\left(\frac{2\pi r_0}{p}\right)^2} \]

For our example we have \( j_0/J = 14.8 \). This value is given in figure V.21 by a dashed line (2).

We can see in figure V.21 that the current-density distribution required for a complete focusing decreases strongly towards the axis. As has been mentioned in Chapter IV, the transversal current-density distribution in solid cylindrical electron beams usually can be assumed Gaussian, i.e. increases towards the axis. The current-density distribution has been assumed constant in most of our previous calculations. The distribution determined by 62.46 may only be achieved by means of very complicated special types of electron guns. A possible simple practical solution of this problem has been suggested by [4]. The idea is based on the production of a hollow electron beam. If such a beam is focused by a usual periodic electrostatic system designed for the focusing of solid cylindrical beams, there is no electrode inside the hollow beam. Therefore, as we have seen in Chapter IV, there is no space-charge force in the charge-free region inside the beam. The only force in this region is that produced by the focusing system. This force acts on the electrons in the direction towards the axis until a solid electron...
beam with current-density distribution 62.46 is formed. In such a beam the space-charge forces are just in equilibrium with the external focusing forces.

If the current-density distribution \( j(r) \) is different from the one required, perturbations occur in the beam. If the requirement 62.20 is fulfilled, the current-density distribution does not influence the boundary electron trajectory.

We have from 62.46, 62.37, 62.38 and 62.39 for the paraxial case

\[
j(r) = \frac{8.24 \times 10^{-6}}{\pi v U_0} \left( \frac{2\pi}{p} \right)^2 \frac{3}{4} \left[ U_1(0) \right]^2 = \text{constant} \quad 62.50
\]

In the paraxial case we obtain for the system of annular rings from 62.50, 62.24 and 62.48

\[
\frac{j}{J} = \text{constant} = \frac{3}{4} \quad 62.51
\]

If the approximation \( j_0 = I/\pi r_0^2 = \text{constant} \) is used, we obtain from 62.43 that

\[
\frac{j_0}{J} = \frac{\pi r_0^2}{\pi r_0^2} \frac{3}{4} \left( \frac{2\pi r_0}{p} \right)^2 \frac{1.21 \times 10^5 I}{8.24 \times 10^{-6} \left( \frac{2\pi r_0}{p} \right)^2} = \frac{3}{4}
\]

Thus, in paraxial case we have \( j = j_0 = \text{constant} \). This value is plotted in figure V.21 (dashed line 3).
The required non-uniformity of the current density increases with the increase of the value of \(2\pi r_0/p\). It can be easily understood by the use of the optical analogy. The main point of the spherical aberration of an electron-optical system is that the focusing force increases too rapidly with the radius. Therefore, it is necessary that space-charge force should increase at the same rate. Thus, the essential point is to compensate the spherical aberration of the focusing system by space-charge with special distribution \(j(r)\). In the paraxial case the spherical aberration is negligible which makes it possible to assume \(j = \text{constant}\). The value of \(J\) rapidly increases with an increase in the value of \(2\pi r_0/p\). The reason being the decrease in \(J\). When \(2\pi r_0/p\) is increased, the value of \((FU_j)^2\) abruptly diminishes and therefore \(J\) diminishes.

The above method of determination of the required current-density distribution \(j(r)\) is of general validity. The space-charge term in 62.20 has been derived from the basis of the assumption \(g = \text{constant}\). If we take into account that \(j = j(r)\), i.e. the current density is a function of the radius, this assumption is not valid and the solution of the Poisson’s equation will be

\[
F_e = -\frac{e}{\varepsilon_0 rv_z} \int_0^r j(r)rdr
\]

instead of

\[
F_e = \frac{eI}{2\pi \varepsilon_0 rv_z}
\]

Comparing these two expressions, we obtain

\[
\frac{I(r)}{2\pi} = \int_0^r j(r)rdr
\]

Thus, equation 62.45 is really valid.

Although Tien’s method is based on rather rough approximations, it is still very important as it can be used for electron beams with considerable perveance values. As we have seen, the required period of the focusing system is to be comparable with the radius of the beam. The advantage of this fact is that minor space-charge fluctuations are rapidly compensated by the strongly varying periodic field. As we have already mentioned, Tien’s method is applicable also for focusing systems which are not axially symmetric.

In case of very high-perveance electron beams, however, this method is not suitable because the variable component of the potential becomes comparable with its uniform component. Besides, the axial potential distribution varies very strongly and therefore many terms of the Fourier series should be taken into account. For this case a method similar to that used in the design of a Pierce gun has been proposed [95]. The main point of this method is the consideration of space-charge flow between a series of
grids having alternatively high and low potentials. Assuming the flow to be infinitely extended in the transverse direction, we determine the potential distribution along the direction of the flow. Then the given electron beam with finite transverse cross section is to be considered. The electric field produced by the abandoned space-charge flow in the charge-free region outside the beam must be represented by the electric field of suitably chosen electrodes. The electron beam focused by this way has a theoretically uniform cross section. The required electrode shapes can be determined by analog methods or by the use of approximate analytical techniques [68, 75, 76, 94]. This method is suitable for the analysis of the periodic focusing of solid cylindrical, hollow, and sheet-electron beams. Its advantages are obvious; a serious disadvantage is that the practical realisation of electrodes with strictly determined shapes is a very complicated technological problem. Therefore, the electrode shapes are usually simplified in order to satisfy technological aspects [11]. In practice, a current transmission of 96% has been achieved by means of such a system [10] at a value of the perveance equal to $3.2 \times 10^{-6} \text{A/V}^{3/2}$.

The theory of the periodic electrostatic focusing is dealt with also by [7, 56]. A simple qualitative treatment has been given by [101]. A special method has been proposed by [46] for the calculation of electron trajectories in electrostatic fields, taking space-charge into account.

The practical realisation of periodic electrostatic focusing systems may be series of diaphragms [55, 85, 86], annular rings [45], cylinders [39], or diaphragms and cylinders alternately [9, 68, 93, 131]. Two special systems have been used by [15].

An electrostatically focused backward-wave oscillator is described in [125]. Electrostatic focusing of klystrons is treated in [49, 50, 89, 90, 100]. The influence of periodic electrostatic focusing on the operation of micro-wave tubes has been investigated [92]. It has been shown that the use of electrostatic focusing does not cause many difficulties.

A relativistic treatment of periodic electrostatic focusing is given by [73]. The influence of thermal velocities has also been taken into consideration [6]. There is an intensive development of this field at the present time [38, 58, 71, 111, 134, 137-140, 143, 144]. We have recently proposed a new analog method for the determination of the focusing parameters and electron trajectories in periodic electrostatic focusing systems [148]. An experimental investigation of electrostatically focused electron beams has been carried out by the author [147], using a photographic method.

Reviews of the various types of electrostatic focusing can be found in [3, 34, 47, 48, 77, 127, 135].

### 63. FOCUSING OF HOLLOW ELECTRON BEAMS BY AXIALLY SYMMETRIC PERIODIC ELECTROSTATIC FIELDS

As we have seen in §62, the required current-density distribution of an electrostatically focused solid cylindrical electron beam is determined by very complicated functions if the beam diameter is large.
In solid beams the space-charge forces are just compensated by the focusing forces. As these forces are relatively small, the stability of the beam is also small, in spite of the fact that the rate of increase of the restoring force acting on an electron displaced from its equilibrium path is large (since the focusing forces increase abruptly in radial direction outside the beam, while space-charge forces abruptly decrease). The reason is that the magnitudes of these forces are small and so this type of beam is very sensitive to perturbations. It is desirable that space-charge forces should be small in comparison with the focusing forces.

For this reason solid beams are not very practical in some cases and, in microwave tubes they have another disadvantage, too. In practice only a thin layer of the beam is interacting with the high-frequency field. It is very convenient then to use hollow beams instead of solid ones. In hollow beams all the electrons are concentrated in a thin cylindrical tube. The production of hollow beams has been treated in § 43. In this section the maintenance of hollow beams will be dealt with.

It follows from expression 49.31 that the space-charge force in a hollow electron beam moving between two cylinders is equal to

$$ F_c = \frac{(2\eta)^{1/2} I m}{4\pi\varepsilon_0 U_0} \frac{1}{r} \frac{r^2 - r_e^2}{r^2 - a^2} $$

at an arbitrary distance $r$ from the axis. Here $a$ and $b$ are the inner and outer radius of the beam, respectively; $r_e$ is the so-called ‘equilibrium radius’ where the space-charge force is equal to zero. At $r > r_e$ the space-charge force is directed outwards in radial direction. If $r < r_e$, this force is directed towards the axis.

The focusing system must be such as to balance the space-charge forces. The focusing forces must act inwards in the region outside of the beam and outwards in the inner region. As these forces act in opposite directions, the focusing is not so much sensitive to perturbations of space-charge density. One of the best realisations of such a system is the biperiodic electrostatic system consisting of an inner and an outer periodic system (figure V.22) [25, 62]. The potential distribution produced by this system can be approximated by the following expression

$$ U(r, z) = U_0 + U_1(r) \cos \frac{2\pi}{p_1} z + U_2(r) \cos \frac{2\pi}{p_2} z $$

where $U_0$ is the uniform component of the potential; $U_1(r)$ is the amplitude of the variable component of the potential produced by the inner periodic system; $U_2(r)$ is the amplitude of the variable component of the potential produced by the outer periodic system; $p_1$ and $p_2$ are the periods of the inner and outer system, respectively.

We may assume the beam moving between two cylinders held at the same potential $U_0$ as a first approximation. The space-charge forces can then be expressed by 63.1.

Let us use the method given in the previous section for this case. If the focusing is accomplished, any electron trajectory can be expressed in the
following way

\[ r(z) = r_0 + r_1(z) + r_2(z) \]  

where \( r_0 = \text{constant} \), \( r_1 \ll r_0 \) and \( r_2 \ll r_0 \). In this case \( r_0 \) is not the boundary electron trajectory, but the uniform component of the trajectory of an arbitrary electron of the beam. The variable component \( r_1(z) \) arises due to the inner periodic system, while the component \( r_2(z) \) arises due to the outer periodic system. As we have already seen, in practice space-charge does not affect the trajectory.

Let us expand the functions \( U_1(r) \) and \( U_2(r) \) in Taylor series in the vicinity of \( r_0 \) and drop terms of higher order than \( (r_1 + r_2)^2 \). We obtain

\[ U_1(r) \approx U_1(r_0) + (r_1 + r_2) U'_1(r_0) + \frac{(r_1 + r_2)^2}{2} U''_1(r_0) \]  

and

\[ U_2(r) \approx U_2(r_0) + (r_1 + r_2) U'_2(r_0) + \frac{(r_1 + r_2)^2}{2} U''_2(r_0) \]

The primes represent differentiation with respect to \( r \).

The equation of motion of the electron is

\[ \frac{d^2r}{dt^2} = \eta \frac{\partial U}{\partial r} + \frac{1}{m} F_e \]  

We shall use the relation

\[ \frac{d^2r}{dt^2} = \frac{d^2r}{dz^2} \frac{dr}{dz} + \frac{dr}{dz} \frac{\partial^2}{\partial z^2} \]

where, according to 63.2

\[ \frac{dr}{dz} \approx v_z \left[ 1 + \frac{U_1(r_0)}{2U_0} \frac{2\pi}{p_1} \cos \frac{2\pi}{z} + \frac{U_2(r_0)}{2U_0} \frac{2\pi}{p_2} \cos \frac{2\pi}{z} \right] \]
and

\[ \dot{z} = \eta \frac{\partial U}{\partial z} = -\eta \left\{ \frac{2\pi}{p_1} U_1(r) \sin \frac{2\pi}{p_1} z + \frac{2\pi}{p_2} U_2(r) \sin \frac{2\pi}{p_2} z \right\} \approx \]

\[ \approx -\eta \left\{ \frac{2\pi}{p_1} \left[ U_1(r_0) + (r_1 + r_2) U'_1(r_0) \right] \sin \frac{2\pi}{p_1} z + \right. \]

\[ + \frac{2\pi}{p_2} \left[ U_2(r_0) + (r_1 + r_2) U'_2(r_0) \right] \sin \frac{2\pi}{p_2} z \]  

63.9

We obtain from 63.2, 63.4 and 63.5 that

\[ \frac{\partial U}{\partial r} = \frac{dU_1}{dr} \cos \frac{2\pi}{p_1} z + \frac{dU_2}{dr} \cos \frac{2\pi}{p_2} z = \]

\[ = \left[ U'_1(r_0) + (r_1 + r_2) U''_1(r_0) \right] \cos \frac{2\pi}{p_1} z + \]

\[ + \left[ U'_2(r_0) + (r_1 + r_2) U''_2(r_0) \right] \cos \frac{2\pi}{p_2} z \]  

63.10

Using 63.7 and 63.3, we can rewrite equation 63.6 in the following form

\[ \frac{d^2r_1}{dz^2} + \frac{d^2r_2}{dz^2} + \left( \frac{dr_1}{dz} + \frac{dr_2}{dz} \right) \frac{\dot{z}}{\dot{z}^2} = \eta \frac{\partial U}{\partial r} + \frac{1}{\dot{z}^2} \frac{F_e(r_0)}{m} \]  

63.11

Substituting the above expressions into this equation, neglecting the terms of higher order of smallness and carrying out the calculations as in the previous section, we obtain the following approximate results similar to that expressed by 62.11

\[ r_1 = -\left( \frac{p_1}{2\pi} \right)^2 \frac{U'_1(r_0)}{2U_0} \cos \frac{2\pi}{p_1} z \]  

63.12

and

\[ r_2 = -\left( \frac{p_2}{2\pi} \right)^2 \frac{U'_2(r_0)}{2U_0} \cos \frac{2\pi}{p_2} z \]  

63.13

These results are valid if the initial conditions at the plane \( z = 0 \) are

\[ \frac{dr}{dz} = 0 \quad \text{and} \quad r(0) = r_0 - \left( \frac{p_1}{2\pi} \right)^2 \frac{U'_1(r_0)}{2U_0} - \left( \frac{p_2}{2\pi} \right)^2 \frac{U'_2(r_0)}{2U_0} \]  

63.14

In case of \( p_1 = p_2 \) the quantities \( U'_1 \) and \( U'_2 \) are of opposite sign and therefore \( r(0) \approx r_0 \).
Let us now substitute 63.12 and 63.13 for \( r_1 \) and \( r_2 \), respectively, into equation 63.11. Taking into account expressions 63.8, 63.9, 63.10 and 63.1, we obtain the following result

\[
\frac{U_1'(r_0)}{2U_0} \cos \frac{2\pi}{p_1} z + \frac{U_2'(r_0)}{2U_0} \cos \frac{2\pi}{p_2} z -
\]

\[
- \left[ \frac{p_1}{2\pi} U_1'(r_0) \sin \frac{2\pi}{p_1} z + \frac{p_2}{2\pi} U_2'(r_0) \sin \frac{2\pi}{p_2} z \right] \frac{\eta}{v_0^2} \left[ 1 - 
\right]
\]

\[
- \frac{U_1'(r_0)}{U_0} \cos \frac{2\pi}{p_1} z - \frac{U_2'(r_0)}{U_0} \cos \frac{2\pi}{p_2} z \right] \left\{ \langle U_1(r_0) \rangle -
\right\}
\]

\[
- \frac{U_1'(r_0)}{p_1} \left[ \frac{p_1}{2\pi} U_1'(r_0) \cos \frac{2\pi}{p_1} z +
\right]
\]

\[
+ \frac{p_2}{2\pi} \frac{U_2'(r_0)}{p_2} \cos \frac{2\pi}{p_2} z \right\} \frac{2\pi}{p_1} \sin \frac{2\pi}{p_1} z +
\]

\[
+ \left\{ \langle U_2(r_0) \rangle - \frac{U_1'(r_0)}{U_0} \cos \frac{2\pi}{p_1} z - \frac{U_2'(r_0)}{U_0} \cos \frac{2\pi}{p_2} z \right\} \right\}
\]

\[
= \frac{\eta}{v_0^2} \left[ 1 - \frac{U_1'(r_0)}{U_0} \cos \frac{2\pi}{p_1} z - \frac{U_2'(r_0)}{U_0} \cos \frac{2\pi}{p_2} z \right] \left\{ \langle U_1'(r_0) \rangle -
\right\}
\]

\[
- \frac{U_1''(r_0)}{p_1} \left[ \frac{p_1}{2\pi} U_1'(r_0) \cos \frac{2\pi}{p_1} z +
\right]
\]

\[
+ \frac{p_2}{2\pi} \frac{U_2'(r_0)}{p_2} \cos \frac{2\pi}{p_2} z \right\} \cos \frac{2\pi}{p_1} z +
\]

\[
+ \left\{ \langle U_2'(r_0) \rangle - \frac{U_1''(r_0)}{U_0} \cos \frac{2\pi}{p_1} z +
\right\}
\]

\[
+ \frac{p_2}{2\pi} \frac{U_2'(r_0)}{p_2} \cos \frac{2\pi}{p_2} z \right\} \cos \frac{2\pi}{p_2} z \right\} \left\{ \langle U_2'(r_0) \rangle -
\right\}
\]

\[
+ \frac{1}{v_0^2} \left[ 1 - \frac{U_1'(r_0)}{U_0} \cos \frac{2\pi}{p_1} z - \frac{U_2'(r_0)}{U_0} \cos \frac{2\pi}{p_2} z \right] \times
\]

\[
\times \frac{(2\eta)^{1/2} I(r_0^2 - r_2^2)}{4\pi \varepsilon_0 \sigma r_0 (b^2 - a^2)}
\]

63.15
E quating the constant terms, we obtain

\[
U_1(r_0) U'_1(r_0) + U_2(r_0) U'_2(r_0) + \left( \frac{p_1}{2\pi} \right)^2 U'_1(r_0) U''_1(r_0) + \\
+ \left( \frac{p_2}{2\pi} \right)^2 U'_2(r_0) U''_2(r_0) = \frac{\sqrt{2} I V U_0}{\pi \varepsilon_0 \eta r_0} \frac{r_0^2 - r_e^2}{b^2 - a^2} \]

63.16

In this equation all the terms of higher order of smallness have been neglected.

If the periods of the inner and outer periodic systems are equal to each other \( p_1 = p_2 = p \), some additional terms appear in the left-hand side of equation 63.16. In this case the equation determining the values of the focusing potentials can be written as follows

\[
\left[ U_1(r_0) + \left( \frac{p_1}{2\pi} \right)^2 U'_1(r_0) \right] U'_1(r_0) + \left[ U_2(r_0) + \left( \frac{p_2}{2\pi} \right)^2 U'_2(r_0) \right] U'_2(r_0) + \\
+ \left[ U_2(r_0) + \left( \frac{p_2}{2\pi} \right)^2 U'_2(r_0) \right] U'_2(r_0) = \frac{\sqrt{2} I V U_0}{\pi \varepsilon_0 \eta r_0} \frac{r_0^2 - r_e^2}{b^2 - a^2} \]

63.17

In this equation the third and fourth terms of the left-hand side arise only if \( p_1 = p_2 = p \). In case of \( p_1 \neq p_2 \) these terms should be omitted.

Equation 63.17 corresponds to equation 62.20 in the case of the solid cylindrical beam. Equation 63.17, however, in itself is not sufficient for the determination of the electrode potentials. Let us consider for example the case of \( p_1 \neq p_2 \). Introducing the notation \( f(r_0) \), equation 63.17 can be re-written for this case as follows

\[
f(r_0) = f_1(r_0) + f_2(r_0) + f_\varepsilon(r_0) = 0 \]

63.18

where

\[
f_1(r_0) = \left[ U_1(r_0) + \left( \frac{p_1}{2\pi} \right)^2 U'_1(r_0) \right] U'_1(r_0) \]

63.19

\[
f_2(r_0) = \left[ U_2(r_0) + \left( \frac{p_2}{2\pi} \right)^2 U'_2(r_0) \right] U'_2(r_0) \]

63.20

and

\[
f_\varepsilon(r_0) = -\frac{\sqrt{2} I V U_0}{\pi \varepsilon_0 \eta r_0} \frac{r_0^2 - r_e^2}{b^2 - a^2} \]

63.21
The equation \( f(r_0) = 0 \) expresses the equilibrium of the forces acting on the electrons of the beam. The average force produced by the inner system is proportional to \( f_1 \); that produced by the outer system is proportional to \( f_2 \) and the space-charge force is proportional to \( f_0 \).

Let us rewrite 63.18 for the equilibrium radius \((r_0 = r_e)\). Here we have \( f_0(r_e) = 0 \) and so
\[
f_1(r_e) + f_2(r_e) = 0 \tag{63.22}
\]

It means that the focusing forces are in equilibrium with each other.

Let us now consider an arbitrary radius \(r_0\) in the electron beam which is close to the equilibrium radius. Then we can write
\[
r_0 = r_e + \hat{r} \tag{63.23}
\]

where \( \hat{r} \) = constant and \( \hat{r} \ll r_e \). We can write approximately that
\[
f_1(r_0) \approx f_1(r_e) + \hat{r} f'_1(r_e) + \frac{\hat{r}^2}{2} f''_1(r_e) \tag{63.24}
\]
\[
f_2(r_0) \approx f_2(r_e) + \hat{r} f'_2(r_e) + \frac{\hat{r}^2}{2} f''_2(r_e) \tag{63.25}
\]
and
\[
f_0(r_0) \approx \hat{r} f'_0(r_e) + \frac{\hat{r}^2}{2} f''_0(r_e) \tag{63.26}
\]

where the primes represent differentiation with respect to \( r_0 \). For very small values of \( \hat{r} \) we have then, taking 63.22 into account, the following form of equation 63.18 for a radius \( r_0 \)
\[
f'_1(r_e) + f'_2(r_e) + f'_0(r_e) = 0 \tag{63.27}
\]

Equations 63.22 and 63.27 together determine the dependence between the parameters of the beam and of the focusing system. The focusing is optimal if the deviations of the boundary radii \(a\) and \(b\) from the equilibrium radius \(r_e\) remain small, i.e.
\[
(b - r_e) \ll r_e \quad \text{and} \quad (r_e - a) \ll r_e
\]

In this case fulfilment of the conditions 63.22 and 63.27 is sufficient for the formation of an equilibrium of forces across the whole beam and so a minimum beam rippling can be achieved. In case of a larger beam thickness the terms of the Taylor series containing \( \hat{r}^2 \) are to be taken into account, too. It means that equation
\[
f''_1(r_e) + f''_2(r_e) + f''_0(r_e) = 0 \tag{63.28}
\]

must be fulfilled, beside equations 63.22 and 63.27. Equations 63.27 and 63.28 can be derived from 63.18 without any conditions. We wanted to prove that the fulfilment of equation 63.28 is necessary only for thick beams.
There is no requirement in connection with the current-density distribution of a hollow beam focused by periodic electrostatic fields: the current density may be assumed uniform across the whole beam. The relations between the parameters of the beam and of the focusing system must be fulfilled, however. This means that at given values for the parameters of the electron beam not only the focusing potentials are strictly determined but also some relations between the geometrical parameters of the focusing system must be satisfied. Naturally, the design of such a system is more complicated: these relations appear in the form of transcendental equations.

A special case of the biperiodic system is if $p_1 = p_2 = p$ and $|F_1U_{f1}| = |F_2U_{f2}|$. The simplicity of such a system makes it very practical. There are two possible solutions

$$F_1U_{f1} = F_2U_{f2} \quad \text{or} \quad F_1U_{f1} = -F_2U_{f2}$$

The electron trajectories are different in the two cases (in the second case the value of the equilibrium radius $r_e$ is not constant but it has a small rippling), but the focusing effects are the same in first-order approximation.

A possible solution of the periodic electrostatic focusing of hollow electron beams is to replace one of the periodic systems by a metal cylinder. The uniform potential of this cylinder is not equal to the average potential of the periodic system. In this case the focusing field produced by the periodic system and the space-charge field are balanced by a uniform radial field. The periodic system may be placed outside [62, 64, 91] or inside [52, 53] the beam. The advantage of such a system is its simplicity and relative insensitivity to the variations of the initial conditions. The required value of the variable component of the focusing potential is by some 40% higher than in case of the biperiodic system [63].

Another possibility is to rotate the electron beam by means of a spiratron gun (see § 69) or a special magnetic field. The external periodic system is sufficient in this case, too. Its field is in equilibrium with the centrifugal force produced by the rotation of the beam. Space-charge forces only have an additional role in all these systems, and the stability of the beam is consequently very good.

(C) PERIODIC FOCUSING BY BIFILAR HELICES

64. FOCUSING OF SOLID ELECTRON BEAMS BY BIFILAR HELICES

The most simple practical solution of periodic electrostatic focusing is the application of bifilar helices. The advantages of bifilar helices are their extreme simplicity, and lack of sensitivity to inaccuracies in centring the system. Though in microwave-tube applications such systems can be used only at low powers. This system is not axially symmetric, therefore its mathematical treatment is more complicated. The focusing system consists of two helical wires (figure V.23) held at potentials $U_0 + U_f$ and $U_0 - U_f$, respectively. Here $U_0$ is approximately equal to the anode potential
of the electron gun, $U_f$ is the focusing potential the value of which is to be determined in the following treatment.

The potential distribution inside a bifilar tape helix with uniform pitch can be approximated by the following expression \[60, 122\]

\[ U(r, \alpha, z) \approx U_0 + F U_f \frac{I_1 \left( \frac{2\pi r}{p} \right)}{I_1 \left( \frac{2\pi a}{p} \right)} \cos \left( \frac{2\pi z}{p} - \alpha \right) \] \hspace{1cm} 64.1

Here $a$ is the radius of the helices, $I_1$ is the modified Bessel function of the first kind and first order. The value of the parameter $F$ is determined by the geometrical dimensions of the system, according to expression 62.22. The helices are wound in the direction of the increase of the angle $\alpha$.

Introducing the notation

\[ U_1(r) = F U_f \frac{I_1 \left( \frac{2\pi r}{p} \right)}{I_1 \left( \frac{2\pi a}{p} \right)} \] \hspace{1cm} 64.2

we can write the potential distribution similarly to 62.1

\[ U(r, \alpha, z) \approx U_0 + U_1(r) \cos \left( \frac{2\pi z}{p} - \alpha \right) \] \hspace{1cm} 64.3

Let us calculate the derivatives of the function 64.3 at $r = r_0$. We obtain

\[ \left. \frac{dU_1}{dr} \right|_{r=r_0} = \frac{2\pi}{p} F U_f \frac{I_0 \left( \frac{2\pi r_0}{p} \right) - \frac{p}{2\pi r_0} I_1 \left( \frac{2\pi r_0}{p} \right)}{I_1 \left( \frac{2\pi a}{p} \right)} \] \hspace{1cm} 64.4
and
\[ \frac{d^2 U_1}{dr^2} \bigg|_{r=r_0} = \left( \frac{2\pi}{p} \right)^2 FU_f \left[ 1 + \frac{2}{r_0^2} \left( \frac{p}{2\pi} \right)^2 \right] I_1 \left( \frac{2\pi}{p} r_0 \right) - \frac{p}{2\pi r_0} I_0 \left( \frac{2\pi}{p} r_0 \right) \]

\[ = I_1 \left( \frac{2\pi a}{p} \right) \]

We shall use the method given in § 62 for the analysis of this system [24, 113].

The equations of the electron motion in an electric field with azimuthal component are as follows

\[ \frac{d^2 r_1}{dt^2} - r_0 \left( \frac{dx}{dt} \right)^2 = \eta \frac{\partial U(r, z, x)}{\partial r} + \frac{\eta I}{2\pi \varepsilon_0 r_0 v_0} \]

\[ r_0^2 \frac{d^2 z}{dt^2} + 2r_0 \frac{dr_1}{dt} \frac{dx}{dt} = \eta \frac{\partial U(r, z, x)}{\partial z} \]

and

\[ \frac{d^2 z}{dt^2} = \eta \frac{\partial U(r, z, x)}{\partial z} \]

In these equations condition

\[ r(z, x) = r_0 + r_1(z, x) \]

has been used, where \( r_1 \ll r_0 \) and \( r_0 = \text{constant} \). If one neglects the term \( r_0 (dx/dt)^2 \) in 64.6 and the term \( 2r_0 (dr_1/dt)(dx/dt) \) in 64.7 [113], equation 64.6 will coincide with equation 62.6. The only difference will be that in equation 64.6 \( \cos \left( \frac{2\pi \varepsilon_0 r_0}{p} \right) \) arises instead of \( \cos \left( \frac{2\pi z}{p} \right) \). However, in first-order approximation we can replace \( x \) by \( x_0 \) here and in the following (\( x_0 \) is the azimuth of the considered boundary electron in the initial plane \( z = 0 \)) because it may be expected that the azimuth of the electron will have only small periodic variations around that value in the course of the motion in this system, similarly as the radius of the beam oscillates around a constant value of \( r_0 \). The solution of equation 64.6 will then be similar to 62.11

\[ r_1 \approx - \left( \frac{p}{2\pi} \right)^2 \frac{dU_1}{dr} \bigg|_{r=r_0} \cos \left( \frac{2\pi}{p} z - x_0 \right) \]

We obtain from equation 64.7 that

\[ \frac{d^2 z}{dt^2} \approx \frac{\eta U_1(r_0)}{r_0^2} \sin \left( \frac{2\pi}{p} z - x_0 \right) \]

Integrating twofold, and taking

\[ \frac{dz}{dt} \approx v_0 = (2\eta U_0)^{1/2} \]
into account, we obtain

\[ \alpha \approx \alpha_0 - \frac{U_1(r_0)}{2r_0^2U_0} \left( \frac{p}{2\pi} \right)^2 \sin \left( \frac{2\pi}{p} z - \alpha_0 \right) \]  \tag{64.11}

As it can be seen from 64.11, \((\alpha - \alpha_0)\) is really a small quantity. It can also be proved easily that the terms neglected in equations 64.6 and 64.7 are of higher order of smallness than the considered terms.

In this case the transformation of the differentiation with respect to time into differentiation with respect to coordinates is more complicated because \(r\) is a function of not only \(z\) but also of \(x\). We have

\[ \frac{dr}{dt} = \dot{r} \frac{\partial r}{\partial z} + \ddot{r} \frac{\partial r}{\partial z} \]  \tag{64.12}

and

\[ \frac{d^2r}{dt^2} = \dot{z}^2 \frac{\partial^2 r}{\partial x^2} + \ddot{z} \frac{\partial^2 r}{\partial x \partial z} + 2 \dot{z} \ddot{r} \frac{\partial^2 r}{\partial x \partial z} + \dddot{r} \frac{\partial r}{\partial x} + \ddot{z} \frac{\partial r}{\partial z} \]  \tag{64.13}

as

\[ \frac{\partial r}{\partial t} = 0 \]

Here

\[ \dot{z} \approx v_0 \left[ 1 + \frac{U_1(r_0)}{2U_0} \cos \left( \frac{2\pi}{p} z - \alpha_0 \right) \right] \]  \tag{64.14}

The value of \(\ddot{z}\) is determined by 64.8. Taking into account that \(\dot{z} \ll \ddot{z}\), we can find the values of \(\dot{z}\) and \(\ddot{z}\) from 64.10 and the derivatives of \(r\) from 64.9. We shall expand the function of \(U_1(r)\) into Taylor series in the vicinity of \(r_0\), according to 62.3, and drop the terms of higher order of smallness than \(r_0^2\). Carrying out all these operations, we can rewrite equation 64.6 in the following form

\[
\frac{dU_1}{dr} \bigg|_{r=r_0} \frac{v_0^2}{2U_0} \left[ 1 + \frac{U_1(r_0)}{U_0} \cos \left( \frac{2\pi}{p} z - \alpha_0 \right) \right] \times
\]

\[
\times \cos \left( \frac{2\pi}{p} z - \alpha_0 \right) + \left( \frac{p}{2\pi} \right)^2 \frac{1}{2U_0} \frac{dU_1}{dr} \bigg|_{r=r_0} \times
\]

\[
\times \cos \left( \frac{2\pi}{p} z - \alpha_0 \right) \left( \frac{p}{2\pi} \right)^2 \left[ \frac{U_1(r_0)}{2U_0} \right]^2 \frac{v_0^2}{r_0^2} \cos^2 \left( \frac{2\pi}{p} z - \alpha_0 \right) +
\]

\[
+ \left( \frac{p}{2\pi} \right)^2 \frac{U_1(r_0)}{r_0^2} \frac{dU_1}{dr} \bigg|_{r=r_0} \frac{1}{4U_0^2} \left[ 1 + \frac{U_1(r_0)}{2U_0} \cos \left( \frac{2\pi}{p} z - \alpha_0 \right) \right] \times
\]
Equating the constant terms of this equation, we obtain the following equality
\[
\left( \frac{p}{2\pi} \right)^2 \frac{d^2 U_1}{dr^2} \bigg|_{r=r_0} - \frac{1}{r_0} \left( \frac{p}{2\pi r_0} \right)^2 U_1^2(r_0) = \frac{\nu^2 I''U_0}{\pi \varepsilon_0 \nu \eta} \quad 64.16
\]
This expression differs from 62.20 in the third and fourth terms of its left-hand side. These terms appear as a consequence of the azimuthal component of the focusing field and the centrifugal force produced by the rotation of the electrons, respectively. All the three components of the electric field have focusing effect. This effect is balanced by space-charge force and the centrifugal force. Thus, the stability is better than in the axially symmetric case.

Using 64.2, 64.4 and 64.5, one can obtain the value of the focusing potential \( U_f \) from 64.16
\[
(FU_f)^2 = \frac{1.21 \times 10^5 I\nu U_0 I_1^3 \left( \frac{2\pi \alpha}{\nu} \right)}{A + B} \quad 64.17
\]
where
\[
A = \left( \frac{4}{2\pi r_0} + \frac{2\pi r_0}{\nu} \right) I_0 \left( \frac{2\pi r_0}{\nu} \right) I_1 \left( \frac{2\pi r_0}{\nu} \right)
\]
and
\[
B = - I_0 \left( \frac{2\pi r_0}{\nu} \right) - \left[ 2 + \frac{4}{\left( \frac{2\pi r_0}{\nu} \right)^2} \right] I_1^3 \left( \frac{2\pi r_0}{\nu} \right)
\]
We obtain the trajectory from 64.4 and 64.9

\[ r = r_0 - \frac{p}{2\pi} \frac{FU_f}{2U_0} \left( \frac{2\pi a}{p} \right) I_1 \left( \frac{2\pi r_0}{a} \right) \times \]

\[ \times \cos \left( \frac{2\pi}{p} z - \alpha_0 \right) \]

64.18

It should be mentioned that the parameter \( \frac{2\pi a}{p} \) has in practice important geometrical meaning. A winding of the tape helix can be derived by putting the tape along the diagonal of a rectangle with sides equal to \( 2\pi a \) and \( p \), respectively, and then covering a cylinder of radius \( a \) with this rectangle. We have then

\[ \frac{2\pi a}{p} = \cot \psi \]

64.19

where \( \psi \) is the angle between the tape and the circumference of the cylinder.

When designing a focusing system, the values of the angle \( \psi \) and of the ratio \( r_0/a \) are usually given. It is therefore convenient to rewrite expressions 64.17 and 64.18, taking 64.19 into consideration, to obtain

\[ (FU_f)^2 = \frac{1.21 \times 10^5 I_f U_0 I_f^2 (\cot \psi)}{C + D} \]

64.20

where

\[
C = \left( 2 \frac{r_0}{a} \cot \psi + \frac{4}{r_0} \frac{\cot \psi}{a} \right) I_0 \left( \frac{r_0}{a} \cot \psi \right) I_1 \left( \frac{r_0}{a} \cot \psi \right)
\]

\[
D = - I_0^2 \left( \frac{r_0}{a} \cot \psi \right) - \left[ 2 + \frac{4}{\left( \frac{r_0}{a} \cot \psi \right)^2} \right] I_1^2 \left( \frac{r_0}{a} \cot \psi \right)
\]

and

\[
\frac{r(z)}{r_0} = 1 - \frac{FU_f}{2U_0} \frac{1}{r_0} \frac{1}{\cot \psi} \times \]

\[ I_0 \left( \frac{r_0}{a} \cot \psi \right) - \frac{1}{r_0} \frac{\cot \psi}{a} I_1 \left( \frac{r_0}{a} \cot \psi \right) \times \]

\[ I_1 \left( \cot \psi \right) \cos \left( \frac{2\pi}{p} z - \alpha_0 \right) \]

64.21

At given values of $I$, $U_0$ and $r_0/a$ the dependence of $FU_f$ versus $\cot \psi$ can be calculated from 64.20. The result of this calculation is given in figure V.24 for the case of $I = 1$ mA, $U_0 = 1000$ volts, $r_0/a = 0.8$. This dependence is similar to that in the axially symmetric case (see figure V.20). At small values of $\cot \psi$ the value of $FU_f$ decreases with the increase of $\cot \psi$. At greater values of $\cot \psi$ the value of $FU_f$ must be increased as $\cot \psi$ is increased. The reason is the same as in the axially symmetric case: when the value of $r_0/p$ is increased, the value of $FU_f$ corresponding to the smaller $U_1(r_0)$ may be greater than that corresponding to a larger $U_1(r_0)$ and to a
smaller value of \( r_0/p \). This effect is illustrated by figure V.25 where \( FU_f \) is plotted against \( 2\pi r_0/p \) for two fixed values of \( U_1(r_0) \), in case where \( r_0/a = 0.8 \) [24].

In this case we have \((\cot \psi)_{opt} = 2.4\) and \((FU_f)_{min} = 52\) volts.

If the value of \( FU_f \) is given, the maximum possible value of the beam perveance is determined by the value of \((\cot \psi)_{opt}\).

Let us determine now the current-density distribution \( j(r) \) required for the fulfillment of the condition 64.17 at any value of \( r < r_0 \). Similarly to 62.45, this takes place if

\[
I(r) = 2\pi \int_0^r j(r)rdr = \frac{\pi e_0\sqrt{\eta(FU_f)^2}}{\sqrt{2\pi U_0 I_1^2}} \left[ \xi I_1'(-\xi)I_1'(-\xi) + \xi I_1'(-\xi)I_1'(-\xi) - \frac{1}{\xi^2} I_1^2(-\xi) \right]
\]

Hence we obtain

\[
\frac{4.12 \times 10^{-6}(FU_f)^2}{\gamma U_0 I_1^2(cot \psi)p^2 r_0^2} \left[ I_1'^2 + I_1'^2 + I_1I'' + I_1I'' + \frac{1}{\xi} (I_1'^2 + I_1') + \frac{1}{\xi^2} (I_1'^2 + I_1') \right] 64.22
\]

where

\[
\xi = \frac{2\pi r}{a} = \frac{r}{a} \cot \psi
\]

and the primes represent differentiation with respect to \( \xi \).

The dependence of \( j(r)/J \) on \( r/r_0 \) has been plotted on the basis of 64.23 in figure V.26 for the case of \( \cot \psi = 4 \) and \( r_0/a = 0.8 \) [113]. \( J \) is the constant quantity ahead of the brackets, so in the figure the expression in brackets is plotted. It is interesting as a comparison that in the approximation \( j_0 = 1/\pi r_0^2 \) we have \( j_0/J = 22 \). This value is given in the figure by a dashed line.

We can see in figure V.26 that the distribution \( j(r) \) is similar to that in case of the system of annular rings. All the conclusions drawn in connection with the current-density distribution in \$62\) are valid here, too. In paraxial approximation, similarly to the axially symmetric case, the current density is constant across the whole beam.

According to [61], the current-density distribution \( j(r) \) as determined by 64.23 is not required so strictly if higher accelerating voltages are used.
The first practical application of the periodic focusing by bifilar helices has been accomplished by [114]. This method of focusing is very advantageous in travelling-wave tubes as the simple focusing system may be used as a slow-wave circuit simultaneously. Such a travelling-wave tube is the estiatron [16–19, 35, 36]. Its microwave and electron-optical features are very good in spite of the fact that no care has been taken for the required current-density distribution $j(r)$.

65. FOCUSING OF HOLLOW ELECTRON BEAMS

BY BIFILAR HELICES

As in the case of solid beams, the periodic system of bifilar helices is suitable for focusing of hollow beams, as well. In this case the beam moves between two bifilar helices (*biperiodic focusing*). The average potentials at both systems are the same. The difference between this method and that based on the use of two systems of annular rings is the same as the difference between the focusing of a solid beam by bifilar helices and by a system of annular rings. The electric field is not axially symmetric. Therefore, the
centrifugal force produced by the rotation of the electrons and the azimuthal component of the focusing field play their role, too. There is no other difference between this case and the periodic electrostatic focusing of hollow electron beams as treated in § 63.

As a result of the theoretical analysis [25, 26], the relations plotted in figure V.27 take place between the parameters of the beam and the focusing bifilar helices in case of thin hollow beams.

In figure V.27 the ratio of the beam perveance to the square of the focusing potential related to the accelerating voltage is plotted against the equilibrium radius \( r_e \) for the case of equal periods of the inner and outer bifilar helices. It has been also assumed that \( U_{f1} = U_{f2} = U_f \) and the beam thickness is so small that the relation between the parameters is determined by expressions 63.22 and 63.27. In these expressions \( f_0 \) remains unaltered but \( f_1 \) and \( f_2 \) will have other values corresponding to the new geometrical dimensions. In this case the function plotted in the figure depends on three arbitrary parameters: for all the curves \( R_2/b = 1.25 \); the values of the ratios

\[
\frac{R_2}{b} = 1.25
\]
$k_1 = R_2/R_1$ and $k_2 = b/a$ are given at the corresponding curves. Ten curves have been plotted: the value of $k_2$ is equal to $1.11$ and $1.20$ while the values of $k_1$ are $1.50$, $1.65$, $1.85$, $2.00$ and $2.30$. The notation is given in figure V.22.

It can be seen in figure V.27 that the required value of the focusing potential decreases at the increase of $k_2$ and at the decrease of $k_1$. It means that the more completely the space between the focusing helices is filled by the electron beam, the lesser focusing field is required at a given value of the perveance or the greater is the possible beam perveance at a given value of the focusing potential. At given values of the parameters $k_1$ and $k_2$ there is a certain optimum value of $r_e$ at which a minimum focusing potential is required.

A more detailed analysis of this method of focusing of hollow electron beams can be based on the solution of the equations of motion. It has been stated [61] that the periodic electrostatic focusing may serve as a transformer of the cross section of the hollow electron beam: the cross section of the beam can be varied by the variation of the focusing parameters.

The stability of the biperiodic focusing is very good because the effect of space-charge is negligible in comparison with the focusing forces acting in opposite directions.

A current transmission of $97\%$ has been achieved in a travelling-wave tube with biperiodic focusing of a hollow beam with perveance $1.7 \times 10^{-6} \text{ A/V}^{3/2}$ [26].

It is to be mentioned that one of the bifilar helices may be replaced by a metal tube in this case, too.

(D) FOCUSING OF ELECTRON BEAMS BY PLANE-SYMMETRIC PERIODIC ELECTROSTATIC FIELDS

Periodic electrostatic focusing of plane-symmetric high-intensity sheet-electron beams will be treated in this part. As we have seen in Chapter IV, there are some differences between space-charge effects in sheet- and cylindrical electron beams. Therefore, the focusing of sheet beams by plane-symmetric periodic fields must be treated separately.

We shall assume that the beam width in the direction of coordinate $x$ is much greater than its thickness in the direction of coordinate $y$ (see figure IV.16). At the same time, the length of the beam is much greater than its width. Therefore, space-charge forces act only in the direction of coordinate $y$. All the formulae derived in Chapter IV in this approximation can be used then here.

The notation and the situation of the coordinate system are the same as in Chapter IV.

66. FOCUSING BY A SEQUENCE OF PLANE-SYMMETRIC THIN LENSES

Let us now consider the case of focusing a dense sheet beam by a periodic sequence of identical thin converging lenses with focal lengths $f$ and equal spacings $l$ between the adjacent lenses [106]. In this case plane-symmetric cylindrical lenses are to be used instead of axially symmetric ones. The lenses may be electrostatic or magnetic thin cylindrical lenses. We shall follow the
treatment given in § 59 for the axially symmetric case. Thus, it will be assumed that the beam motion in the sections between any two lenses is determined only by space-charge, according to Chapter IV. The lenses cause sudden changes in the slopes of the trajectories of the beam. Another requirement is that the configuration of the electron beam should be identical in all sections and symmetrical within the sections with respect to the centre of the section. (See figure V.5.) As we have seen in § 59, in order to fulfill this requirement, the following condition must be satisfied

\[ \frac{y_0}{f} = -2y'_0 \]  

where the value of \( y'_0 \) is determined by the condition

\[ l = 2z_m \]

Using the dimensionless variables \( Y \) and \( Z_s \) introduced in Chapter IV, we can rewrite expression 66.2 on the basis of 54.8 as follows

\[ L_s = 2(Z_s)_m = -Y'_0 \]

where we have, according to 54.3, that

\[ L_s = Z_s(l) = 154 \left( \frac{P}{Wy_0} \right)^{1/2} l = \frac{l}{ky_0} \]

According to 54.10 we have

\[ Y' = \frac{dY}{dZ_s} = \frac{1}{154} \left( \frac{W}{Py_0} \right)^{1/2} \frac{dy}{dz} = ky' \]

where

\[ k = \frac{1}{154} \left( \frac{W}{Py_0} \right)^{1/2} \]

We can rewrite 66.3 as follows

\[ \frac{l}{y_0} = -k^2y'_0 \]

Thus, we can write condition 66.1 in the following final form

\[ \frac{1}{f} = \frac{2l}{k^2y_0^2} = \frac{2L_s}{ky_0} = \frac{2L_s^2}{l} = 4.74 \times 10^4 \frac{Pl}{Wy_0} \]

Obviously, if the beam enters the system parallel to the z axis, condition

\[ \frac{1}{f_1} = \frac{1}{2} \frac{1}{f} \]

proved in § 59 will be valid here, too (\( f_1 \) is the focal length of the first lens).
Expression 66.8 determines the focal lengths \( f \) of the thin cyindrical lenses required for periodic focusing of a sheet-electron beam with perveance \( P \), width \( W \) and initial thickness \( 2y_0 \), if the value \( l \) of the period is given.

If the variations of the beam boundary should not be too large, evidently the value of \( L_s \) must be decreased. This may be achieved by the decrease of the spacing \( \lambda \), that is by putting a greater number of lenses into the sequence. According to expression 54.13, in case of \( (Z_s)m \geq 1 \), the beam boundary crosses the axis. As it is usually not desirable, we can assume the value of \( (L_s)_{\max} = 2 \) as a limit from the point of view of practical application. According to 66.8, this gives the condition

\[
\left( \frac{l}{f} \right)_{\max} = 8
\]

which determines the practically applicable maximum values of the convergence and spacing of the lenses. Obviously, it must also be taken into account that both the focal length and the lens spacing must be considerably larger than the extension of the lens field (thin lens approximation).

Let us consider an example: \( P = 10^{-6} \, A/V \cdot 3^{1/2}, y_0 = 1 \, \text{mm} \) and \( l = W \). Then, according to 66.8, we have \( f = 21.1 \, \text{mm} \). It follows from 66.10 that in this case \( l_{\max} = 16.9 \, \text{cm} \) so that it is practically convenient to place the lenses at a distance of several centimeters from each other.

As we have shown in § 59, the first lens of the periodic sequence can be placed at the plane of minimum cross section of the beam leaving the electron gun or the lens system can be connected with the gun. In the latter case the parameters of the focusing system are determined by the parameters of the electron gun. A more detailed treatment of this problem is given in § 59.

The focal length of a thin electrostatic single cylindrical lens is given by the following expression ([87], formula 6.67)

\[
\frac{1}{f} = \frac{7}{16} \int_{z_1}^{z_2} \left( \frac{\Phi'}{\Phi} \right)^2 dz
\]

where \( z_1 \) and \( z_2 \) are the coordinates bounding the field; the prime represents differentiation with respect to \( z \). We obtain from 66.8 and 66.11 that

\[
P = \frac{7 \times 10^{-4} W y_0}{16 \times 4.74l} \int_{z_1}^{z_2} \left( \frac{\Phi'}{\Phi} \right)^2 dz = 9.24 \times 10^{-6} W y_0 \left[ \frac{1}{l} \int_{z_1}^{z_2} \left( \frac{\Phi'}{\Phi} \right)^2 dz \right] [AV^{-3/2}] \]

Hence we have

\[
\left[ \left( \frac{\Phi'}{\Phi} \right)^2 \right]_{\text{average}} = \frac{P}{9.24 \times 10^{-6} W y_0} = 2.16 \times 10^5 \frac{P}{S_0} \, [\text{m}^{-2}] \]

66.13
where \( S_0 = 2W \gamma_0 \) is the initial cross section of the beam. Comparing expressions 66.13 and 59.10, one can find that the periodic focusing of a sheet beam requires a somewhat weaker field than that of a cylindrical beam.

67. FOCUSING OF SHEET-ELECTRON BEAMS BY PERIODIC ELECTROSTATIC FIELDS

Let us now consider a plane-symmetric periodic electrostatic focusing field with continuous potential distribution. Let the \( x, z \) plane of the Cartesian coordinate system be the medium plane of the sheet-electron beam and the focusing system (see figure IV.16). The beam moves in the direction of the \( z \) axis.

We shall initially consider the \textit{paraxial approximation}. The paraxial equation for plane-symmetric electrostatic fields will be written by the use of dimensionless variables

\[
\eta = \frac{y}{y_0} \quad \text{67.1}
\]

and

\[
\zeta = \frac{2\pi}{p} z \quad \text{67.2}
\]

where \( p \) is the period of the electric field. The intensity of the electron beam will be characterised by the parameter

\[
A_s = \left( \frac{\omega_p}{\omega} \right)^2 \quad \text{67.3}
\]

where

\[
\frac{\omega_p^2}{\omega^2} = -\eta \frac{\bar{\varrho}}{\varepsilon_0} = \frac{\eta}{\varepsilon_0} \frac{I}{2\gamma_0 \gamma W Y_0} = \text{constant} \quad \text{67.4}
\]

and

\[
\omega = \frac{2\pi}{p} \frac{v_0}{\gamma_0} \frac{2\pi}{p} (2\gamma U_0)^{1/2} = \text{constant} \quad \text{67.5}
\]

Here \( \omega_p \) is the plasma frequency of the electrons, \( \bar{\varrho} \) is the average space-charge density at the plane \( z = 0 \) and \( v_0 \) is the initial velocity of the electrons. Using 67.4 and 67.5, one can rewrite expression 67.3 in the following way

\[
A_s = \frac{P_0^2 P_0}{16\sqrt{2\pi^2 \gamma_0^2 \gamma W Y_0}} = 1.2 \times 10^3 \frac{P_0^2 P_0}{W Y_0} \quad \text{67.6}
\]

where

\[
P_0 = \frac{I}{U_0^{3/2}}
\]
is the initial value of the perveance of the beam. We shall consider the value of \( A_s \) of second order of smallness (see § 60).

The potential on the axis will be expressed by the dimensionless function

\[
V(\zeta) = \frac{\Phi(z)}{U_0}
\]

Then the paraxial equation 22.13 can be written as follows

\[
\frac{d^2\eta}{d\zeta^2} + \frac{1}{2V} \frac{dV}{d\zeta} \frac{d\eta}{d\zeta} + \frac{1}{2V} \frac{d^2V}{d\zeta^2} \eta - \frac{A_s}{V^{3/2}} = 0
\]

This linear second-order inhomogeneous differential equation determines the boundary electron trajectory of the laminar sheet beam in paraxial approximation.

In the simplest case, when at the plane \( z = 0 \), the beam thickness is equal to \( 2y_0 \) and its slope is \( y'_0 = 0 \), we have the following initial conditions

\[
\eta_0 = 1 \quad \text{and} \quad \eta'_0 = 0
\]

In order to eliminate the term containing the first derivative of the dependent variable from equation 67.8 we shall use again the transformation

\[
\sigma = \eta V^{1/4}
\]

Equation 67.8 will have then the following form

\[
\frac{d^2\sigma}{d\zeta^2} + \left[ \frac{1}{4V} \frac{d^2V}{d\zeta^2} + \frac{3}{16} \left( \frac{1}{V} \frac{dV}{d\zeta} \right)^2 \right] \sigma = \frac{A_s}{V^{5/4}}
\]

In most practical cases, however, this equation cannot be integrated in terms of tabulated functions as well as equation 67.8. Therefore, only the case of optimum focusing will be treated in detail.

Let us consider now the periodic electrostatic focusing of a sheet-electron beam in paraxial approximation. Let us suppose that the sheet beam accelerated to potential \( U_0 \) arrives into the focusing system parallel to the \( z \) axis so that initial conditions 67.9 are valid. The electrostatic field with period \( p \) is produced by a series of electrodes held at periodically varying potentials \( U_F \) and \( U_f \) (see figure V.8). Similarly to the axially symmetric case, the potential distribution along the axis is approximated by expression

\[
\Phi(z) = U_0 + U_1 \left( 1 - \cos \frac{2\pi}{p} z \right)
\]

where \( U_1 \) is the half-amplitude of the variable component of the axial potential which depends on the potentials \( U_F \) and \( U_f \) and also on period \( p \) and on the geometrical dimensions of the electrodes.

Let us determine the electrode shapes corresponding to potential distribution 67.12. We shall use expression

\[
\varphi(y, z) = \frac{1}{2} \left[ \Phi(z + iy) + \Phi(z - iy) \right]
\]
(\cite{87}, formula 1.10) determining the value of the potential at an arbitrary point if the potential distribution is known along the axis. Substituting 67.12 into 67.13 we obtain

\[
\varphi(y, z) = \frac{1}{2} \left[ 2U_0 + U_1 \left[ 2 - \cos \frac{2\pi}{p} (z + iy) - \cos \frac{2\pi}{p} (z - iy) \right] \right] = U_0 + U_1 \left[ 1 - \cos \frac{2\pi}{p} z \cosh \frac{2\pi}{p} y \right]
\]

67.14

Hence we obtain the equation of the equipotential curve \( \varphi(y, z) = U_0 \) as follows

\[
\cos \frac{2\pi}{p} z = \frac{1}{\cosh \frac{2\pi}{p} y}
\]

67.15

The equipotential curve \( \varphi(y, z) = U_0 + 2U_1 \) is determined by the following equation

\[
\cos \frac{2\pi}{p} z = -\frac{1}{\cosh \frac{2\pi}{p} y}
\]

67.16

Let us now express the electrode potentials \( U_F \) and \( U_f \) by \( U_0, U_1, p \) and \( T \) (\( T \) is the aperture of the electrode slit). We shall substitute firstly

\[
\varphi = U_F, \quad y = \frac{T}{2} \quad \text{and} \quad z = \frac{2k}{2}
\]

into 67.14, then

\[
\varphi = U_f, \quad y = \frac{T}{2} \quad \text{and} \quad z = \frac{(2k + 1)}{2} \quad (k = 0, 1, 2 \ldots).
\]

We obtain

\[
U_F = U_0 + U_1 \left( 1 - \cosh \frac{\pi T}{p} \right)
\]

67.17

and

\[
U_f = U_0 + U_1 \left( 1 + \cosh \frac{\pi T}{p} \right)
\]

67.18

Substituting now 67.17 and 67.18, respectively, into equation 67.14, we obtain the electrode shapes \cite{104}. The equation of the equipotential \( U_F \) will have the following form

\[
\cos \frac{2\pi}{p} z = \frac{\cosh \frac{\pi T}{p}}{\cosh \frac{2\pi}{p} y}
\]

67.19
Similarly, the equation of the electrode held at potential \( U_f \) is as follows

\[
\cos \frac{2\pi}{z} = -\frac{1}{p} \cosh \frac{\pi T}{p}
\]

67.20

The electrode shapes and the equipotential curves \( U_0 \) and \( (U_0 + 2U_f) \) have been plotted in figure V.28 for the case of \( T = 0.5p \). Naturally, more simple electrode shapes are used in practice. The potential distribution of real electrode systems can be determined by conformal mapping or by analog methods.

If the focusing system consists of plane slit diaphragms, the potential at the centre of the slit \( \Phi_c \) can be calculated from the following expression [54]

\[
\Phi_c = \Phi_0 + \frac{T}{4} \left( E_1 - E_2 \right)
\]

67.21

where \( \Phi_0 \) is the potential of the diaphragm, \( T \) is the width of the slit and there are uniform electric fields of strengths \( E_1 \) and \( E_2 \) on the left and right sides of the diaphragm, respectively. If \( p \gg T \), we can assume that only the electrode in consideration has a slit, while the adjacent electrodes are plane surfaces without slits. Then we have

\[
U_0 = U_F + \frac{T}{p} \left( U_f - U_F \right)
\]

67.22
and

\[ U_0 + 2U_1 = U_f + \frac{T}{P} (U_F - U_f) \]  

Thus, we obtain the following system of equations for the determination of \( U_F \) and \( U_f \)

\[
\begin{align*}
U_F \left(1 - \frac{T}{P}\right) + U_f \frac{T}{P} &= U_0 \\
U_F \frac{T}{P} + U_f \left(1 - \frac{T}{P}\right) &= U_0 + 2U_1
\end{align*}
\]

The solution of this system is

\[
U_F = U_0 - U_1 \frac{2T}{1 - 2 \frac{T}{P}}
\]

and

\[
U_f = U_0 + 2U_1 \frac{1 - T}{1 - 2 \frac{T}{P}}
\]

The potentials of the slit diaphragms are determined by these formulae if \( U_0 \) and \( U_1 \) are given and the axial potential distribution is approximated by 67.12. These formulae are valid if \( T/P < 1/2 \) and the lesser is the value of \( T/P \), the lesser is the deviation between these formulae and 67.17 and 67.18.

Let us consider now the case of optimum focusing, that is minimum beam rippling. We shall try to find the solution of equation 67.8 in the form of

\[
\eta(\zeta) = 1 + \eta_1(\zeta) + \eta_2(\zeta)
\]

where \( \eta_1 \) is a quantity of first order of smallness, \( \eta_2 \) is a quantity of second order of smallness. The initial conditions require that

\[
\eta_1(0) = \eta_2(0) = \eta_1'(0) = \eta_2'(0) = 0
\]

where the primes represent differentiation with respect to \( \zeta \).

The axial potential distribution is determined by 67.7 and 67.12 as follows

\[
V(\zeta) = 1 + \Omega(1 - \cos \zeta)
\]

Here \( \Omega = U_1/U_0 \) is a quantity of first order of smallness.

It is to be mentioned that the paraxial approximation is valid only if \( \gamma_0/P \ll 1 \). On the other hand, the smallness of the parameter \( A_2 \) requires
that the perveance $P_0$ or the ratio of $p/y_0$ should be as small as possible. These two requirements are contradictory. As a consequence of this fact, this method of analysis is valid only at not too large values of the perveance.

Substituting 67.27 and 67.29 into 67.8, we obtain the following equation after linearisation

$$2[1 + \Omega(1 - \cos \zeta)](\eta''_1 + \eta''_2) + \Omega \sin \zeta(\eta'_1 + \eta'_2) +$$

$$+ \Omega \cos \zeta(1 + \eta_1 + \eta_2) - 2A_s \left[1 - \frac{\Omega}{2}(1 - \cos \zeta)\right] = 0 \quad 67.30$$

Let us separate the terms of first order of smallness and the terms of second order of smallness from each other and neglect the terms of higher order of smallness. We obtain the following equation (see 60.56)

$$\{2\eta''_1 + \Omega \cos \zeta\} + \{2\eta''_2 \Omega(1 - \cos \zeta) + 2\eta''_2 +$$

$$+ \Omega \eta'_2 \sin \zeta + \Omega \eta_2 \cos \zeta - 2A_s\} = 0 \quad 67.31$$

As a first-order approximation, we shall consider only terms of first order of smallness, i.e. we shall have to solve equation

$$\eta''_1 = -\frac{\Omega}{2} \cos \zeta \quad 67.32$$

instead of equation 67.31 with initial conditions 67.28. The result is

$$\eta_1(\zeta) = -\frac{\Omega}{2} (1 - \cos \zeta) \quad 67.33$$

Substituting it again into 67.31 we obtain

$$\eta''_2 - \frac{\Omega^2}{2} \cos \zeta (1 - \cos \zeta) - \frac{\Omega^2}{4} \sin^2 \zeta -$$

$$- \frac{\Omega^2}{4} \cos \zeta (1 - \cos \zeta) - A_s = \eta''_2 + \left(\frac{\Omega^2}{4} - A_s\right) -$$

$$- \frac{3}{4} \Omega^2 \cos \zeta + \frac{\Omega^2}{2} \cos 2\zeta = 0 \quad 67.34$$

Integrating this equation twofold and taking the initial conditions into account, we obtain

$$\eta_2(\zeta) = \frac{5}{8} \Omega^2 - \frac{3}{4} \Omega^2 \cos \zeta + \frac{\Omega^2}{8} \cos 2\zeta + \left(A_s - \frac{\Omega^2}{4}\right) \frac{\zeta^2}{2} \quad 67.35$$

In case of optimum focusing the boundary electron trajectory should not deviate considerably from the equilibrium state $\eta = 1$. Therefore, expression 67.35 should not contain terms with positive powers of $\zeta$. It follows from this fact that

$$\Omega_{\text{opt}} = \pm 2\sqrt{A_s} \quad 67.36$$
This expression determines the values of $\Omega$ at which a minimum beam rippling occurs at given value of the space-charge parameter $A_s$. Expression 67.36 determines the electrode potentials required for optimum focusing. These values of $U_F$ and $U_f$ can be calculated from 67.17 and 67.18 or 67.25 and 67.26 after the determination of the value of $\Omega_{opt}$ from 67.36. The sign is defined by the sign of $U_1$. It follows from 67.6 and 67.36 that the value of the perveance corresponding to an optimum value of $\Omega$ is equal to

$$P_0 = 2.08 \times 10^{-4} \Omega^2 \frac{W y_0}{p^2} \quad [A/V^{3/2}] \quad 67.37$$

As it can be seen from this formula, the maximum value of the perveance is much greater than in the axially symmetric case. Actually, in case of $\Omega = 0.5$ and $y_0/p = 0.25$ we have

$$P_0 = 1.3 \times 10^{-5} \frac{W}{p} \quad [A/V^{3/2}]$$

As the value of $W$ may be a large multiple of $p$, the value of the perveance may be very large.

It can be seen also from expression 67.37 that at the increase of the values of $P_0$ or $p^2/W y_0$ the value of the focusing potential $U_1$ must be increased, similarly as in the axially symmetric case.

The beam configuration can be obtained from 67.27, 67.33, 67.35 and 67.36 as follows

$$\eta(\xi) = \frac{y}{y_0} = 1 - \frac{\Omega_{opt}}{2} (1 - \cos \xi) +$$

$$+ \Omega_{opt}^2 \left( \frac{5}{8} - \frac{3}{4} \cos \xi + \frac{1}{8} \cos^2 \xi \right) \quad 67.38$$

It is to be emphasised once again that 67.38 is valid only if condition 67.36 is satisfied. If it is not so, equation 67.8 with potential distribution 67.29 is to be solved. Then we have the following equation

$$\frac{d^2 \eta}{d\xi^2} + \frac{\Omega \sin \xi}{2[1 + \Omega(1 - \cos \xi)]} \frac{d\eta}{d\xi} +$$

$$+ \frac{\Omega \cos \xi}{2[1 + \Omega(1 - \cos \xi)]} \eta - \frac{A_s}{[1 + \Omega(1 - \cos \xi)]^{3/2}} = 0 \quad 67.39$$

It follows from 67.38 that the beam configuration in first-order approximation is given by

$$\frac{y}{y_0} = 1 - \frac{\Omega_{opt}}{2} \left( 1 - \cos \frac{2\pi}{p} \right) \quad 67.40$$

Thus, in case of the strict fulfilment of the initial conditions and condition 67.36 the period of the beam rippling is equal to that of the focusing system
in first-order approximation. As in the axially symmetric case, if $\Omega_{\text{opt}} > 0$ the beam diameter is always smaller than the initial diameter; if $\Omega_{\text{opt}} < 0$ it is always greater than the initial diameter. Obviously, the greater is the value of the parameter $A_s$ (and, consequently, the value of $\Omega_{\text{opt}}$) the greater is the amplitude of the beam rippling. At a given value of $A_s$ the rippling is stronger if $\Omega_{\text{opt}} < 0$.

The beam configurations calculated from 67.38 for the case of $A_s = 10^{-2}$ and the corresponding values of $\Omega_{\text{opt}} = \pm 0.20$ are given in figure V.29. Let us compare now the axially symmetric and the plane-symmetric cases [104]. We shall introduce the initial cross section $S_0$ of the beam. Its value is equal to $\pi r_0^2$ in the axially symmetric case and to $2W_0y_0$ in the plane-symmetric case. Let us consider an axially symmetric and a plane-symmetric electron beam with equal values of $P_0$ and $S_0$ and assume that the periods of both focusing systems are equal to $p$. We obtain from 60.10 that

$$A = \frac{1}{16\sqrt{2} \pi^2 \varepsilon_0 V \eta} \frac{p^2 P_0}{S_0}$$  \hspace{1cm} 67.41

and from 67.6 that

$$A_s = \frac{1}{8\sqrt{2} \pi^2 \varepsilon_0 V \eta} \frac{p^2 P_0}{S_0}$$  \hspace{1cm} 67.42

Comparing 67.41 and 67.42 we obtain the relation between the two space-charge parameters

$$\frac{A_s}{A} = 2$$  \hspace{1cm} 67.43
Let us denote the optimum value of the focusing parameter with $\Omega$ in axially symmetric case and with $\Omega_s$ in the plane-symmetric case. Similarly, the amplitude of the beam rippling calculated in the first-order approximation will be denoted by $\delta$ in the axially symmetric case and with $\delta_s$ in the plane-symmetric case. Using 67.43, we then obtain from 60.61 and 67.36 that:

$$\frac{\Omega_s}{\Omega} = \frac{2}{3} \sqrt{\frac{A_s}{A}} = 2 \sqrt{\frac{3}{16}} = \frac{\sqrt{3}}{2} = 0.866 \quad \text{67.44}$$

It follows from 60.65, 67.40 and 67.44 that

$$\frac{\delta_s}{\delta} = \frac{2 \frac{\Omega_s}{\Omega}}{\Omega} = 2 \frac{\Omega_s}{\Omega} = \sqrt{3} = 1.732 \quad \text{67.45}$$

As one can see from expressions 67.43, 67.44 and 67.45, in case of identical parameters the value of the space-charge parameter is doubled in the plane-symmetric case in comparison with the axially symmetric case. Somewhat less focusing field is required for the plane-symmetric case but the beam rippling is stronger.

If the value of $\Omega$ is slightly different from the optimum value $\Omega_{\text{opt}}$ determined by 67.36, the beam rippling treated above will be superposed on an additional fluctuation with greater wavelength (see § 61). The wavelength $\lambda$ of this greater fluctuation is equal to the wavelength

$$\lambda_p = \frac{2\pi v_0}{\omega_p} \quad \text{67.46}$$

calculated from the plasma frequency [120]. According to 67.3, 67.5 and 67.46, this wavelength is equal to

$$\lambda_p = \frac{P_\omega}{\omega_p} = \frac{P}{\sqrt{A_s}} \quad \text{67.47}$$

According to [120], the amplitude $\Delta\eta$ of this fluctuation is determined by expression

$$\Delta\eta = 1 - \frac{P_{\text{real}}}{P_0} \quad \text{67.48}$$

where $P_{\text{real}}$ is the real value of the perveance at the plane $z = 0$, $P_0$ is the theoretical value of the perveance connected with the value of $\Omega_{\text{opt}}$ by expressions 67.6 and 67.36. On the basis of the same expressions one can express the dependence of $P_{\text{real}}$ on $\Omega$ which leads to the following formula

$$\Delta\eta = 1 - \left(\frac{\Omega}{\Omega_{\text{opt}}}\right)^2 \quad \text{67.49}$$
It is to be mentioned that expression 67.48 is valid only if

\[ P_{\text{real}} > \frac{P_0}{2} \]

If the value of the focusing parameter is just equal to \( \Omega_{\text{opt}} \) but the beam enters the focusing system with a certain initial slope \( \eta_0' \neq 0 \), the additional fluctuation with wavelength \( \lambda_p \) will appear again. If the smaller rippling with period \( p \) is neglected, the following approximate formula will determine the edge-electron trajectory

\[ \eta = 1 + \Delta \eta \sin \frac{2\pi}{\lambda_p} z \]

67.50

It follows from this expression that

\[ \Delta \eta = \frac{\eta_0' \lambda_p}{P} \]

67.51

According to 61.10 the beam stiffness \( K \) can be expressed by

\[ K = \frac{\eta_0'}{\Delta \eta} \]

67.52

The lesser is the amplitude of the fluctuation caused by a given \( \eta_0' \) variation of the initial slope of the beam, the greater is the value of the stiffness. It follows from 67.47, 67.51 and 67.52 that in this case

\[ K = \frac{P}{\lambda_p} = \sqrt{A_s} \]

67.53

68. FOCUSING OF THICK SHEET BEAMS

If the period of the focusing system is comparable with the beam thickness, the paraxial approximation is not valid. We shall use the method given in § 62 for the case of sheet-electron beams [107].

The potential distribution produced by the periodic focusing system can be approximated by the first two terms of a Fourier series

\[ U(y, z) = U_0 + U_1(y) \cos \frac{2\pi}{P} z \]

68.1

The analysis of plane-symmetric focusing systems with potential distribution given in the form of a general Fourier series has been carried out as well [148].

Using expression 67.13, we obtain from 68.1 that

\[ U(y, z) = \frac{1}{2} \left\{ 2U_0 + U_1(0) \left[ \cos \frac{2\pi}{P} (z + iy) + \right] \right\} \]

...
whence

\[ U_1(y) = U_1(0) \cosh \frac{2\pi}{p} y \]

is the amplitude of the variable component of the potential depending on the geometrical dimensions of the focusing system and on the electrode voltages. \( U_0 \) is the uniform component of the potential, \( p \) is the period of the focusing system. We assume that

\[ \frac{U_1(0)}{U_0} \ll 1 \]

In the followings the notation

\[ U_1(0) = U_1 \]

will be used.

We shall try to find the boundary electron trajectory in the form of

\[ y(z) = y_0 + y_1(z) \]

If the focusing is successful, \( y_1(z) \) is a periodic function and its amplitude is much smaller than \( y_0 \).

Expanding \( U_1(y) \) in Taylor series at \( y = y_0 \), neglecting the terms with higher than second powers of \( y_1 \) and taking the axial variation of the electron velocity into account, we can write the equation of the boundary electron trajectories. The average force caused by space-charge is given by the following expression

\[ F_e = \frac{eI}{2\varepsilon_0 Wv_z} \]

Here \( W \) is the beam width. This expression is based on 51.3 and 51.12. The equation of boundary electron trajectories will have the following form

\[ \frac{d^2y_1}{dz^2} + \frac{1}{v_z} \frac{dv_z}{dz} \frac{dy_1}{dz} - \frac{\eta}{v_z^2} U_1 \left[ \left( \frac{2\pi}{p} \right)^2 y_1 \cosh \frac{2\pi}{p} y + \left( \frac{2\pi}{p} \right)^3 \frac{y_1^2}{p} \sinh \frac{2\pi}{p} y \right] \cos \frac{2\pi}{p} z = \]

\[ = -\frac{\eta}{v_z^2} U_1 \frac{2\pi}{p} \sinh \frac{2\pi}{p} y_0 \cos \frac{2\pi}{p} z + \frac{\eta I}{2\varepsilon_0 Wv_z^2(2\eta U_0)^{1/2}} \]

The approximate solution of equation 68.7 will be carried out similarly to that in axially symmetric case (see § 62). We obtain the following approxi-
mate expression for the boundary electron trajectory

$$y(z) = y_0 - \frac{p}{2\eta} \frac{U_1}{2U_0} \sinh \frac{2\pi}{p} y_0 \cos \frac{2\pi}{p} z$$  \hspace{1cm} 68.8

Let us now substitute $68.8$ into the equation of electron trajectories and equate its constant terms. We obtain then the relation determining the value of the focusing potential $U_f$

$$\left( \frac{U_1}{U_0} \right)^2 = \frac{pI}{\pi \varepsilon_0 W(2\eta)^{1/2} U_0^{3/2}} \frac{1}{\sinh \frac{4\pi}{p} y_0} \hspace{1cm} 68.9$$

Let us consider the periodic focusing system consisting of a series of electrodes held at alternating potentials $(U_0 + U_f)$ and $(U_0 - U_f)$ as an example (figure V.30). The electrodes are shown in the figure schematically. Potential distribution 68.1 strictly corresponds to the electrode system given in figure V.28. In this case we have

$$U_1 = \frac{U_f}{\cosh \frac{\pi T}{p}} \hspace{1cm} 68.10$$
where \( T \) is the aperture of the electrode slits. Substituting 68.10 into expressions 68.8 and 68.9, we obtain the boundary electron trajectory and the required value of the focusing potential for this case

\[
y(z) = y_0 - \frac{p}{4\pi} \frac{U_f}{U_0} \frac{\sinh \frac{2\pi}{p} y_o}{\cosh \frac{\pi T}{p}} \cos \frac{2\pi}{p} z
\]

and

\[
\left( \frac{U_f}{U_0} \right)^2 = \frac{p I}{\pi \epsilon_0 (2\eta)^{1/2} W U_0^{3/2}} \frac{\cosh^2 \frac{\pi T}{p}}{\sinh \frac{4\pi}{p} y_0}
\]

If the ratio of \( U_f/U_0 \) is given, the value of the perveance corresponding to the optimum focusing follows from 68.11

\[
P = \frac{I}{U_0^{3/2}} = \pi \epsilon_0 (2\eta)^{1/2} W \left( \frac{U_f}{U_0} \right)^2 \frac{\sinh \frac{4\pi}{p} y_0}{\cosh^2 \frac{\pi T}{p}}
\]

Let us examine the dependence of the perveance on the value of \( y_0/p \) at a fixed value of \( W/y_0 \) [107]. We shall introduce the following notation

\[
\frac{2y_0}{T} = \gamma < 1
\]

and

\[
\frac{2\pi y_0}{p} = \xi
\]

Substituting the values of the physical constants, we can rewrite expression 68.13 in the following way

\[
P = 2.63 \times 10^{-6} \left( \frac{U_f}{U_0} \right)^2 \frac{W}{y_0} f(\xi, \gamma) \quad [\text{A/V}^{3/2}]
\]

where

\[
f(\xi, \gamma) = \frac{\xi}{\gamma} \frac{\sinh 2 \xi}{\cosh^2 \frac{\xi}{\gamma}}
\]

Function \( f(\xi, \gamma) \) has the following asymptotes:

- (a) \( \xi \ll 1 \) (paraxial case)
  \[f(\xi, \gamma) \approx 2 \xi^2 \]

if the value of \( \gamma \) is not too small.
(b) In case of $\xi \gg 1$ we have

$$f(\xi, \gamma) \approx 2\xi \exp \left[ -2\xi \frac{1 - \gamma}{\gamma} \right]$$

Thus, the value of the perveance first increases but then abruptly decreases with the increase of $\xi$. The perveance has its maximum value at a certain value of $\xi_{\text{opt}}$. It follows from expression 68.17 that the value of $\xi_{\text{opt}}$ is determined by the following transcendental equation

$$\left( \frac{1}{\gamma} \tanh \frac{\xi_{\text{opt}}}{\gamma} \right) \tanh 2\xi_{\text{opt}} = 1$$

Function $f(\xi)$ has been plotted in figure V.31 for three different values of $\gamma$. The value of $f(\xi)$ strongly increases with the increase of the value of $\gamma$; consequently, the perveance increases as well. At the same time, the position of the maximum of this function is displaced towards greater values of $\xi$. At practical values of the parameter $\gamma$ ($\gamma \approx 1$) the maximum value of the perveance gets out of the paraxial region. Thus, the method of analysis given in this section is suitable for electron beams of higher intensity than the paraxial approximation.

In paraxial approximation we have $\xi \ll 1$ and $U_1(\gamma) = U_1$. In this case expression 68.9 determining the value of the required focusing potential can be written as follows

$$\left( \frac{U_1}{U_0} \right)^2 = \frac{\gamma^2 I p^2}{8\pi^2 \varepsilon_0 \gamma W y_0 U_0^3 / 2}$$
If this requirement is fulfilled, the boundary electron trajectory can be expressed, according to 68.8, in the following way

$$\frac{y}{y_0} = 1 - \frac{U_1}{2U_0} \cos \frac{2\pi}{p} z$$  \hspace{1cm} 68.22

Using 67.6 we can prove that 68.21 coincides with 67.36.

The repulsion force acting on the electrons should diminish towards the axis according to the same law as the focusing force diminishes. It is necessary for this that condition 68.9 should be fulfilled not only at the boundary of the beam but at any value of $y < y_0$. Thus, the following condition must be fulfilled [104]

$$I(y) = \int_S j(y) dS = \int_{-W/2}^{W/2} \int_{-y}^{y} j(y) dy dx = 2W \int_0^y j(y) dy =$$

$$= \frac{\pi \varepsilon_0 W (2\eta)^{1/2} U_0^{3/2}}{p} \left( \frac{U_1}{U_0} \right)^2 \sinh \frac{4\pi}{p} y$$  \hspace{1cm} 68.23

Here $I(y)$ is the current inside the beam portion with thickness $2y$. As the current density is a function of $y$ now, expression 68.6 derived on the basis of the approximation $j = \text{constant}$ is to be replaced, similarly to the axially symmetric case treated in § 62, by the following expression of the space-charge force

$$F_e = \frac{e}{\varepsilon_0 \nu_2} \int_0^y j(y) dy$$  \hspace{1cm} 68.24

Comparing 68.6 and 68.24 we obtain formally

$$\frac{I(y)}{2W} = \int_0^y j(y) dy$$

Let us express now the current-density distribution required for the optimum focusing from 68.23

$$j(y) = \frac{1}{2W} \frac{dI}{dy} = \frac{2\pi^2 \varepsilon_0 (2\eta)^{1/2} U_0^{3/2}}{p^2} \left( \frac{U_1}{U_0} \right)^2 \cosh \frac{4\pi}{p} y$$  \hspace{1cm} 68.25

Substituting 68.10 into expression 68.25, we obtain the formula of the current density for our example

$$j(y) = \frac{2\pi^2 \varepsilon_0 (2\eta)^{1/2} U_0^{3/2}}{p^2} \left( \frac{U_1}{U_0} \right)^2 \frac{\cosh \frac{4\pi}{p}}{p} y$$  \hspace{1cm} \frac{\cosh^2 \frac{\pi T}{p}}{p} \hspace{1cm} 68.26
It is to be mentioned that the production of the current-density distribution determined by 68.25 is a very difficult problem. Obviously, in paraxial approximation the current density may be assumed constant across the whole beam.

The paraxial treatment of the periodic electrostatic focusing of sheet-electron beams has been given by [1, 120].
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The optimum value of the focusing parameter and the approximate electron trajectories in some special focusing systems have been determined by W. E. Waters [119]. He has analysed in detail the system shown schematically in figure V.32. This system is advantageous from the point of view of the microwave-tube applications [120]. This plane-symmetric focusing system consists of a parallel pair of tape ladder lines and two parallel plates. The ladder lines are held at an equal potential \( U_1 \) while the potential of the plates being \( U_2 \) which is a smaller potential than \( U_1 \).

A travelling-wave tube based on an electrostatically focused sheet electron beam has been proposed by [2]. The focusing system consists of plane electrodes with periodically varying potentials. This system corresponds to that consisting of a sequence of equal cylinders in axially symmetric case.

New developments in this field have been reported by [110, 133, 141, 146, 150].

We should like to mention that any analysis of sheet-electron beams is approximately valid for hollow beams as well, if the beam thickness and the period of the focusing system are small enough in comparison with the diameter of the beam. In this case, rotating the longitudinal section of the plane system around an axis we obtain a hollow system. The smaller the diameter of the beam and the larger the beam thickness and the period of the focusing system, the greater is the difference between the two systems. Such a calculation of the periodic focusing of hollow electron beams can be made more accurate by various perturbation methods. The focusing system consisting of an inner continuous conductor and an outer periodic system and not having any symmetry planes as well as the plane-symmetric focus-
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The focusing system corresponding to the biperiodic system shown in figure V.22 have been analysed by [62]. The results obtained for these plane systems have been extended to hollow beams as well.

(Ε) FOCUSING OF CURVILINEAR SHEET-ELECTRON BEAMS USING ELECTROSTATIC FIELDS

Focusing systems in which the motion of the electron beam is not symmetrical with respect to a rectilinear axis but has in itself a curvilinear axis, are widely used in electron optics [42, 97, 102]. In this part of the book these will be treated in such a way, that by maintaining long high-intensity sheet-electron beams the axis of the beam becomes curvilinear. This axis may be a plane curve or a curve in space, depending on the concrete system. The common feature of these systems is that their focusing forces are balanced by space-charge and centrifugal forces. Thus, space-charge plays only an additional role beside the centrifugal force. This leads to a very good stability against space-charge perturbations; therefore, the maintenance of high-perveance electron beams becomes possible.

A more general treatment of curvilinear electron beams can be found in [67, 81, 98, 118]. We shall give only the description of some special methods.

69. THE CENTRIFUGAL ELECTROSTATIC FOCUSING

The main point of the centrifugal electrostatic focusing is that the electrons of the beam are forced to move along helical trajectories by electrostatic forces [32]. Thus, the axial trajectory of the beam is a curve in space (figure V.33).

The electron gun is to be placed so that the electrons leaving the gun should gain momentum of rotation. Thus, the electrons will have axial and azimuthal components of their initial velocity

\[ \dot{r}_0 = 0, \quad \dot{z}_0 \neq 0 \quad \text{and} \quad r_0 \ddot{z}_0 \neq 0 \]

The electrons come to the electric field of a cylindrical condenser from the electron gun. The internal cylinder of the condenser has a radius \( R_1 \) and is held at potential \( U_1 \). The coaxial external cylinder with radius \( R_2 \) is held at potential \( U_2 \). Potential \( U_1 \) is greater than potential \( U_2 \). The electrons will move in this system along stable helical trajectories if the following condition is fulfilled: the centrifugal force produced by the rotation of the electrons must be equal and oppositely directed to the electric force acting on the electrons by the cylindrical condenser. In first-order approximation
space-charge forces may be neglected because they play only an additional role, in spite of the fact that definitely high-pervenance electron beams are concerned.

This condition can be written as follows

\[ m r_0 \dot{z}_0^2 = - (-eE_{r_0}) = -e \frac{dU}{dr} \biggr|_{r=r_0} \]

where \( r_0 \) is the radius of the equilibrium trajectory, \( \dot{z}_0 \) is the angular velocity which is constant on the equilibrium trajectory, \( E_{r_0} \) is the value of the radial electric field strength of the cylindrical condenser along the equilibrium trajectory. The potential distribution of the cylindrical condenser is determined by expression 49.37 whence we have

\[ \frac{dU}{dr} = \frac{U_2 - U_1}{r} \log \frac{R_2}{R_1} \]

\( dU/dr < 0 \) as \( R_2 > R_1 \) and \( U_1 > U_2 \). Thus, there are positive quantities in both sides of equation 69.1. We obtain from 69.1 and 69.2 that

\[ m r_0 \dot{z}_0^2 = \frac{e}{r_0} \frac{U_1 - U_2}{\log \frac{R_2}{R_1}} \]

The radius of the stable trajectory is determined by this equation as a function of the value of \( \dot{z}_0 \) given by the initial conditions. As there is no force in axial direction, the axial component of the electron velocity remains constant

\[ \dot{z} = \dot{z}_0 \]

Thus, the electron moves along a helical trajectory with radius \( r_0 \).

We shall prove now that this is a stable trajectory. Because of the existence of equation 69.4 it is sufficient to examine the projection of the trajectory to the plane normal to the \( z \) axis. As is well known, the value of the angular momentum \( p_z \) is constant in a central field

\[ p_z = r^2 \dot{z} = r_0^2 \dot{z}_0 = \text{constant} \]

Using 69.2 and 69.5 we can write the equation of motion 18.1 as follows

\[ \ddot{r} - r \dot{z}^2 = \ddot{r} - \frac{p_z^2}{r^3} = \eta \frac{U_2 - U_1}{r} \log \frac{R_2}{R_1} \]

Let us denote

\[ B = \eta \frac{U_2 - U_1}{\log \frac{R_2}{R_1}} \]
Equation 69.6 can be written then in the following simple form

\[ \ddot{r} - \frac{p_z^2}{r^3} = \frac{B}{r} \]

Let us suppose that the electron has left the equilibrium trajectory with radius \( r_0 \) for any reason. The radius \( r \) corresponding to the situation of the electron in the given moment can be written as follows

\[ r = r_0 + \Delta r = r_0 \left(1 + \frac{\Delta r}{r_0}\right) \]

If the equilibrium trajectory is actually stable, we must have \( \Delta r \leq r_0 \). Then we may assume that

\[ \frac{1}{r} \approx \frac{1}{r_0} \left(1 - \frac{\Delta r}{r_0}\right) \]

and

\[ \frac{1}{r^3} \approx \frac{1}{r_0^3} \left(1 - 3 \frac{\Delta r}{r_0}\right) \]

Using 69.9, 69.10 and 69.11 we can rewrite equation 69.8 as follows

\[ \frac{d^2(\Delta r)}{dt^2} - \frac{p_z^2}{r_0^3} \left(1 - 3 \frac{\Delta r}{r_0}\right) - \frac{B}{r_0} \left(1 - \frac{\Delta r}{r_0}\right) = 0 \]

Equation 69.3 is valid for the equilibrium trajectory. This equation can be written with the new notation in the following way

\[ \frac{p_z^2}{r_0^3} = -\frac{B}{r_0} \]

Taking this equation into account, equation 69.12 becomes much simpler

\[ \frac{d^2(\Delta r)}{dt^2} + 2 \frac{p_z^2}{r_0^4} \Delta r = 0 \]

We obtain from 69.5 that

\[ \frac{p_z^2}{r_0^4} = \dot{z}_0^2 \]

Equation 69.14 has the following solution

\[ \Delta r = \text{constant} \times \sin \left(\sqrt{2}z_0(t - t_0)\right) \]

Thus, the deviation \( \Delta r \) from the equilibrium trajectory is described by a periodic function. It means that the equilibrium trajectory is really stable.
The electron which has left this trajectory will return to the equilibrium trajectory after passing through an angle of

$$\alpha - \alpha_0 = \frac{n\pi}{\sqrt{2}} = 127^\circ 17'$$

(Focusing by Hughes and Rojansky.)

The stability of the equilibrium trajectory can be clearly illustrated by means of equation 69.13. If the radius of the electron trajectory increases, the value of the left-hand side of this equation decreases, i.e. the electric force acting on the electron towards the axis will be prevalent and the electron will return to the equilibrium trajectory. If the radius decreases, the centrifugal force will be prevalent and the electron will return again to the equilibrium trajectory.

As all the electrons move along helical trajectories, in practice this results in a continuous hollow beam being formed in the cylindrical condenser, which moves in the direction of the \(z\) axis. (In figure V.33 a curvilinear sheet beam is shown for the sake of illustration.) The centrifugal electrostatic focusing is used therefore for the maintenance of hollow electron beams and is treated in this part of the book only for homogeneity of the treatment.

A rigorous analysis of the centrifugal electrostatic focusing should take into consideration also the force 49.29 produced by space-charge of the hollow electron beam. This force appears in the right-hand side of equation 69.3. The parameters of the focusing must be chosen so that the radius of the equilibrium trajectory \(r_0\) should coincide with the equilibrium radius \(r_e\) of the electron beam (see 49.28). If \(r > r_e\) the electrons are forced by space-charge to move outwards from the axis; if \(r < r_e\) the space-charge force acts on the electrons in the direction towards the axis. As we have seen above, the focusing is stable and the electrons cannot move away far from the equilibrium trajectory. But the proof of stability has been carried out only for the case without space-charge. It is obvious, however, that space-charge cannot change to any great extent the stability of the system where there are small values for the beam perveance. The greater the potential difference \((U_1 - U_2)\) between the electrodes of the cylindrical condenser and the smaller the value of the ratio \(R_2/R_1\), then the more negligible is the role of space-charge.

Thus, if the perveance of the beam is increased, the value of the potential difference \((U_1 - U_2)\) should also increase. The increase of the potential difference is limited by practical considerations—stable power source, discharge, etc. A serious result cannot be achieved by the reduction of the ratio of \(R_2/R_1\). Thus, the stability of the system will become worse with the increase of the perveance; further, the focusing becomes unstable and at a certain value of the perveance even the condition of equilibrium trajectory cannot be fulfilled. This is the limit of the possible value of the perveance.
The maximum value of the current which can be transmitted by the system is determined on the basis of the following expression [32]

\[ \frac{dE_r}{dr} + \frac{3}{r} E_r > 0 \]  

In this expression \( E_r \) is the total radial electric field containing the electric fields of both space-charge and the cylindrical condenser.

The analysis has shown that the maintenance of beams of considerable currents is possible by this method.

The value of the maximum beam current is given by

\[ I_{\text{max}} = \frac{33 \times 10^{-6} (U_1 - U_2) \sqrt{U_z}}{\log \left( \frac{b}{R_1} - 1 \right) - \frac{a^2}{2} \log \left( \frac{b}{a} \right) + \frac{b^2}{b^2 - a^2} \log \left( \frac{R_3}{R_1} \right)} \text{[A]} \]  

where \( U_z \) is the potential determining the axial component of the electron velocity

\[ \dot{z}_0^2 = 2 \eta U_z \]

\( b \) and \( a \) are the outer and inner radii of the beam, respectively. If the beam thickness

\[ 2\delta r = b - a \]

is small in comparison with the radius \( r_0 \) of the stable trajectory, expression 69.19 may be written [48] in the form of

\[ \frac{I_{\text{max}}}{U_3^{3/2}} = 265 \times 10^{-6} \frac{\delta r \cot^2 \beta}{r_0} \text{[A/V}^{3/2}] \]

where

\[ \tan \beta = \frac{\dot{z}_0}{r_0 \dot{x}_0} \]

(\( \beta \) is the angle of departure of the electrons). It follows from expressions 69.21 and 69.22 that

\[ P_{\text{max}} = \left( \frac{I}{U_3^{3/2}} \right)_{\text{max}} = 265 \times 10^{-6} \frac{\delta r \sin \beta \cos^2 \beta}{r_0} \]

where \( U \) is the potential of the beam connected with the resultant velocity of the electrons by expression

\[ v^2 = 2 \eta U \]

As the function

\[ f(\beta) = \sin \beta \cos^2 \beta \]

has a maximum value at \( \beta_m = 0.615 \) and this maximum value is equal to

\[ f_{\text{max}}(\beta_m) = 0.385 \]
the maximum possible value of the perveance is determined by the following expression

\[ (P_{\text{max}})_{\text{max}} = 102 \times 10^{-6} \frac{\delta r}{r_0} \quad [\text{A/V}^{3/2}] \]

Obviously, this value may be achieved only in a special case because the value of the angle \( \beta \) at given potentials and geometrical dimensions is determined by expressions 69.3 and 69.22 and therefore cannot be chosen arbitrarily.

It is to be mentioned that the condition of equilibrium 69.3 may be fulfilled rigorously only at a given radius, namely for electrons moving along the beam axis, even if space-charge is negligible. Electrons moving closer to the boundary of the beam perform stable oscillations according to 69.16.

A more exact analysis [5] has shown that in case of negligible space-charge the outer boundary of the hollow electron beam changes more strongly than its inner boundary. If space-charge is taken into account, one can find a certain optimal value of the space-charge density of the beam at given values of the parameters, at which the oscillations of both boundaries of the beam are of minimum value. This optimum value of the space-charge density is not equal to zero!

The equations of motion of both inner and outer boundary electrons have been solved by [69, 70]. Beside space-charge, the variation of the electric potential due to the replacement of one of the cylindrical electrodes by a slow-wave structure of more complicated geometry in microwave tubes has been taken into consideration. The optimum space-charge density distribution and potential distribution corresponding to minimum beam rippling have been determined, too. As a result of the consideration of all these factors, the maximum possible value of the beam current has been calculated. The maximum current is determined by a formula similar to 69.19 but much more complicated.

A backward-wave tube based on the centrifugal electrostatic focusing has been given the name of spiratron [12–14, 33].

The centrifugal electrostatic focusing has the following advantages:

(1) The construction of the focusing system is very simple; it does not require an accurate centering.

(2) The beam current can be regulated by the variation of the potential difference on the electrodes of the cylindrical condenser; the axial electron velocity may remain constant meanwhile.

(3) It provides a possibility for stable focusing of high-current electron beams.

(4) There is no ion bombing of the cathode. The ions produced in the system are pumped towards the outer cylinder.

The disadvantage of the centrifugal electrostatic focusing is the very complicated method of entrance of the electron beam into the focusing system. Besides, the cylindrical condenser may cause some additional difficulties in microwave tubes.

The greatest problem is that the electrons must gain a momentum of rotation of a given value before entering the field of the cylindrical condenser.
A very ingenious solution of this problem has been proposed by Chernov [32] (figure V.34). The electron gun consists of an annular cathode 1 and two focusing electrodes 2 surrounding the cathode from outside and inside. The ends of all the electrodes are cut helically. The end of the outer electrode 3 of the cylindrical condenser is helically cut, too, from the side of the electron gun. The inner electrode 4 of the cylindrical condenser is continued up to the gun. Thus, the electrons leaving the cathode gain their required azimuthal initial velocity component due to the special form of the electrodes. In this way the hollow electron beam is formed between the electrodes of the cylindrical condenser.

This spiratron-type electron gun may also be used for the production of rotating electron beams in periodic focusing systems.

The slow-wave structure is a helix on the place of the outer cylinder in the spiratron. The microwave features of the spiratron are very good. A linear spiratron has been reported by [142]. A study has been made by [136] of the scalloping of electron beams of finite cross section in spiratrons allowing for space-charge, thermal velocities and nonuniformities of the static potential produced by the helical apertures.

A variant of the spiratron is a backward wave oscillator named helitron [117, 121]. The helix is placed in lieu of the inner cylinder in this tube. The proper entrance conditions are provided by an electron gun placed at a suitably chosen angle to the axis of the system.

Another variant of the centrifugal electrostatic focusing is the so-called magnetless magnetron [115, 116]. The only difference between this variant and the spiratron is that the electrons have no axial velocity component in the magnetless magnetron. The sheet-electron beam moves along azimuthal paths in the field of a cylindrical condenser. Thus, the axial trajectory is a circle. In this microwave tube the electron beam is in interaction with the azimuthal component of the high-frequency electromagnetic field. This tube is only of theoretical interest because it is restricted to small power levels and can be tuned only by the variation of its geometrical dimensions.

There are some other focusing systems based also on the motion of the electron beam in the field of a cylindrical condenser [43, 51, 83, 88].

---

*figure V.34*
The two-dimensional focusing systems consisting of periodically placed electrodes and having curvilinear axis of the electron beam are combinations of the periodic and the centrifugal focusing systems. The axial trajectory is a plane curve in such a system. It means that the medium plane of the beam is a single-curved surface.

(a) The slalom focusing

The first system based on this principle is the so-called slalom focusing system [28, 29]. In the slalom system a sheet electron beam is made to weave through an array of periodically placed rod or wire electrodes held at positive potential in a similar manner to the ski-runners in a slalom competition. The electrodes are placed midway between two negative plates as shown in figure V.35.

![figure V.35](image)

The potential distribution produced by an array of infinitely long (in the direction of the coordinate $x$) line charges placed parallel to each other at equal distances $a$ periodically can be expressed by

$$U(y, z) = U_0 \left[ 1 - \frac{1}{2} \log \left( \sinh^2 \frac{\pi y}{a} + \sin^2 \frac{\pi z}{a} \right) \right]$$  \hspace{1cm} 70.1$$

The system is two-dimensional, i.e. the potential distribution does not depend on coordinate $x$ and it can be represented in the $y, z$ plane (figure V.36) [29]. The values of the potentials corresponding to the equipo-
potential curves are given in the figure. In expression 70.1 \( a \) is the distance between the line charges and \( U_0 \) is the value of the potential at the crossover point midway between any two line charges

\[
U_0 = U \left( 0, (2n + 1) \frac{a}{2} \right) \quad \text{where} \quad n = 0, 1, 2, \ldots
\]

We shall demonstrate that if an electron has just the required initial velocity and position and initial slope, it will exactly follow the equipotential curve \( U = U_0 \). The equation of this equipotential curve can be obtained from 70.1

\[
\sinh^2 \frac{\pi y}{a} + \sin^2 \frac{\pi z}{a} = 1 \quad 70.2
\]

or

\[
\sinh \frac{\pi y}{a} = \pm \cos \frac{\pi z}{a} \quad 70.3
\]

This is the equation of two equipotential lines weaving through the array of line charges (figure V.36).

The electrostatic field of the system acts on an electron moving along one of these equipotentials by the force with absolute value of

\[
|F| = e |E| = e \left[ \left( \frac{\partial U}{\partial y} \right)^2 + \left( \frac{\partial U}{\partial z} \right)^2 \right]^{1/2} \quad 70.4
\]

(We shall consider the electron moving along the equipotential line corresponding to the positive sign in equation 70.3.) Using 70.1 and 70.2 one can rewrite expression 70.4 in the following way

\[
|F| = \sqrt{2 \pi e U_0} \left| \cos \frac{\pi z}{a} \right| \quad 70.5
\]
The absolute value of the centrifugal force acting on the electron is equal to

\[ \left| \frac{mv^2}{r} \right| = mv^2 \left| \frac{d^2y}{dz^2} \right| \frac{d^2y}{dz^2} \left[ 1 + \left( \frac{dy}{dz} \right)^2 \right]^{3/2} \]

where \( r \) is the radius of curvature of the trajectory. It follows from 70.3 that we have along the considered equipotential line

\[ \frac{dy}{dz} = -\frac{\sin \frac{\pi z}{a}}{\cosh \frac{\pi y}{a}} \]

and

\[ \frac{d^2y}{dz^2} = -\frac{\pi}{a} \frac{\cos \frac{\pi z}{a} - \cosh \frac{\pi y}{a} + \sinh \frac{\pi y}{a}}{\cosh \frac{\pi y}{a}} \frac{\sin \frac{\pi z}{a}}{\sinh \frac{\pi y}{a}} \]

We can write on the basis of 70.6, 70.7 and 70.8 that

\[ \left| \frac{mv^2}{r} \right| = \frac{\pi mv^2}{a} \cos \frac{\pi z}{a} \cosh \frac{\pi y}{a} + \sin^2 \frac{\pi z}{a} \sinh \frac{\pi y}{a} \left( \cosh \frac{\pi y}{a} + \sin^2 \frac{\pi z}{a} \right)^{3/2} \]

Using 70.2 and 70.3 we obtain the final expression from 70.9

\[ \left| \frac{mv^2}{r} \right| = \frac{\pi mv^2}{\sqrt{2a}} \left| \cos \frac{\pi z}{a} \right| \]

Comparing 70.5 with 70.10 one can see that if the condition

\[ v = v_0 = (2\eta U_0)^{1/2} \]

is fulfilled, we have

\[ |F| = \left| \frac{mv^2}{r} \right| \]

It can be seen from figure V.36 that the directions of the electrostatic force and the centrifugal force acting on the electrons along the equipotential lines \( U = U_0 \) are opposite in every point of the equipotential lines. This, together with equality 70.12, means that these equipotential lines really
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may be electron trajectories. For this it is necessary that the output of the electron gun should be placed on the equipotential line, its potential should be equal to $U_0$ and the direction of the motion of the electrons leaving the gun should coincide with the direction of the equipotential line. As in the crossover points midway between any two line charges the field strength is equal to zero, at these 'saddle' points the electron trajectories must cross the $z$ axis at an angle of $45^\circ$ (see p. 356 of [65]). The most convenient solution is to put the electron gun so that its output be situated just in a crossover point and the axis of the electron beam leaving the gun have an angle of $45^\circ$ with the $z$ axis.

As we can see in figure V.36, in the vicinity of the line charges the equipotential curves are nearly circular. Therefore, replacing the line charges with electrodes of the form of circular cylinders held at positive potential will cause little change in the potential distribution. Similarly, the equipotential lines flatten out as they get farther away from the line charges. Thus, potential distribution 70.1 can be generated by cylindrical electrodes held at positive potential and a pair of flat plates placed at ground potential (the electrodes are shown in figure V.36 by dashed lines).

A more detailed analysis has shown that the slalom system is remarkably suitable for the maintenance of high-intensity sheet-electron beams. The axial trajectory of the beam will strictly follow the equipotential line, as it has been shown above, because there is no space-charge force in the medium plane of the beam. Naturally, in other parts of the beam space-charge force will be superposed on the focusing and centrifugal forces. According to the theoretical analysis, the maintenance of very high-pervance electron beams is possible as space-charge plays only an additional role in this system, too. In a beam testing experiment a transmission of 97% has been measured with a pervance of $2 \times 10^{-6} \text{ A/V}^{3/2}$ and system length equal to $27a$. Even with a pervance of $12.7 \times 10^{-6} \text{ A/V}^{3/2}$ the transmission was still 48%.

The disadvantage of the slalom system is, as the analysis carried out by numerical solution of the equations of motion has shown, that the focusing is stable only if the magnitude and direction of the initial velocity of the electrons do not deviate considerably from the values determined by the equipotentials. Besides, the electron beam must be launched from a crossover point. It is interesting to remark that it has been found experimentally that the optimum angle for launching the electron beam is not $45^\circ$ but $35^\circ$ with respect to the $z$ axis.

The slalom system has been used in a microwave oscillator tube. The system of cylindrical electrodes has also constituted a slow-wave structure. The electrons interlace the slow-wave circuit and so their interaction with the high-frequency electromagnetic field is very efficient.

(b) The 'double-ladder' focusing

The 'double-ladder' focusing system is similar to the slalom system [57]. The difference is that instead of the array of the cylindrical electrodes two arrays of long parallel tape electrodes are placed between the two parallel
flat plates in such a way that each electrode faces a gap between the electrodes of the opposite array (figure V.37). The tape electrodes are held at an equal positive potential $U_1$, while the potential of the flat plates is $U_2$. The potential $U_1$ is greater than the potential $U_2$. The axis of the sheet-electron beam is of a similar form to that of the slalom orbit but it does not weave through the electrodes; the beam moves entirely between the tape electrodes.

![Figure V.37](attachment:image.png)

The fulfilment of the initial conditions is a strict requirement in this case, too. The maximum beam transmission obtained with this system was 70% at a perveance of $0.5 \times 10^{-6} \text{ A/V}^{3/2}$ and beam potential of 750 volts. In this case the value of the focusing potential $U_2$ was equal to 300 volts and the entrance angle of the beam was 21°.

This focusing principle has been used in the ophitron tube [40, 82].

(c) The focusing system proposed by P. A. Sturrock

An improved variation of the slalom focusing system is the system proposed by P. A. Sturrock [99]. Its electrodes do not differ from those of the slalom system but the potential distribution, and hence the motion of the electron beam, are quite different. One of the flat plates is held at ground potential, the potential of the other flat plate is equal to $U_0$. The cylindrical electrodes are held at a potential of $3U_0$. Thus, the focusing system and the axis of the focused sheet electron beam are not symmetric with respect to the $x, z$ plane. This absence of symmetry in the potential distribution is the difference between this system and the slalom focusing. The electron beam weaves through the array of cylindrical electrodes in such a way that it is closer to the $U_0$-potential plate in the course of the whole motion (figure V.38). The beam thickness varies so that the beam is thinnest in the vicinity of the cylindrical electrodes. The electrons of the beam spend most time
between the central electrodes. Therefore, this system is quite suitable for the use in microwave tubes. In this case the cylindrical electrodes constitute also a slow-wave structure.

Another advantage of this system is that it is theoretically free from instabilities. The bands of instability appearing at the practical realisation of the system have proved to be narrow enough. Furthermore, as opposed to other deflection-focusing systems, the deformation of the planar system for focusing of hollow beams does not lead to the appearance of further bands of instability.

Deflection-focusing systems with more complicated electrode configurations have been proposed by [66, 84, 126, 149]. Electron beams focused by three-dimensional periodic fields have been treated by [41].

(F) PERIODIC FOCUSING BY QUADRUPOLE FIELDS

It is well known that the focusing effect of transversal fields, where the direction of the lines of force is nearly perpendicular to the direction of motion of the electron beam, is stronger than that of the longitudinal fields. The most widespread transversal electron optical system is the quadrupole lens, the detailed treatment of which can be found, for example, in [65]. The focusing effect of a series of periodically placed electrostatic quadrupole lenses has been investigated by [20], without taking space-charge into consideration.

The application of quadrupole fields for the maintenance of high-intensity electron beams is advantageous, too. We shall consider a series of quadrupole lenses rotated 90 degrees each, with respect to the neighbouring one, around the z axis (figure V.39 [27]). So, we have two periodic series of alternating diverging and converging lenses in perpendicular planes x, z and y, z, respectively. The lens diverging in the x, z plane is converging in the y, z plane and vice versa. (See § 58.) These series have equal period p. The resulting converging effect in both planes may be used for compensation of the diverging effect due to space-charge of a long high-intensity electron beam moving in the direction of the coordinate z by suitable choice of the lens parameters. The cross section of a cylindrical electron beam becomes elliptical in such a focusing system. Therefore, the analysis of the focusing is a complicated problem which can be solved only by numerical or approximate analytical methods. We shall give two analytical methods in the following.
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The thin-lens approximation used in §§ 59 and 66 for axially symmetric and plane-symmetric lenses, respectively, can be applied for quadrupole lenses, too. The lenses may be electrostatic or magnetic thin quadrupole lenses or their combinations [108].

Let us consider the periodic sequence of thin quadrupole lenses as shown in figure V.40, in which the sections of the lenses and the electron beam by the planes $x, z$ and $y, z$ respectively, are shown. Here $f_1$ and $f_2$ are the absolute values of the focal lengths of any two neighbouring lenses. The positive sign indicates a converging lens, the negative sign corresponds to a diverging lens. $l_1$ and $l_2$ are the drift spacings separating two neighbouring lens pairs.

We shall consider the case when the effective length $L$ of the quadrupole lenses is small in comparison with the drift spacings separating the lenses and with the focal lengths of the lenses. Then we may assume that the
action of the thin lenses is concentrated at their medium planes and their only effect is that the slopes of the electron trajectories are changed suddenly. On the other hand, the only forces acting on the electrons in the drift regions are those of space-charge. Therefore, in the drift regions we have the spreading of a drifting elliptical-cross-section electron beam as it has been treated in §56.

For the examination of the space-charge spreading of an elliptical-cross-section electron beam it is sufficient to consider two edge-electron trajectories moving in the medium planes $x, z$ and $y, z$, respectively. These trajectories are determined by expressions 56.13 and 56.14. If we introduce numeral indexes referring to respective points at the ends of drift regions, immediately before and after the lenses, as shown in figure V.40, we can obtain the following expressions from 56.13 and 56.14 for the first two sections

$$Z(l_1) = b \frac{l_1}{L} = 2u_2 \exp \left( -u_2^2 \right) \left[ F(u_2') - F(u_2) \right]$$  

$$Z(l_2) = b \frac{l_2}{L} = 2u_4 \exp \left( -u_4^2 \right) \left[ F(u_4') - F(u_4) \right]$$

$L$ is the effective length of the quadrupole lenses.

$$u_3' = \pm \left( \log \frac{u_3}{u_2} + u_2^2 \right)^{1/2}$$  

$$u_5' = \pm \left( \log \frac{u_5}{u_4} + u_4^2 \right)^{1/2}$$

$$v_3 = v_2 + v_2' Z(l_1)$$

$$v_3' = v_2'$$

$$v_5 = v_4 + v_4' Z(l_2)$$

and

$$v_5' = v_4'$$

where

$$F(x) = \int_0^x \exp (w^2) dw$$

is the function determined by 53.12 and tabulated in table IV.2 (denoted by $f$ in table IV.2). The primes represent differentiation with respect to $Z$ (see 56.6). The value of the space-charge parameter $b$ is, according to 56.3, equal to

$$b = \left( \frac{I}{2\gamma^2 \pi \varepsilon_0 \eta U_0^3 / 2} \right)^{1/2}$$
The influence of the lenses on the slope of electron trajectories can be expressed in the following way

\[ u_1 = u_2 \]  
\[ u_3 = u_4 \]  
\[ v_1 = v_2 \]  
\[ v_3 = v_4 \]  
\[ u'_2 = u'_1 - \frac{L}{bf_1} v_1 \]  
\[ u'_4 = u'_3 + \frac{L}{bf_2} v_3 \]  
\[ v'_2 = v'_1 - \frac{L}{bf_1} u_1 \]  
\[ v'_4 = v'_3 + \frac{L}{bf_2} u_3 \]

The requirement of periodic beam configuration leads to four additional expressions

\[ u_1 = u_5 \]  
\[ v_1 = v_5 \]  
\[ u'_1 = u'_5 \]  
\[ v'_1 = v'_5 \]

Thus, we have obtained 20 equations: 71.1–71.8 and 71.11–71.22. Eliminating all the terms regarding intermediate points, we obtain from these equations the following relations for the parameters characterising the electron beam and the focusing system, i.e. beam perveance, entrance conditions, focal lengths and drift spacings [108]

\[ \frac{bl_1}{L} = 2u_1 \exp \left[-\left(u'_1 - \frac{L}{bf_1} v_1\right)^2\right] \left[F\left(\frac{L}{bf_1} v_1 - u_1\right) + F(u'_4)\right] \]  
\[ \frac{bl_2}{L} = 2u_1 \exp \left(-u'_1^2\right) \left[F(u'_1) - F(u'_4)\right] \]  
\[ \frac{bl_1}{L} = \frac{bf_2 (u'_1 - u'_2) - v_1}{v'_1 - \frac{L}{bf_1} u_1} \]
and
\[ v'_{1} = \frac{L}{bf_{1}} \frac{u_{1}}{1 + \frac{l_{2}}{l_{1}}} > 0 \]  
\[ \text{where} \]
\[ u'_{4} = \pm \left[ \log \frac{f_{2}}{f_{1}} + \left( \frac{L}{bf_{1}} v_{1} - u'^{2}_{1} \right)^{1/2} \right] \]  
\[ \text{and} \]
\[ u'_{4} = \pm \left( \log \frac{f_{2}}{f_{1}} + u'^{2}_{1} \right)^{1/2} \]

In expressions 71.23–71.26 there are only quantities \( u \) and \( v \) with index '1' if 71.27 and 71.28 are taken into account. According to 56.9–56.12, these quantities uniquely determine the initial values of

\[ x_{1}, y_{1}, \left| \frac{dx}{dz} \right|_{1} \text{ and } \left| \frac{dy}{dz} \right|_{1} \]

corresponding to the entrance plane \( z = 0 \), immediately before the first lens. If the system of equations 71.23–71.26 is satisfied by the proper choosing of these initial values, an electron beam of periodic configuration can be formed.

From the practical point of view the entirely symmetric case \((f_{1} = f_{2} = f)\) and \(l_{1} = l_{2} = l\) is of special interest. In this case equations 71.23–71.26 become much simpler

\[ \frac{bl}{L} = 4u_{1} \exp \left( -u'^{2}_{1} \right) F(u'_{1}) \]  
\[ \frac{l}{f} = 4 \frac{v_{1}}{u_{1}} \]  
\[ u'_{1} = \frac{L}{2bf} v_{1} \]  
\[ \text{and} \]
\[ v'_{1} = \frac{L}{2bf} u_{1} \]

In this case the electron beam has a circular cross section at its middle planes, denoted by index \( \text{m} \), between the lenses. (See figure V.40.) The beam radius and the slopes of the edge trajectories in these planes are given by

\[ r_{m} = L u_{1} \exp( -u'^{2}_{1} ) \]  
\[ \left| \frac{dx}{dz} \right|_{m} = - \left| \frac{dy}{dz} \right|_{m} = \pm bv'_{1} \]
Using this fact, the entrance conditions may be satisfied even for the case if the electron beam produced by the gun is axially symmetric. For this it is only necessary to place an additional thin quadrupole lens at a distance $l/2$ before the first lens.

The following requirements must be satisfied by the design of a focusing system by means of the method presented here:

(i) It is required by the thin-lens approximation that

$$\frac{f_1}{L} \gg 1, \quad \frac{f_2}{L} \gg 1, \quad \frac{l_1}{L} \gg 1 \quad \text{and} \quad \frac{l_2}{L} \gg 1$$

(ii) It is required by the paraxial approximation that at any point along the whole beam the values of

$$x, y, \frac{dx}{dz} \quad \text{and} \quad \frac{dy}{dz}$$

must be small; besides, the values of $x$ and $y$ must be positive.

![Figure V.41](attachment:figure_V.41.png)
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The beam perveance is limited by these requirements as well: the method is practically applicable at values of the perveance up to \((1 \div 2) \times 10^{-6}\) A/\(\sqrt{\text{m}}\).

Design curves have been plotted in figures V.41 and V.42 for the symmetrical case \((l_1 = l_2 = l\) and \(f_1 = f_2 = f\). The required initial values for the production of periodic beam configuration and the values corresponding to the middle planes are shown in the figures versus parameters \(L/bf\) and \(b/L\).

The stability of this system has been analysed by [145].

72. FOCUSING OF ELECTRON BEAMS BY PERIODIC ELECTROSTATIC QUADRUPOLE FIELDS

In case of focusing systems with continuous potential distribution the thin lens approximation is not suitable. The analysis of the electron trajectories of an elliptical-cross-section electron beam moving in a quadrupole field is a very complicated problem. However, the aim of this analysis is to determine such relations between the parameters of the electron beam and the focusing system, the fulfilment of which would lead to minor variations of the shape and sizes of the electron beam — optimum focusing. Thus we may assume as a rough approximation that the electron beam is a circular...
cylinder with constant radius \( r_0 \) [27]. In this case the value of the force \( F_e \) acting on the boundary electrons due to space-charge is constant in the paraxial approximation and, according to 52.1, is equal to

\[
F_e = \frac{e I}{2\pi \varepsilon_0 r_0 (2\eta U_0)^{1/2}} \quad 72.1
\]

The potential distribution of a quadrupole lens with hyperbolic electrodes (figure V.43) is given by [65] (formula 8.57) as follows

\[
\phi(x, y, z) = U_0 + U_F \frac{f(z)}{a^2} (x^2 - y^2) \quad 72.2
\]

where \( a \) is the smallest distance of the electrodes from the \( z \) axis, \( U_0 \) is the uniform potential along the axis, \( U_F \) is the additional potential on the electrodes and \( f(z) \) is the function regarding the end effects of the lenses.

Expression 72.2 may be used also for the description of the potential distribution of the periodic focusing system shown in figure V.39 by the proper choosing of the function \( f(z) \). It is easy to see that the function

\[
f(z) = \cos \frac{2\pi}{p} z \quad 72.3
\]

approximately corresponds to this system. (A power series containing the lengths of the lenses and the gaps between them as parameters would describe the potential distribution of the system exactly.) Substituting 72.3 into expression 72.2 we obtain

\[
\phi(x, y, z) = U_0 + U_F \frac{x^2 - y^2}{a^2} \cos \frac{2\pi}{p} z \quad 72.4
\]
Let us consider the electron starting from the point with coordinates \( x = x_0, y = 0, z = 0 \) at the boundary of the beam exactly parallel to the \( z \) axis (its initial velocity is equal to \( v_0 = z_0 \)). As the \( x, z \) plane is the plane of symmetry of the system, the electron will move in this plane all the time and it is sufficient to determine the function of \( x = x(z) \) for the complete description of the electron trajectory. Similarly, the trajectory of an electron starting from the point with coordinates \( x = 0, y = y_0, z = 0 \) parallel to the \( z \) axis is fully determined by the function of \( y = y(z) \). Thus, our task is to determine these two functions. We should like to emphasise once more that \( x(z) \) and \( y(z) \) are not projections of the same trajectory but they describe two different electron trajectories characterising the whole beam. The initial radius of the beam is assumed to be \( r_0 = x_0 = y_0 \) (see figure V.43).

Let us write now the equations of motion of the two boundary electrons separately

\[
\frac{d^2 x}{dt^2} = \eta \frac{\partial \varphi}{\partial x} + \frac{F_e}{m}
\]

and

\[
\frac{d^2 y}{dt^2} = \eta \frac{\partial \varphi}{\partial y} + \frac{F_e}{m}
\]

where in the first equation \( r_0 = x_0 \) should be substituted in expression 72.1 determining the value of \( F_e \), in the second equation \( r_0 = y_0 \). The derivatives of the potential can be calculated from 72.4. Then, in accordance with 23.7 and 23.8, the equations can be written as follows

\[
\frac{d^2 x}{dt^2} = \left( \frac{2 \eta U_F}{a^2} \cos \frac{2 \pi}{p} z \right) x + \frac{I \eta}{2 \pi \varepsilon_0 x_0 \left( 2 \eta U_0 \right)^{1/2}}
\]

and

\[
\frac{d^2 y}{dt^2} = -\left( \frac{2 \eta U_F}{a^2} \cos \frac{2 \pi}{p} z \right) y + \frac{I \eta}{2 \pi \varepsilon_0 y_0 \left( 2 \eta U_0 \right)^{1/2}}
\]

As in the paraxial approximation the velocity of the electrons is constant and equal to

\[
v_0 = \left( 2 \eta U_0 \right)^{1/2} = \frac{dz}{dt}
\]

it is easy to replace the differentiation with respect to time by differentiation with respect to coordinate \( z \). Besides, we shall introduce the dimensionless new variables

\[
\xi = \frac{x}{x_0}, \quad \eta = \frac{y}{y_0} \quad \text{and} \quad \zeta = \frac{2 \pi}{p} z
\]
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and the space-charge parameter $A$ defined by 60.10. The equations will then have the following form

$$\frac{d^2 \xi}{d\zeta^2} = \left[ \left( \frac{p}{2\pi a} \right)^2 \frac{U_F}{U_0} \cos \zeta \right] \xi + A$$

and

$$\frac{d^2 \eta}{d\zeta^2} = -\left[ \left( \frac{p}{2\pi a} \right)^2 \frac{U_F}{U_0} \cos \zeta \right] \eta + A$$

Let us introduce the notation

$$\Omega_{ke} = \left( \frac{p}{2\pi a} \right)^2 \frac{U_F}{U_0}$$

and represent the differentiation with respect to $\zeta$ by primes. The equations will be written then by the following way

$$\xi'' - (\Omega_{ke} \cos \zeta) \xi - A = 0$$

and

$$\eta'' + (\Omega_{ke} \cos \zeta) \eta - A = 0$$

Let us try to find the solution of these equations in the form of

$$\xi(\zeta) = 1 + \xi_1(\zeta) + \xi_2(\zeta)$$

and

$$\eta(\zeta) = 1 + \eta_1(\zeta) + \eta_2(\zeta)$$

where $\xi_1$ and $\eta_1$ are quantities of first order of smallness, $\xi_2$ and $\eta_2$ are quantities of second order of smallness. As in the axially symmetric case, $\Omega_{ke}$ is a quantity of first order of smallness, $A$ is a quantity of second order of smallness. We have the following initial conditions

$$\xi_1(0) = \xi_2(0) = \eta_1(0) = \eta_2(0) = \xi_1'(0) = \xi_2'(0) = \eta_1'(0) = \eta_2'(0) = 0$$

Let us substitute 72.14 into equation 72.12 and 72.15 into equation 72.13. In the equations obtained in this way we shall separate the terms of first order of smallness and the terms of second order of smallness from each other and neglect the terms of higher order of smallness. We obtain the following result

$$[\xi_1'' - \Omega_{ke} \cos \zeta] + [\xi_2'' - \Omega_{ke} \xi_1 \cos \zeta - A] = 0$$

and

$$[\eta_1'' + \Omega_{ke} \cos \zeta] + [\eta_2'' + \Omega_{ke} \eta_1 \cos \zeta - A] = 0$$
We shall first consider only the terms of first order of smallness. Integrating the corresponding equations twice and taking the initial conditions into account we obtain

\[ \xi_1(\zeta) = \Omega_{ke}(1 - \cos \zeta) \]  
and

\[ \eta_1(\zeta) = -\Omega_{ke}(1 - \cos \zeta) \]

Substituting these results back into equations 72.17 and 72.18 we obtain

\[ \xi_2(\zeta) - \Omega_{ke}^2 \cos \zeta(1 - \cos \zeta) - A = 0 \]
and

\[ \eta_2(\zeta) - \Omega_{ke}^2 \cos \zeta(1 - \cos \zeta) - A = 0 \]

These two equations are identical. Integrating them twice and taking the initial conditions into account we obtain

\[ \xi_2(\zeta) = \eta_2(\zeta) = \frac{7}{8} \Omega_{ke}^2 - \Omega_{ke}^2 \cos \zeta \cos 2\zeta + \frac{\Omega_{ke}^2}{8} \cos 2\zeta + \]

\[ + \left( A - \frac{\Omega_{ke}^2}{2} \right) \frac{\zeta^2}{2} \]  

As in case of optimum focusing the expression describing the trajectory must not contain terms with positive powers of \( \zeta \): the following condition must be satisfied

\[ (\Omega_{ke})_{\text{opt}} = + (2A)^{1/2} \]

This expression, together with 72.11, determines the value of the focusing potential \( U_F \) required for the optimum focusing of an electron beam with space-charge parameter \( A \). The positive sign has been chosen before the square root because, according to 72.11, \( \Omega_{ke} > 0 \).

The electron trajectories of an optimally focused electron beam are determined on the basis of 72.14, 72.15, 72.19, 72.20, 72.23 and 72.24 by the following two expressions

\[ \xi(\zeta) = \frac{x}{x_0} = 1 + \Omega_{ke}(1 - \cos \zeta) + \Omega_{ke}^2 \left( \frac{7}{8} - \cos \zeta + \frac{1}{8} \cos 2\zeta \right) \]  
and

\[ \eta(\zeta) = \frac{y}{y_0} = 1 - \Omega_{ke}(1 - \cos \zeta) + \Omega_{ke}^2 \left( \frac{7}{8} - \cos \zeta + \frac{1}{8} \cos 2\zeta \right) \]

Naturally, expressions 72.25 and 72.26 are valid only if 72.24 is satisfied. It is seen from the form of these expressions that \( \xi \geq 1 \) and \( \eta \leq 1 \), i.e. the cross section of the beam is elliptical. The functions \( \xi(\zeta) \) and \( \eta(\zeta) \) calculated
from 72.25 and 72.26 are plotted in figure V.44 for the case of \( A = 5 \times 10^{-3} \) and the corresponding value of \((\Omega_{kv})_{\text{opt}} = 0.1\).

Thus, if the condition 72.24 is satisfied, it is possible to maintain the form and sizes of the electron beam nearly constant. The value of the required focusing potential follows from 72.11 and 72.24

\[
\frac{U_F}{U_0} = \left( \frac{2\pi a}{p} \right)^2 (2A)^{1/2}
\]

72.27

It is seen from expressions 60.24, 60.25 and 60.61 that in the axially symmetric case the corresponding value is greater. It is obviously a consequence of the stronger focusing effect of the transversal fields. The amplitude \( \delta \) of the beam rippling calculated in the first-order approximation, however, is greater in the case of quadrupole fields than in the axially symmetric case. We have from 60.61, 60.65, 72.24 and 72.25 that

\[
\frac{\delta_{kv}}{\delta} = \frac{(\Omega_{kv})_{\text{opt}}}{\Omega_{\text{opt}}} = \frac{(2A)^{1/2}}{\left( \frac{32}{3 \times 16} \right)^{1/2}} = \sqrt{3}
\]

72.28

The numerical solution of equations 72.12 and 72.13 has shown that condition 72.24 determines the real optimum value of the focusing parameter with an error of a few percent [27].

The assumption that the electron beam enters the system strictly parallel to the z axis is most important. If it is not so, the beam configuration strongly varies during the motion, and the space-charge force cannot be
assumed constant. Therefore, for this case this treatment is not valid. The quadrupole-field focusing is very sensitive to variations of the entrance conditions (see § 71).

If condition 72.24 is not satisfied and a value of the parameter \( Q_{kv} \) much greater than that determined by 72.24 is chosen, the effect of space-charge may be neglected and we have the case treated in § 58 with the only difference that now thin lenses are not in consideration. In the case of very large values of the parameter \( Q_{kv} \) the electron beam cannot be assumed laminar and the trajectories can cross the axis. The calculations have shown that a stable focusing may be achieved only if

\[
Q_{kv} < 0.44
\]

72.29

Periodic sequences of quadrupole lenses are used mainly in particle accelerators [22, 112, 123, 124, 132] but they are applicable also in microwave tubes [8].
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VI. FOCUSING BY MAGNETIC AND ELECTRIC-MAGNETIC FIELDS

GYULA ANDRÁS NAGY

Any arbitrary focusing problem can be solved using magnetic field focusing: practical experience has demonstrated that beams of any arbitrary current density or power can be focused by magnetic means. It can be utilised for very high-frequency and microwave tubes, and even for electron tubes operating in the millimetre-wave range. The above are true for every focusing method, and when choosing the method to be employed, the investigations producing the characteristic properties which yield the scope most suitable for the given employment possibilities are to be relied upon. The magnetic focusing methods have been thoroughly elaborated both theoretically and in practice, as proved by the numerous theoretical papers published in the literature, and the informative publications of the electron tube manufacturers.

On account of the given size of the present book, detailed problems are not treated, and only the basic principles and the basic relations are discussed. The design and realisation of the structural elements are still less dealt with, although it should certainly be noted that both the structural elements and their implementation are simple.

Magnetic focusing possesses numerous advantageous properties. Some of these will be mentioned.

With magnetic focusing, paraxiality derived from the structural solutions, where the permanent magnet or coil producing the magnetic field is the outermost element of the given device, and in comparison with the beam diameter, its internal diameter is large, is assured in almost all cases. Consequently, the dimensioning formulae are in harmony with practice.

In case of long beams, the actually existing paraxiality brings about a high degree of stability and reliable existence, since the deviation of the calculated and real trajectory is negligibly small in the region of paraxiality.

The magnetic field-exciting elements and other elements of the device are independent of each other in magnetic focusing, therefore their design involves no restrictions which are difficult (or impossible) to meet. As an example we mention the travelling wave tube, where the period of the slow-wave structure and the period of the focusing field can be chosen independently of each other, and the most advantageous setting required for performance of the main problem can be realised for both.

The disadvantage of the magnetic focusing systems follows from the above: the large-dimension magnetic device results in greater net weight (maximum doubled). This disadvantage may be disregarded in case of a fixed equipment (as in the majority of cases). On the other hand, the magnetic equipment, also ensuring protection of the tube, which can be separately operated and adjusted, possesses an unsurpassable advantage: its position can be subsequently and arbitrarily adjusted. In addition to technological facilitating, this also results in good operation of the tube.

Magnetic focusing is free of the disadvantageous properties of electric focusing. As examples let us mention: vacuum-technological materials of exceptional quality can only be used in the vacuum; the form and spacing of the electrodes cannot be chosen arbitrarily in systems with higher voltages, due to electric breakdown, various disturbing discharges, and leakage currents; the external disturbing fields and the polarization of dielectrics such as support rods and bulbs cause distortion of the focusing field; extreme difficulty in attaining the required degree of accuracy when mounting the components in vacuum, e.g. heat treatment is indispensable; uniaxial fitting of the gun and the focusing system must be most accurately performed (initial conditions, stability), since this cannot be corrected afterwards. The undesirable properties listed in the foregoing all arise in practice i.e. they are technological difficulties; original concomitants of the structural arrangement,
and as a result, the overwhelming majority of focusing systems are now of the magnetic type.

The most widely used focusing methods are the homogeneous magnetic, the Brillouin, the periodic magnetic and quadrupole focusing. In the following we shall deal in detail with these four methods. Other focusing methods will also figure, but in most cases they will only be mentioned. In the completely omitted cases among which only the crossed field-focusing method is of practical significance, reference is made to the literature.

In view of the fact that this chapter deals with a part of the focusing methods based on simultaneously acting electric and magnetic fields, we mention here that today the most general problems of space-charge optics are solvable, even on curvilinear central trajectories in space, or in simultaneously acting arbitrary electric-magnetic fields, taking into consideration space-charge, current density and thermal velocities, for both low- and high-velocity motions, including calculability of imaging, chromatic and mass aberrations [12].

Any focusing method is investigated only in plane-symmetric, axially symmetric and quadrupole cases, in harmony with the basic equations given in Chapter I.

(A) FOCUSING BY HOMOGENEOUS MAGNETIC FIELD

The most simple method for focusing of electron beams is focusing by homogeneous magnetic field. In case of this method of focusing the beam is started in a homogeneous magnetic field of \( z \) direction, and induction is chosen so that the maximum diameter of the beam does not exceed the value required. Naturally, the magnetic field is excited over the whole length of the beam and not only at the starting point of the beam. This focusing method is known also as focusing by strong magnetic field. The literature generally identifies the starting point of the beam with the cathode surface, and speaks of partial or other shielding of the cathode. It is important, however, that at the initial point of the beam, instead of homogeneous induction, the induction should differ therefrom, and a homogeneous field should be present only in a subsequent section of the trajectory \([50,92]\). According to the terminology mentioned \( \text{see note at the end of the paragraph} \), the case discussed here includes also the cases of fully shielded and unshielded cathodes.

73. AXIALLY SYMMETRIC BEAM

The movement of the electrons is considered in a field in which the potential on the axis is constant, the induction has only one component, in the direction of the axis (\( z \) direction), and this is independent of the position (homogeneous induction field). Summarising the conditions

\[
\Phi = \text{constant} ; \quad B = \text{constant} \quad 73.1
\]

Considering the conditions 73.1, equation 21.14 becomes the following

\[
\frac{1}{\Phi} \left( 1 \frac{\eta}{4 \varepsilon_0} + \frac{\eta B^2}{8} - \frac{\eta C^2}{2} \frac{1}{r^4} \right) r = 0 \quad 73.2
\]

The equilibrium radius \( R_e \) of the trajectory described by equation 73.2 is

\[
r'' = 0 \quad 73.3
\]

since the resultant force on this radius equals zero.

For determination of \( \varepsilon_0 \) appearing in equation 73.2, we start off from the following approximations

\[
\varepsilon^2 = 2 \eta \varphi \quad 73.4
\]
\[ \mathbf{j} = \varphi \mathbf{e}_z \]  

since current eventually flows only in the direction of axis z. Denoting the absolute value of \( \mathbf{j} \) in equation 73.5 with \( j_z \), \( \varphi \) can be expressed by equation 73.4

\[ \varphi = \frac{j_z}{(2\eta \varphi)^{1/2}} \]  

In order to identify \( \varphi \) in equation 73.6 with \( \varphi_0 \) in series expansion 5.43, we must assume that \( \varphi \) is not dependent upon \( r \)

\[ \varphi(r, z) = \varphi_0(z) \]  

\[ \varphi_{2v} = 0, \quad v = 1, 2, \ldots \]  

Hence, equation 73.6 with approximation \( \varphi \propto \Phi \) becomes

\[ \varphi_0 = \frac{j_z}{(2\eta \Phi)^{1/2}} \]  

Integrating the current density (with 34.4) we introduce the current flowing in the beam, instead of current density

\[ I = -j_z r^2 \pi \]  

Expressing \( j_z \) from 73.10 and substituting into 73.9

\[ \varphi_0 = -\frac{I}{\sqrt{2\pi \eta \varphi \Phi}} \frac{1}{r^2} \]  

Via function \( r(z) \), \( \varphi_0 \) in equation 73.11 is a function of \( z \). Equation 73.11 is now substituted into 73.2

\[ r'' + \frac{1}{\Phi} \left( -\frac{I}{4\sqrt{2\pi \varphi_0 \eta \varphi \Phi}} \frac{1}{r^2} + \frac{\eta}{8} B^2 - \frac{\eta C^2}{2} \frac{1}{r^4} \right) r = 0 \]  

From equation 73.3 and equation 73.12, the following can be obtained for the equilibrium radius, \( R_e \)

\[ -\frac{I}{4\sqrt{2\pi \varphi_0 \eta \varphi \Phi}} \frac{1}{R_e^2} + \frac{\eta}{8} B^2 - \frac{\eta C^2}{2} \frac{1}{R_e^4} = 0 \]  

from which the induction required for the specified equilibrium radius is

\[ B^2 = \frac{1}{R_e^2} \left( \frac{\sqrt{2} I}{\pi \varphi_0 \eta^{3/2} \Phi^{1/2}} + \frac{4C^2}{R_e^2} \right) \]  

Equation 73.14 forms one of the dimensioning final formulae. The current \( I \) flowing in the beam, the beam voltage \( \Phi \) and the beam radius \( R_e \) are, therefore, given. If it is required that the equilibrium radius of the beam be of \( R_e \) value, a homogeneous induction field calculable from equation 73.14 must be used.
Solution of the reversed problem can also be given. We introduce the notation

\[ 2K = \frac{\sqrt{2} I}{\pi \varepsilon_0 \gamma^{3/2} \Phi^{1/2} B^2} \]

73.15

Now we express \( R_e \) from equation 73.13

\[ R_e = \left[ K + \left( K^2 + \frac{C^2}{B^2} \right)^{1/2} \right]^{1/2} \]

73.16

From equation 73.16 we are able to calculate the value of the equilibrium radius of the given beam in the given homogeneous field.

The edge electron of the beam oscillates about the equilibrium radius. The oscillation in a stronger magnetic field is, as will be seen, of lower amplitude. By linearising equation 73.2 an approximate solution is determined. The distance of the edge electron of the beam from the axis is assumed in the following form

\[ r = R_e + r_d \]

73.17

and it is essential that \( R_e \gg r_d \) (we confine ourselves to these cases). With approximations

\[ r^{-1} \approx \frac{1}{R_e^2} (R_e - r_d) \]

73.18

\[ r^{-3} \approx \frac{1}{R_e^4} (R_e - 3r_d) \]

73.19

equation 73.2 becomes

\[ r_d'' + \left( \frac{I}{4\sqrt{2} \pi \varepsilon_0 \gamma \Phi^{3/2} R_e^3} + \frac{\eta B^2}{8 \Phi} + \frac{3 \eta C^2}{2 \Phi R_e^4} \right) r_d + \left[ R_e'' - \right. \]

\[ - \left. \frac{I}{4\sqrt{2} \pi \varepsilon_0 \gamma \Phi^{3/2} R_e^2} \right] R_e + \frac{\eta B^2}{8 \Phi} R_e - \frac{\eta C^2}{2 \Phi R_e^4} R_e = 0 \]

73.20

In equation 73.20 the term in square brackets equals zero since \( R_e \) is constant and equation 73.13 remains valid.

Finally, solution of the equation derived by notation

\[ \omega^2 = \frac{I}{4\sqrt{2} \pi \varepsilon_0 \gamma \Phi^{3/2} R_e^3} + \frac{\eta B^2}{8 \Phi} + \frac{3 \eta C^2}{2 \Phi R_e^4} \]

73.21

with initial conditions

\[ r_d(z_0) = r_{d0}; r'_d(z_0) = r'_{d0} \]

73.22
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is

\[ r_d = r_{d0} \cos \left[ \omega (z - z_0) \right] + \frac{r_0'}{\omega} \sin \left[ \frac{\omega (z - z_0)}{2} \right] \]  

73.23

from which, on the basis of 73.21, it will be seen that the amplitude decreases with the increase of \( B \).

Equation 73.23 is the other dimensioning final formula. With the help of this equation we can determine the maximum value of the amplitude superposed on the equilibrium radius \( R_e \), and therewith the maximum and minimum diameter of the beam.

Note

(i) In connection with the terminology used in the literature, mention must be made of the following \([50, 92]\).

The fields acting earlier on the electron are chosen in such a way that in position \( z_0 \), in addition to the required induction value \( B_0 \), the value of constant \( C \) calculable from equation 21.6 shall be correct. If at a later stage investigation of motion occurring in the homogeneous field is required, the induction of the homogeneous field can be \( B_0 \) only, otherwise axis induction \( B \) would necessarily vary by leaps, and this is not possible. If, on the other hand, the axis induction reaches the induction value of the homogeneous region with continuous changes from value \( B_0 \), the axis induction with constant value differing from \( B_0 \) cannot be used in the equation of motion, and instead, the actual dependence on coordinate \( z \) must be taken into consideration. A correct description of this phenomenon is obtained according to the latter process. The preceding process can be used as a satisfactory approximation if the arbitrarily assumed leap of the induction is not excessive.

It should be added to the foregoing that electrons started from 'partially screened' cathodes must pass along a section of finite length in a field with varying axis potential, which is also in contradiction with the condition \( \Phi = \text{constant} \), used in the equations.

In accordance with this Note the modified forms of equations 73.14, 73.16, 73.21 are to be used, with the substitution of \( B_0 = B \).

(ii) Part (i) of this Note determines also the initial conditions 73.22 for the first case containing the leap

\[ r_{d0} = r_0 - R_e; \quad r_{d0}' = r_0' \]  

73.24

as follows from equations 18.31 and 18.32.

(iii) Note (i) is valid in all cases of axially and plane-symmetric beams (e.g. beams focused by periodic field), and will no longer be mentioned.

74. PLANE-SYMMETRIC BEAM

Similarly to the case of axial symmetry

\[ \Phi = \text{constant}; \quad B = \text{constant} \]  

74.1

i.e. the axis potential and the axis induction are constants. Using equation 74.1, the equation of motion 22.13 is

\[ y'' + \frac{1}{2\Phi} \left( \frac{1}{\varepsilon_0} \varepsilon_0 + \eta B^2 - \eta CB \Phi \frac{1}{y} \right) y = 0 \]  

74.2
The condition of equilibrium of forces is the following equation

\[ y'' = 0 \]  \hspace{1cm} 74.3

from which distance \( Y_e \), the distance of the equilibrium of forces can be calculated. The space-charge term \( \varrho_0 \) (see series expansion 7.35) figuring in 74.2 can be calculated similarly to the axially symmetric case (extending integration 34.4 to the rectangular beam cross section with height \( 2y \) and width \( W \))

\[ \varrho_0 = - \frac{I}{2\sqrt{2}\epsilon_0 W'y'\Phi} \frac{1}{y} \]  \hspace{1cm} 74.4

Substituting equation 74.4 into 74.2, equation

\[ y'' + \frac{1}{2\Phi} \left( - \frac{I}{2\sqrt{2}\epsilon_0 W'y'\Phi} \frac{1}{y} \right) \eta B^2 \eta CB\Phi \frac{1}{y} = 0 \]  \hspace{1cm} 74.5

yields the equation determining the equilibrium distance

\[ - \frac{I}{2\sqrt{2}\epsilon_0 W'y'\Phi} \frac{1}{y} + \eta B^2 - \eta CB\Phi \frac{1}{y} = 0 \]  \hspace{1cm} 74.6

in the previously given manner.

Equation 74.6 gives the induction required for the specified equilibrium distance

\[ B = \frac{1}{Y_e} \left[ \frac{C\Phi}{2} + \left( \frac{C^2\Phi^2}{4} + \frac{Y_e I}{2\sqrt{2}\epsilon_0 \eta B^2 W'y'\Phi} \right)^{1/2} \right] \]  \hspace{1cm} 74.7

Equation 74.7 is one of the dimensioning final formulae.
The equilibrium distance can be calculated from equation 74.6

\[ Y_e = \frac{I}{2\sqrt{2}\epsilon_0 \eta B^2 W'y'\Phi} + \frac{C\Phi}{B} \]  \hspace{1cm} 74.8

Finally, the general solution of the inhomogeneous linear differential equation 74.5 with initial conditions 19.19, 19.20 is

\[ y = \left( y_0 - \frac{P}{\omega^2} \right) \cos \left[ \omega(z - z_0) \right] + \frac{y_0'}{\omega} \sin \left[ \omega(z - z_0) \right] + \frac{P}{\omega^2} \]  \hspace{1cm} 74.9

In equation 74.9

\[ \omega^2 = \frac{\eta B^2}{2\Phi} \]  \hspace{1cm} 74.10

\[ p = \frac{I}{4\sqrt{2}\epsilon_0 W'y'\Phi^{3/2}} + \frac{\eta CB}{2} \]  \hspace{1cm} 74.11

By the second dimensioning formula 74.9, the maximum and minimum diameters of the beam can be determined.
Note

(i) The Note given with regard to the axially symmetric case is also valid here, and the substitution $B_0 = B$ must be made in equations 74.7, 74.8 and 74.11.

(ii) As a consequence of the existence of exact solution of equation 74.5, the equation analogous with 73.24 does not appear, since the original initial conditions have been used.

(B) BRILLOUIN FOCUSING

A frequently used but somewhat more cumbersome method for focusing of electron beams is the Brillouin focusing method. In case of this method the beam bounded by an edge trajectory with a horizontal tangent is led to a homogeneous magnetic field of $z$ direction, which increases by leaps from zero field strength before the point of entrance to the required constant field strength. The beam passes without spreading in this field, if the induction of the homogeneous field is appropriate. The focusing magnetic field (Brillouin field) is stated to be more difficult to realise than the previous homogeneous magnetic field, since its realisation is theoretically impossible and in practice it is more difficult. Moreover, Brillouin focusing is a special case of the homogeneous field focusing, and will be discussed separately [62, 82] on account of its importance and in order to gain knowledge surpassing that gained with regard to homogeneous field focusing.

Over and above, the ideal Brillouin focusing, the effect of two factors which occur in practical cases, will be treated.

In the first case it is assumed that the induction distribution required for Brillouin focusing has been realised. However, setting of the electron gun, or more generally the previous trajectory of the beam, satisfying the initial conditions required for focusing, has not been realised. Investigation of this problem is of significant practical importance, since Brillouin focusing is used fairly frequently. In view of the fact that Brillouin focusing forms a special case of homogeneous field focusing as discussed in the preceding section, this problem may be considered as solved, with the solution given there pertaining to the general initial conditions.

In the second case, we are dealing with investigation of an interesting problem. The abruptly changing induction field necessary for Brillouin focusing cannot be realised in practice. (It is theoretically non-existent due to equation 1.4.) Focusing occurs also in the induction field increasing continuously. Functional relations fairly arbitrary with regard to the induction are permissible in the transition region, ensuring adaptability to practical course [59, 63, 108].

75. AXIALLY SYMMETRIC BEAM

Motion of the electrons is investigated in a field wherein the following conditions are valid

\[ \Phi = \text{constant}, \quad 0 \leq z \]
\[ B = 0, \quad z \leq 0 \]
\[ B = \text{constant}, \quad 0 < z \]
\[ A = \frac{1}{2} Br \]

The induction field determined by equations 75.2, 75.3 is shown in figure VI.1.
Initial conditions are

\[ r(0) = R_0; \quad \dot{z}(0) = 0 \]
and taking these into consideration, equations 18.10, 18.12, 18.22 and 18.23 become

\[ C = 0 \]

\[ r - r^2 = \frac{\partial \varphi}{\partial r} - \eta \dot{x} B r \]

\[ \dot{x} = \frac{\eta}{2} B \]

\[ \ddot{z} = 0 \]

Our aim is that after their entry, the edge electrons of the beam (in the meridian plane) should move parallel to axis \( z \), and therefore the conditions

\[ \dot{r} = 0 ; \quad \ddot{r} = 0 \]

should be valid. The second term of condition 75.10 is applied to equation 75.7 and simultaneously equation 75.8 is substituted. After rearrangement

\[ \frac{\partial \varphi}{\partial r} = \frac{\eta}{4} B^2 r \]

to give

\[ \int_{\phi}^{\varphi} d\varphi = \frac{\eta}{4} B^2 \int_{0}^{r} r dr \]

After integration

\[ \varphi = \Phi + \frac{\eta}{8} B^2 r^2 \]
In our case, since
\[
\frac{\partial \varphi}{\partial z} = 0 \tag{75.14}
\]
equation 5.11 assumes the following form
\[
\frac{\partial^2 \varphi}{\partial r^2} + \frac{1}{r} \frac{\partial \varphi}{\partial r} = -\frac{1}{\varepsilon_0} \varrho \tag{75.15}
\]
The derivatives necessary for 75.15 are determined from equation 75.13
\[
\frac{1}{r} \frac{\partial \varphi}{\partial r} = \frac{\eta}{4} B^2 ; \quad \frac{\partial^2 \varphi}{\partial r^2} = \frac{\eta}{4} B^2 \tag{75.16}
\]
Substituting equation 75.16 into 75.15, and expressing \( \varrho \) we obtain
\[
\varrho = -\frac{1}{2} \varepsilon_0 \eta B^2 \tag{75.17}
\]
We now write the energy equation, taking into account that \( r = 0 \)
\[
r^2 \ddot{z}^2 + \dot{z}^2 = 2 \eta \varphi \tag{75.18}
\]
Using equations 75.8 and 74.13
\[
r^2 \frac{\eta^2}{4} B^2 + \dot{z}^2 = 2 \eta \varphi + \frac{\eta^2}{4} B^2 r^2 \tag{75.19}
\]
wherefrom
\[
\dot{z}^2 = 2 \eta \varphi \tag{75.20}
\]
Only the axial component of the current density is taken into account
\[
\mathbf{j}_z = \varrho \dot{z} \tag{75.21}
\]
Equations 75.17 and 75.20 are substituted into 75.21
\[
\mathbf{j}_z = -\frac{1}{2} \varepsilon_0 \eta B^2 (2 \eta \varphi)^{1/2} \tag{75.22}
\]
The beam current is determined by integration of the current density (from 34.4)
\[
I = -\mathbf{j}_z \pi R_0^2 \tag{75.23}
\]
Expressing \( \mathbf{j}_z \) from equation 75.23 and substituting into 75.22
\[
-\frac{I}{\pi R_0^2} = -\frac{1}{2} \varepsilon_0 \eta B^2 (2 \eta \varphi)^{1/2} \tag{75.24}
\]
\( B^2 \) is expressed from equation 75.24
\[
B^2 = \frac{\varphi^2 I}{\pi \varepsilon_0 \gamma^{3/2} R_0^3 \Phi^{1/2}} \tag{75.25}
\]
Equation 75.25 represents the final dimensioning formula. Thus, the current $I$ flowing in the beam, the beam voltage $\Phi$ and the beam radius $R_0$ are given. If it is desired that the beam should not spread, a homogeneous induction field calculated from equation 75.25 should be used.

Solution of the reversed problem can also be given. Let us express $R_0^2$ from equation 75.25

$$R_0^2 = \frac{\gamma^2 I}{\pi \epsilon_0 \eta^{3/2} \Phi^{1/2} B^2} \tag{75.26}$$

From equation 75.26 we can calculate the entrance condition at which the diameter of the given beam remains constant in the given homogeneous field.

Summarising the solutions of equations 75.7, 75.8, 75.9 (region $z > 0$)

$$r(t) = R_0 \tag{75.27}$$

$$x(t) = x_0 + \frac{1}{2} \eta B t \tag{75.28}$$

$$z(t) = (2 \eta \Phi^{1/2}) t \tag{75.29}$$

where conditions

$$x(0) = x_0; \quad z(0) = 0 \tag{75.30}$$

are used.

Note

(i) Due to equation 75.8, angular velocity of the electrons is independent of $r$. The electron beam rotates as a solid cylinder.

(ii) Brillouin focusing may exist also in case of other induction distributions. Two things are important: the induction on the axis is constant beyond the position of entrance; at the point of entrance (and thereafter also) $C$ equals zero.

Example

$$\Phi = 1000 \text{ V}; \quad I = 10^{-2} \text{ A}; \quad R_0 = 10^{-3} \text{ m}$$

Calculated from equation 75.25

$$B = 147 \times 10^{-4} \text{ V s/m}^2$$

76. PLANE-SYMMETRIC BEAM

Motion of the electrons is investigated, in a similar way to the axially symmetric case

$$\Phi = \text{constant}, \quad 0 \leq z \tag{76.1}$$

$$B = 0, \quad z \leq 0 \tag{76.2}$$

$$B = \text{constant}, \quad 0 < z \tag{76.3}$$

$$A = -By \tag{76.4}$$

The induction field determined by equations 76.2 and 76.3 is shown in figure VI.1 (see § 75).
The initial conditions are
\[ x(0) = 0 ; \quad y(0) = Y_0 \]
with which the respective equations of motion according to § 19 are the following
\[ C = 0 \]
\[ \dot{x} = -\eta By \]
\[ \ddot{y} = \eta \frac{\partial q}{\partial y} + \eta B \dot{x} \]
\[ \ddot{z} = 0 \]

The edge electrons in the meridian plane of the beam move parallel to the z axis, thus conditions
\[ \dot{y} = 0 ; \quad \ddot{y} = 0 \]
are valid. Now the second term of equation 76.10 is applied to equation 76.8. Equation 76.7 is substituted and integrated. After the integration we have
\[ q = \Phi + \frac{\eta}{2} B^2 y^2 \]

Due to
\[ \frac{\partial q}{\partial z} = 0 \]
equation 7.7 assumes the following form
\[ \frac{\partial^2 q}{\partial y^2} = -\frac{1}{\varepsilon_0} \varepsilon \]
The derivative necessary for equation 76.13 is determined from 76.11. Substituting and expressing \( \varepsilon \)
\[ \varepsilon = -\varepsilon_0 \eta B^2 \]
Taking into account that \( \dot{y} = 0 \), the energy equation becomes
\[ x^2 + \dot{z}^2 = 2 \eta \Phi \]
Using 76.7 and 76.11
\[ \dot{z}^2 = 2 \eta \Phi \]

Here, too, only the axial component of the current density is taken into account
\[ j_z = \varepsilon \dot{z} \]
Equations 76.14 and 76.16 are substituted into 76.17
\[ j_z = -\varepsilon_0 \eta B^2 (2\gamma \Phi)^{1/2} \]
76.18

In the same manner as the foregoing, the beam current is determined by integration of the current density. Using the already known notations, we have
\[ I = -j_z 2Y_0 W \]
76.19

Using 76.19, from 76.18 we obtain
\[ B^2 = \frac{I}{2\gamma^2 \varepsilon_0 \eta^{3/2} Y_0 \Phi^{1/2} W} \]
76.20

Equation 76.20 forms the final dimensioning formula. Given are the beam current per unit length \( I/W \), the beam voltage \( \Phi \) and the half height \( Y_0 \) of the beam. If we require that the beam should not spread, the homogeneous induction field calculable from equation 76.20 is to be used.

For solution of the reversed problem, \( Y_0 \) is expressed from equation 76.20
\[ Y_0 = \frac{I}{2\gamma^2 \varepsilon_0 \eta^{3/2} \Phi^{1/2} B^2} \]
76.21

From equation 76.21 we are able to calculate the entrance condition under which the given beam remains at constant height in the given homogeneous field.

Now we summarise the solutions of equations 76.7, 76.8, 76.9
\[ x(t) = x_0 - \eta BY_0 t \]
76.22
\[ y(t) = Y_0 \]
76.23
\[ z(t) = (2\gamma \Phi)^{1/2} t \]
76.24

The conditions
\[ x(0) = x_0; \quad z(0) = 0 \]
76.25

are used for the solution.

Note

(i) Owing to equation 76.7, the velocity in the direction of \( x \) is dependent upon \( y \). The \( x \)-direction velocity of the electrons more remote from the basic plane is greater: the trajectories at various heights \( y \) slide one upon the other.

(ii) Note (i) referring to the axially symmetric case is valid here too, according to the meaning.

Example
\[ \Phi = 10000 \text{ V}; \quad I = 1 \text{ A}; \quad W = 10^{-3} \text{ m}; \quad Y_0 = 5 \times 10^{-4} \text{ m} \]

Calculated from 76.20
\[ B = 0.140 \text{ V s/m}^2 \]
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77. FOCUSING IN THE TRANSITION REGION OF A NON-IDEAL BRILLOUIN FIELD

(a) Axially symmetric case

Owing to practical reasons discussed at the beginning of Section (B), motions of the electrons are investigated in a field wherein the following conditions are valid

\[ \Phi = \text{constant} \quad 77.1 \]
\[ B = \frac{B_b}{1 + z^2/a^2}, \quad z \leq 0 \quad 77.2 \]
\[ B = B_b, \quad 0 \leq z \quad 77.3 \]
\[ A = \frac{1}{2} Br \quad 77.4 \]

The induction field determined by equations 77.2 and 77.3 is shown in figure VI.2.

The initial conditions are

\[ r(0) = R_0; \quad r'(0) = 0; \quad \dot{z}(t_0) = 0 \quad 77.5 \]
\[ A(z_0) = 0 \quad 77.6 \]

Among the initial conditions, 77.6 can be satisfied (with approximation) only if \( z_0 \) has a great negative value.
With the above conditions, equation of motion 21.14, with the space-charge term 73.11, is

\[ r'' + \frac{\eta B_z^2}{8\Phi (1 + z^2/a^2)} \frac{1}{r} - \frac{I}{4\sqrt{2} \pi \varepsilon_0 \sqrt{\gamma} \gamma \Phi^3} \frac{1}{r} = 0 \]  
77.7

A new dependent variable is introduced

\[ r = R_0 R \]  
77.8

With 77.8, equation 77.7 becomes

\[ R'' + \frac{\eta B_z^2}{8\Phi (1 + z^2/a^2)} R - \frac{I}{4\sqrt{2} \pi \varepsilon_0 \sqrt{\gamma} \gamma R_0^2 \gamma \Phi^3} = 0 \]  
77.9

A new independent variable is introduced

\[ z = ax \]  
77.10

With 77.10, equation 77.9 becomes

\[ R'' + \frac{\eta \alpha^2}{8\Phi (1 + x^2)} \frac{B_z^2}{R} - \frac{\alpha^2 I}{4\sqrt{2} \pi \varepsilon_0 \sqrt{\gamma} R_0^2 \gamma \Phi^3} = 0 \]  
77.11

Finally, with introduction of the abbreviations

\[ \alpha* = \frac{\eta \alpha^2 B_z^2}{8\Phi}; \quad \beta* = \frac{\alpha^2 I}{4\sqrt{2} \pi \varepsilon_0 \sqrt{\gamma} R_0^2 \gamma \Phi^3} \]  
77.12

the following equation is obtained

\[ R'' + \frac{\alpha^*}{(1 + x^2)} R - \frac{\beta^*}{R} = 0 \]  
77.13

If for \( B_z^2 \) appearing in equation 77.13 the induction according to equation 75.25, i.e. the induction for Brillouin focusing is chosen, then \( \alpha^* = \beta^* \). In this case equation 77.13 becomes

\[ R'' + \frac{\alpha^*}{(1 + x^2)} R - \frac{\alpha^*}{R} = 0 \]  
77.14

The solution of this equation is given in the paper [129]. A distorted-scale qualitative picture of the solution is shown in figure VI.3. In the figure, the position of the smallest beam radius is \( z_m \), while \( R_m \) represents the smallest beam radius.

According to the solution, the ratio of \( z_m/a \) is a value closely approaching zero, independently of the value of \( \alpha^* \), while the ratio of \( R_m/R_0 \) is a value approaching unity. The ratio of \( z_m/a \) shows that the minimum cross section of the beam appears at the end of the transition region, immediately adjacent to the position of the maximum induction. The ratio of \( R_m/R_0 \) demonstrates that the diameter of the beam does not vary to any appreciable extent in the transition region, therefore the use of the paraxial space-charge term 73.11 is justified.
(b) Plane-symmetric case

The relevant conditions are

\[ \Phi = \text{constant} \quad 77.15 \]
\[ B = \frac{B_0}{1 + \frac{z^2}{a^2}}, \quad z \leq 0 \quad 77.16 \]
\[ B = B_0, \quad 0 \leq z \quad 77.17 \]
\[ A = -B_y \quad 77.18 \]

Figure VI.2 illustrates the induction field. The initial conditions are

\[ \dot{x}(t_0) = 0; \quad y(0) = Y_0; \quad y'(0) = 0 \quad 77.19 \]
\[ A(z_0) = 0 \quad 77.20 \]

Equation 77.20 is approximately satisfied for a high negative value of \( z_0 \). Substituting the space-charge term 74.4 into equation of motion 22.13 we have

\[
y'' + \frac{\eta}{2\Phi} \frac{B_0^2}{1 + \frac{z^2}{a^2}} y - \frac{I}{4\sqrt{2} \varepsilon_0 \gamma W \Phi^{3/2}} = 0 \quad 77.21
\]

With the dependent and independent variables

\[ y = Y_0 Y; \quad z = ax \quad 77.22 \]

and the abbreviations

\[ x_1 = \frac{\eta a^2}{2\Phi} B_0^2; \quad \beta_1 = \frac{a^2 I}{4\sqrt{2} \varepsilon_0 \gamma W Y_0 \Phi^{3/2}} \quad 77.23 \]
the new form of equation 77.21 is

\[ Y'' + x_1 \frac{1}{(1 + x^2)^2} Y - \beta_1 = 0 \]  

Choosing for \( B_0 \) the induction required for Brillouin focusing calculable from 76.20, \( x_1 = \beta_1 \) is yielded, giving

\[ Y'' + x_1 \frac{1}{(1 + x^2)^2} Y - x_1 = 0 \]  

Solution of the homogeneous equation pertaining to equation 77.25 [Chapter I: 96, 97] is

\[ Y = c_1 (1 + x^2)^{1/2} \cos \left[ (1 + x_1)^{1/2} \arctan x \right] + \\
+ c_2 (1 + x^2)^{1/2} \sin \left[ (1 + x_1)^{1/2} \arctan x \right] \]

For the solution of the inhomogeneous equation 77.25 (Lagrange’s method), the following two quadratures must be performed [Chapter I: 154]

\[ c_1' = - \frac{x_1}{(1 + x_1)^{1/2}} (1 + x^2)^{1/2} \sin \left[ (1 + x_1)^{1/2} \arctan x \right] \]

\[ c_2' = \frac{x_1}{(1 + x_1)^{1/2}} (1 + x^2)^{1/2} \cos \left[ (1 + x_1)^{1/2} \arctan x \right] \]

Substituting the solutions of equations 77.27 and 77.28 into equation 77.26, we obtain (with the aid of an addition) the general solution of equation 77.25, which solution gives access to the edge trajectory as a function of the auxiliary variable \( x_1 \) contained therein.

(C) FOCUSING BY PERIODIC MAGNETIC FIELD

The most frequently employed, and also the most complicated method of the maintenance of electron beams is focusing by periodic magnetic field. In case of this method of focusing the beam bounded by the edge trajectory having a horizontal tangent is led into a magnetic field whose axis induction is a given periodic function of \( z \). The axis induction is zero before the point of emergence. The trajectory of the edge electron and therefore the beam is rippled in the field thus chosen. In practice we endeavour to obtain a minimum ripple and that the maximum distance of the beam edge from the plane \( z \) or from axis \( z \) should be below a predetermined value. In the first case the beam moves in a space section limited by two parallel planes, and in the second case in a space section limited by a cylindrical surface.

In accordance with the introductory part of this chapter, paraxiality is valid in the case of magnetic focusing. Therefore, in microwave applications the beam used must be considered a thick beam as referred to the minimum internal dimension of the slow-wave structure. The thick beam is in good interaction with the field travelling along the slow-wave structure, resulting in excellent high-frequency operation.
78. AXIALLY SYMMETRIC BEAM

In the following we shall investigate the beam-forming effect of the periodic magnetic field, in a field corresponding to the following conditions:

\[ \Phi = \text{constant}, \quad 0 \leq z \quad 78.1 \]
\[ B = 0, \quad z \leq 0 \quad 78.2 \]
\[ B = \hat{B} \cos \left( \frac{2\pi}{L} z \right), \quad 0 < z \quad 78.3 \]

The induction field determined by equations 78.2 and 78.3 is shown in figure VI.4.

![Diagram of magnetic field](image)

*Figure VI.4*

The initial conditions are

\[ r(0) = R_0; \quad r'(0) = 0; \quad \dot{z}(0) = 0 \quad 78.4 \]

With consideration of the above conditions, equations 21.6 and 21.14 become

\[ C = 0 \quad 78.5 \]
\[ \Phi r'' + \left[ \frac{1}{4\varepsilon_0} \varepsilon_0 + \frac{\mu \hat{B}^2}{8} \cos^2 \left( \frac{2\pi}{L} z \right) \right] r = 0 \quad 78.6 \]

The expression of \( \varepsilon_0 \) appearing in equation 78.6 is chosen in accordance with equation 73.11 and substituted

\[ \Phi r'' + \frac{\mu \hat{B}^2}{8} \cos^2 \left( \frac{2\pi}{L} z \right) r - \frac{I}{4\varepsilon_0 \gamma \eta \mu_0} \frac{1}{r} = 0 \quad 78.7 \]
Equation 78.7 forms the basic equation for the focusing of axially symmetric electron beams by spatially periodic magnetic field, taking into consideration the discussed simplifications.

A new dependent variable is introduced

\[ r = R_0 R \]  

78.8

After transformation equation 78.7 yields

\[ R'' + \frac{\eta \dot{B}^2}{8\Phi} \cos^2 \left( \frac{2\pi}{L} z \right) R - \frac{I}{4\sqrt{2\pi} \varepsilon_0 \sqrt{\eta} R_0^2 \Phi^3} \frac{1}{R} = 0 \]  

78.9

Using the relation

\[ \cos^2 \left( \frac{2\pi}{L} z \right) = \frac{1}{2} + \frac{1}{2} \cos \left( \frac{4\pi}{L} z \right) \]  

78.10

equation 78.9 becomes

\[ R'' + \frac{\eta \dot{B}^2}{16\Phi} \left[ 1 + \cos \left( \frac{4\pi}{L} z \right) \right] R - \frac{I}{4\sqrt{2\pi} \varepsilon_0 \sqrt{\eta} R_0^2 \Phi^3} \frac{1}{R} = 0 \]  

78.11

We now introduce the new independent variable

\[ x = \frac{2\pi}{L} z \]  

78.12

Equation 78.11 becomes

\[ R'' + \frac{L^2}{4\pi^2} \frac{\eta \dot{B}^2}{16\Phi} (1 + \cos 2x) R - \frac{L^2}{4\pi^2} \frac{I}{4\sqrt{2\pi} \varepsilon_0 \sqrt{\eta} R_0^2 \Phi^3} \frac{1}{R} = 0 \]  

78.13

Using the abbreviations

\[ \alpha^* = \frac{L^2}{4\pi^2} \frac{\eta \dot{B}^2}{16\Phi} \]  

78.14

\[ \beta^* = \frac{L^2}{4\pi^2} \frac{I}{4\sqrt{2\pi} \varepsilon_0 \sqrt{\eta} R_0^2 \Phi^3} \]  

78.15

the differential equation

\[ R'' + \alpha^* (1 + \cos 2x) R - \beta^* \frac{1}{R} = 0 \]  

78.16

appears. The initial conditions referred to function \( R(x) \) are

\[ R(0) = 1 ; \quad R'(0) = 0 \]  

78.17
The solutions of the differential equation 78.16 have been investigated with the help of a computer as functions of parameters $\alpha^*$ and $\beta^*$ and it has been found that among the solutions, the smallest deviation from the function

$$R_1(x) = 1$$  \hspace{1cm} 78.18

appeared, where

$$\alpha^* = \beta^*$$  \hspace{1cm} 78.19

From the focusing aspect this condition is natural, since in this case the edge of the beam has minimum ripple. Substituting equations 78.14 and 78.15 into 78.19 and expressing $\hat{B}^2$

$$\hat{B}^2 = \frac{2y^2 I}{\pi \varepsilon_0 \eta^{3/2} R_0^2 \Phi^{1/2}}$$  \hspace{1cm} 78.20

Equation 78.20 represents one of the dimensioning final formulae. Thus, current $I$ flowing in the beam, beam voltage $\Phi$ and the initial beam radius $R_0$ are given values. If it is desired to reduce the beam ripple, the peak value of the axis induction is to be calculated from equation 78.20.

For the determination of the induction the period $L$ is still unknown. In order to find the equation yielding the period $L$, equation 78.16 is to be linearised. A new dependent variable is introduced

$$y = R_0 R - R_0$$  \hspace{1cm} 78.21

where $y \ll R_0$, which follows from equations 78.8 and 78.18

$$y'' + \alpha^*(1 + \cos 2x) (R_0 + y) - \beta^* \frac{R_0}{1 + \frac{y}{R_0}} = 0$$  \hspace{1cm} 78.22

Using the series expansion

$$\frac{1}{1 + \frac{y}{R_0}} = 1 - \frac{y}{R_0} + \frac{y^2}{R_0^2} - \ldots$$  \hspace{1cm} 78.23

and disregarding the powers of $y/R_0$ higher than the first equation, 78.22 becomes (after rearrangement)

$$y'' + (\alpha^* + \beta^* + \alpha^* \cos 2x)y = R_0(\beta^* - \alpha^*) - \alpha^* R_0 \cos 2x$$  \hspace{1cm} 78.24

Introducing the notations taking into account the condition 78.19

$$a = \alpha^* + \beta^* = 2\alpha^*$$  \hspace{1cm} 78.25

$$2q = \alpha^*$$  \hspace{1cm} 78.26

the following equation is produced

$$y'' + (a + 2q \cos 2x)y = -2R_0 q \cos 2x$$  \hspace{1cm} 78.27
After transformation, an inhomogeneous Mathieu differential equation appears, as the linearised form of the differential equation 78.16. The right-hand side of the equation may be disregarded, since the coefficient $2R_0q$ amounts to approximately one-thousandth part of the other coefficients. Disregarding the excitation term [4, 9], the solution of equation 78.27 is

$$y(x) = c_1 \cos m(x, -q) + c_2 \sin m(x, -q)$$

where $m = 2n$ or $m = 2n - 1$.

It is obvious that only bounded solutions can be considered as solutions of the differential equation. Considering equations 78.14, 78.15, 78.19 and assuming the potential $\Phi$ as positive, the following appear

$$a > 0; \quad q > 0$$

$$a = 4q$$

Equation 78.28 forms a solution only if the parameters appearing therein are of appropriate value. Therefore, the values of the parameters $a$ and $q$ are chosen so that the solution be bounded. On account of equation 78.30 $a$ and $q$ cannot be chosen independently of each other. Plotting the straight line given by equation 78.30 into the stability diagram of the Mathieu functions (figure V.16) a multitude of intersection points with the characteristic curves appears. The straight sections between two intersection points within the stability region give the related values of $a$ and $q$ which may be chosen for the bounded solution. The two first stability regions determined in this manner are given in figure VI.5.
In practice $q$ and therefore $a$ are chosen in the first stability region. Using equations 78.15, 78.19, 78.26 we obtain

$$L^2 = \frac{32\sqrt{2\pi^3 e_0}}{3} \frac{R_0^3}{I} q$$  \hspace{1cm} (78.31)

Equation 78.31 represents the second dimensioning final formula. Therefore, the current $I$ flowing in the beam, the beam potential $\Phi$ and the initial beam radius $R_0$ are given, and similarly the value of $q$ is determined from the stability diagram. If it is required that the edge electron trajectory of the beam should be bounded, the period of the axis induction must be calculated from equation 78.31.

It has been seen that there exists a relation between the parameters. With knowledge of $q$ and with the help of equations 78.14, 78.25, 78.30, the following equations are obtained

$$0 \leq \frac{L^2 \dot{B}^2}{\Phi} \leq 14.3 \times 10^{-10}$$  \hspace{1cm} (78.32)

$$22.9 \times 10^{-10} \leq \frac{L^2 \dot{B}^2}{\Phi} \leq 70.2 \times 10^{-10}$$  \hspace{1cm} (78.33)

The formulae 78.32 and 78.33 can be advantageously used for dimensioning, since they show the permissible limits when choosing $L$ and $\dot{B}$.

Example

$\Phi = 1000$ V;
$I = 10^{-2}$ A;
$R_0 = 10^{-2}$ m;
$q = 6 \times 10^{-2}$

Calculated from 78.20 and 78.31

$\dot{B} = 208 \times 10^{-4}$ V s/m$^2$;
$L = 31.4 \times 10^{-1}$ m

79. PLANE-SYMMETRIC BEAM

As in the case of axial symmetry, we start from the following conditions

$$\Phi = \text{constant}, \quad 0 \leq z$$  \hspace{1cm} (79.1)

$$B = 0, \quad z \leq 0$$  \hspace{1cm} (79.2)

$$B = \dot{B} \cos \frac{2\pi}{L} z, \quad 0 < z$$  \hspace{1cm} (79.3)

The induction field determined with the help of equations 79.2 and 79.3 is given in figure VI.4 (§ 78).
The initial conditions are

\[ y(0) = Y_0; \; y'(0) = 0; \; x(0) = 0 \] 79.4

Using the above, the equations of motion become the following (see §22)

\[ C = 0 \] 79.5

\[ \phi y'' + \left[ \frac{1}{2 \varepsilon_0} \varepsilon_0 + \frac{\eta B^2}{2} \cos^2 \left( \frac{2 \pi}{L} z \right) \right] y = 0 \] 79.6

The expression of \( \varepsilon_0 \) given in 74.4 is substituted into equation 79.6

\[ \phi y'' + \frac{\eta B^2}{2} \cos^2 \left( \frac{2 \pi}{L} z \right) y - \frac{I}{4 \sqrt{2 \varepsilon_0} \eta W} \Phi = 0 \] 79.7

Equation 79.7 is the basic equation of plane-symmetric electron beam focusing by spatially periodic magnetic field.

Using equation 78.10, with the dependent and independent variables

\[ y = Y_0 Y; \; x = \frac{2 \pi}{L} z \] 79.8

and the abbreviations

\[ \alpha^* = \frac{L^2}{4 \pi^2} \frac{\eta \dot{B}^2}{4 \Phi} \] 79.9

\[ \beta^* = \frac{L^2}{4 \pi^2} \frac{I}{4 \sqrt{2 \varepsilon_0} \eta Y_0 W \Phi^3} \] 79.10

the differential equation

\[ Y'' + \alpha^*(1 + \cos 2x) Y - \beta^* = 0 \] 79.11

is obtained. The initial conditions for the function \( Y(x) \) are

\[ Y(0) = 1; \; Y'(0) = 0 \] 79.12

The solutions of the differential equation 79.11 as function of \( \alpha^* \) and \( \beta^* \) have been investigated with the help of computers, and similarly to the axially symmetric case it has been found that the solutions deviating least from the function

\[ Y(x) = 1 \] 79.13

are those where

\[ \alpha^* = \beta^* \] 79.14

With the help of equations 79.9 and 79.10 the peak value of the induction on the axis is obtained from equation 79.14

\[ \dot{B}^2 = \frac{I}{\sqrt{2 \varepsilon_0} \eta^{3/2} Y_0 W \Phi^{1/2}} \] 79.15
Equation 79.15 is one of the final dimensioning formulae. The beam current for unit length $I/W$, the beam voltage $\Phi$ and the initial height $Y_0$ of the beam are given. The peak value of the axis induction pertaining to the minimum ripple of the beam is calculated from equation 79.15.

Similarly to the axially symmetric case, using the transformation ($u \ll Y_0$)

$$u = Y_0 Y - Y_0$$

and the notations

$$a = x^*$$

$$2q = x^*$$

the still unknown period is obtained from Mathieu's differential equation

$$u'' + (a + 2q \cos 2x)u = -2Y_0q \cos 2x$$

disregarding the negligible excitation term. The form of the solution of equation 79.19 is identical to that of equation 78.28. The bounded solutions are in the stability region, for positive $a$ and $q$ pertaining to positive potential $\Phi$, as points of the straight line

$$a = 2q$$

derived from equation 79.14 as shown in figure VI.6.

By using equations 79.10, 79.14 and 79.18

$$L^2 = \frac{32\sqrt{2} \pi^2 \varepsilon_0 \eta \sqrt{WY_0} \Phi_3}{I} q$$
Equation 79.21 is the other dimensioning final formula, from which the period of the induction on the axis can be calculated. From the relation between the parameters, if \( q \) is known, the following equations are obtained with the help of equations 79.9, 79.17 and 79.20

\[
0 < \frac{L^2 \dot{B}^2}{\Phi} \leq 5.92 \times 10^{-10} \tag{79.22}
\]

\[
15.8 \times 10^{-10} \leq \frac{L^2 \dot{B}^2}{\Phi} \leq 33.2 \times 10^{-10} \tag{79.23}
\]

**Example**

\( \Phi = 10 \, 000 \, V; \)

\( I = 1 \, A; \)

\( W = 10^{-3} \, m; \)

\( Y_0 = 5 \times 10^{-4} \, m; \)

\( q = 0.11 \)

Calculated from 79.15 and 79.21

\( \dot{B} = 0.147 \, V \, s/m^2; \)

\( L = 9.5 \times 10^{-3} \, m \)

(D) FOCUSING BY SIMULTANEOUSLY ACTING PERIODIC ELECTRIC AND PERIODIC MAGNETIC FIELDS

Numerous obstacles appear in the maintenance of beams of maximum power. In the case of periodic electric focusing the period is small and the focusing potential is high; in the case of periodic magnetic focusing the period is also small, slightly larger than that required for periodic electric focusing, and peak induction is large. These all present various difficulties such as electric breakdown, leakage conductance, technological problems due to small dimensions, overheating, large fringe fields, etc., the elimination of which can be achieved with the help of focusing by simultaneously acting periodic electric and periodic magnetic fields. When comparing the results yielded by the following discussions, with the corresponding results of periodic electric and magnetic focusing, the following can be established: beams of higher power can be employed; for a beam of given power a lower focusing potential and a lower peak induction is required; the focusing stability regions are broader.

The beam power can be increased also by using other focusing methods (see Section II).

80. AXIALLY SYMMETRIC BEAM

In view of the statements given above we will now investigate the focusing performed with the help of simultaneously acting periodic electric and periodic magnetic fields. The focusing field may be characterised by the following condition

\[
\kappa = \frac{L^2 I}{4\sqrt{2}\pi^2 \varepsilon_0 \eta^{1/2} U^{3/2} R_0^2} \tag{80.1}
\]

which is identical to equation 85.3 and has been derived from the conditions of the parallel flow, moreover

\[
\Phi = U(1 + \kappa) = \text{constant} , \quad z \leq 0 \tag{80.2}
\]
\[ \Phi = U(1 + x \cos npz) , \quad 0 < z \leq 0 \]

\[ B = 0 , \quad 0 < z \leq 0 \]

\[ B = \dot{B} \cos pz , \quad 0 < z \leq 0 \]

therefore the period of the electric field is \( n \)-times that of the magnetic field (\( n \) being an integer). The initial conditions are

\[ r(0) = R_0 ; \quad r'(0) = 0 ; \quad z(0) = 0 \]

In view of the initial conditions 80.6, \( C = 0 \). Substituting equation 73.11 transformed by 23.18 into equation 24.19 (the transformed equation of 21.14 where \( R' \) is absent), and using the notation \( r \) instead of \( R \) appearing in 24.19, we obtain

\[ r'' + \left( \frac{3}{16} \frac{\Phi'^2}{\Phi^2} + \frac{\eta B^2}{8\Phi} - \frac{I}{4\sqrt{2} \pi \varepsilon_0 \eta^{1/2} \Phi^{3/2}} \right) r = 0 \]

The space-charge term appearing in equation 80.7 may be considered constant: on the one hand we seek solutions in which \( r \) varies to a small degree only, while on the other hand we may write \( U \) instead of \( \Phi \), since the axis potential fluctuates about \( U \). In consideration of the foregoing, equation 80.7 becomes

\[ r'' + \left( \frac{3}{16} \frac{\Phi'^2}{\Phi^2} + \frac{\eta B^2}{8\Phi} - \frac{I}{4\sqrt{2} \pi \varepsilon_0 \eta^{1/2} U^{3/2} R_0^3} \right) r = 0 \]

In equation 80.8 the space-charge density assumed as constant is expressed with the help of \( R_0 \) pertaining to the point of entrance.

In view of the fact that \( x < 1 \), using the approximations (and known trigonometrical transformations)

\[ \Phi^2 \approx U^2 (1 + 2x \cos npz) \]

\[ \Phi^{-1} \approx U^{-1} (1 - x \cos npz) \]

\[ \Phi^{-2} \approx U^{-2} (1 - 2x \cos npz) \]

the new form of equation 80.8 is

\[ r'' + \left( \frac{3x^2n^2p^2}{32} - \frac{3x^2n^2p^2}{16} \cos npz - \frac{3x^2n^2p^2}{32} \cos npz + \right. \]

\[ \left. + \frac{3x^2n^2p^2}{16} \cos 2nz \cos npz + \frac{\eta \dot{B}^2}{16U} - \frac{\eta x \dot{B}^2}{16U} \cos npz + \right. \]

\[ \left. + \frac{\eta \dot{B}^2}{16U} \cos 2pz - \frac{\eta x \dot{B}^2}{16U} \cos 2pz \cos npz - \right. \]

\[ \left. - \frac{I}{4\sqrt{2} \pi \varepsilon_0 \eta^{1/2} U^{3/2} R_0^3} \right) r = 0 \]
In equation 80.12 we may disregard the terms in which \( x^3 \) or \( \kappa B^2 \cos npz \) appear. Now

\[
r'' + \left( \frac{3x^2n^2p^2}{32} + \frac{\dot{\gamma}B^2}{16U} - \frac{3x^2n^2p^2}{32} \cos 2npz + \right. \\
\left. + \frac{\eta\dot{B}^2}{16U} \cos 2pz - \frac{I}{4\sqrt{2}\pi\varepsilon_0\eta^{1/2}U^{3/2}R_0^3} \right) r = 0 \tag{80.13}
\]

A new independent variable is introduced

\[ x = pz \tag{80.14} \]

and equation 80.13 becomes

\[
r'' + \left( \frac{3x^2n^2}{32} + \frac{\dot{\gamma}B^2}{16p^2U} - \frac{3x^2n^2}{32} \cos 2nx + \right. \\
\left. + \frac{\eta\dot{B}^2}{16p^2U} \cos 2x - \frac{I}{4\sqrt{2}\pi\varepsilon_0\eta^{1/2}U^{3/2}p^2R_0^3} \right) r = 0 \tag{80.15}
\]

A new dependent variable is introduced

\[ r = R_0 + R_0y; \quad y \ll 1 \tag{80.16} \]

Using equations 80.16, 80.15 yields the following equation

\[
y'' + \left( \frac{3x^2n^2}{32} + \frac{\dot{\gamma}B^2}{16p^2U} + \frac{\dot{\gamma}B^2}{16p^2U} \cos 2x - \frac{3x^2n^2\cos nx}{32} - \right. \\
\left. \frac{I}{4\sqrt{2}\pi\varepsilon_0\eta^{1/2}U^{3/2}p^2R_0^3} \right) y + \frac{3x^2n^2}{32} + \frac{\eta\dot{B}^2}{16p^2U} + \\
\frac{\eta\dot{B}^2}{16p^2U} \cos 2x - \frac{3x^2n^2}{32} \cos nx - \\
\frac{I}{4\sqrt{2}\pi\varepsilon_0\eta^{1/2}U^{3/2}p^2R_0^3} = 0 \tag{80.17}
\]

With the notations

\[
\lambda_1 = \frac{3x^2n^2}{32} + \frac{\eta\dot{B}^2}{16p^2U} \tag{80.18}
\]

\[
\lambda_2 = \frac{\eta\dot{B}^2}{16p^2U} \tag{80.19}
\]

\[
\lambda_3 = -\frac{3x^2n^2}{32} \tag{80.20}
\]

\[
\lambda_4 = -\frac{I}{4\sqrt{2}\pi\varepsilon_0\eta^{1/2}U^{3/2}p^2R_0^3} \tag{80.21}
\]
equation 80.17 becomes
\[ y'' + (\lambda_1 + \lambda_2 \cos 2x + \lambda_3 \cos nx + \lambda_4)y + \lambda_1 + \lambda_2 \cos 2x + \lambda_3 \cos nx + \lambda_4 = 0 \]  
80.22

Equation 80.22 is an inhomogeneous Hill's equation. The general solution of the corresponding homogeneous equation [4, 9] is
\[ y_h(x) = K_1H_1^*(x) + K_2H_2^*(x) \]  
80.23

The expressions of the functions \(H_1^*(x)\) and \(H_2^*(x)\) are obtained in the following manner (the method of the solution is not dealt with separately)
\[ \lambda_1 + \lambda_4 = v^2 + l_{20}\lambda_2 + l_{30}\lambda_3 + l_{22}\lambda_2^2 + l_{33}\lambda_3^2 + l_{20,30}\lambda_2\lambda_3 + \ldots \]  
80.24
\[ H_1^*(x) = \cos vx + f_{20}(x)\lambda_2 + f_{30}(x)\lambda_3 + f_{22}(x)\lambda_2^2 + f_{33}(x)\lambda_3^2 + \ldots \]  
80.25

i.e. in case of \(\lambda_2 = \lambda_3 = 0\) the first linearly independent solution turns into the function \(\cos vx\). The constants \(l_{20}, l_{30}\) etc. (\(v\) is also a constant) are then determined, and thereafter the functions \(f_{20}(x), f_{30}(x)\), etc. Following differentiation and substitution we have
\[ -v^2 \cos vx + f''_{20}\lambda_2 + f''_{30}\lambda_3 + v^2 \cos vx + v^2f_{20}\lambda_2 + \]  
\[ + v^2 f_{30}\lambda_3 + l_{20} \cos vx\lambda_2 + l_{30} \cos vx\lambda_3 + \]  
\[ + \cos 2x \cos vx\lambda_2 + \cos nx \cos vx\lambda_3 + \ldots = 0 \]  
80.26

We have written the terms of equation 80.26 up to first order. From the coefficients of \(\lambda_2\) and \(\lambda_3\)
\[ f''_{20} + v^2f_{20} = \cos vx l_{20} - \cos vx \cos 2x \]  
80.27
\[ f''_{30} + v^2f_{30} = -\cos vx l_{30} - \cos vx \cos nx \]  
80.28

Investigation of equations 80.27 and 80.28 demonstrate that the constants \(l_{20}\) and \(l_{30}\) must be chosen with a value of zero, otherwise non-periodic solutions of the equations will appear (resonance). The solutions are
\[ f_{20}(x) = C_1 \cos vx + C_2 \sin vx - \frac{1}{4v} \left[ \cos \frac{2(v + 1)x}{2(v + 1)} + \right. \]  
\[ \left. + \cos \frac{2(v - 1)x}{2(v - 1)} \right] \cos vx - \frac{1}{4v} \left[ \sin \frac{2(v + 1)x}{2(v + 1)} + \sin 2x + \right. \]  
\[ + \left. \sin \frac{2(v - 1)x}{2(v - 1)} \right] \sin vx, \quad (v \neq 1) \]  
80.29
\[ f_{30}(x) = K_1 \cos vx + K_2 \sin vx - \frac{1}{4v} \left[ \cos \left( 2v + n \right)x + \frac{\cos \left( 2v - n \right)x}{2 - n} \right] \cos vx - \frac{1}{4v} \left[ \sin \left( 2v + n \right)x - \frac{\sin \left( 2v - n \right)x}{2 - n} \right] \sin vx, \quad (v \neq \frac{n}{2}) \neq \]

From the foregoing, retaining the terms required for the first linearly independent solution

\[ \lambda_1 + \lambda_4 \propto v^2 \]

\[ H_1^*(x) \propto \cos vx \left[ 1 - \frac{\lambda_2}{4v} \cos \left( 2v + 1 \right)x - \frac{\lambda_2}{4v} \cos \left( 2v - 1 \right)x - \frac{\lambda_3}{4v} \cos \left( 2v + n \right)x - \frac{\lambda_3}{4v} \cos \left( 2v - n \right)x \right] \]

For the second linearly independent solution, the series \(80.24\) and the series expansion

\[ H_2^*(x) = \sin vx + g_{20}(x)\lambda_2 + g_{30}(x)\lambda_3 + \ldots \]

are used. By a procedure corresponding to the foregoing, equations with structures identical to those of equations \(80.27\) and \(80.28\) are obtained, with the only difference that \(\sin vx\) is written instead of \(\cos vx\). The solutions are

\[ g_{20}(x) = C_1' \sin vx + C_2' \cos vx + \frac{1}{4v} \left[ \cos \left( 2v + 1 \right)x + \frac{\cos \left( 2v - 1 \right)x}{2 - 1} \right] \sin vx - \frac{1}{4v} \left[ \sin \left( 2v + 1 \right)x - \frac{\sin \left( 2v - 1 \right)x}{2 - 1} \right] \cos vx, \quad (v \neq 1) \]

\[ g_{30}(x) = K_1' \sin vx + K_2' \cos vx + \frac{1}{4v} \left[ \cos \left( 2v + n \right)x + \frac{\cos \left( 2v - n \right)x}{2 - n} \right] \sin vx - \frac{1}{4v} \left[ \sin \left( 2v + n \right)x - \frac{\sin \left( 2v - n \right)x}{2 - n} \right] \cos vx, \quad (v \neq \frac{n}{2}) \]
The second linearly independent solution is

\[ H_2^*(x) \approx \sin rx \left[ 1 - \frac{\lambda_2}{4v} \cos 2(v + 1)x + \frac{\lambda_2}{4v} \cos 2(v - 1)x + \right. \\
\left. + \frac{\lambda_3}{4v} \cos (2v + n)x + \frac{\lambda_3}{4v} \cos (2v - n)x \right] \]

80.36

The general solution with approximation of the homogeneous equation is now available. One solution of the inhomogeneous equation may be obtained on the pattern of the process for the homogeneous equation, or from the generally valid equation 82.14. Now, instead of the lengthy derivation, we refer to the paper [170] and on the basis of this we write the solution pertaining to the initial conditions

\[ y(0) = y_0 ; \quad y'(0) = y'_0 \]

80.37

One of the solutions of the inhomogeneous equation is provided by

\[ y_p(x) = \sum_{\mu=0}^{\infty} y_{\mu} \cos 2\mu x \]

80.38

The general solution is

\[ y(x) = \left[ y_0 - \sum_{\mu=0}^{\infty} y_{\mu} \left( \frac{H_2^*(x)}{H_2^*(0)} + y'_0 \frac{H_2^*(x)}{H_2^*(0)} + \sum_{\mu=0}^{\infty} y_{\mu} \cos 2\mu x \right) \right] \]

80.39

As it can be established from equations 80.32 and 80.36, the first two terms of equation 80.39 characterise the long-period rippling of the trajectory while the third term gives a short-period rippling with perturbational character. The nearly parallel flow occurs when the coefficients of the first two terms are equal to zero

\[ y_0 - \sum_{\mu=0}^{\infty} y_{\mu} = 0 ; \quad y'_0 = 0 \]

80.40

In equation 80.40, the second part is the already known natural condition, while from the first part the dimensioning condition

\[ \frac{3\pi^2n^2}{32} + \frac{\eta \hat{B}^2}{16\rho^2 U} = \frac{I}{4\sqrt{2\pi\varepsilon_0} \eta^{1/2} U^{3/2} \rho^2 R_0^3} \]

80.41

follows, i.e. generalisation of condition 78.19. The condition 80.41 gives the dimensioning formula for focusing by electric field in case of \( \hat{B} = 0 \), while in case of \( \pi = 0 \) the dimensioning formula for magnetic field focusing is given. The left-hand side of equation 80.41 is identical to the left-hand side of equation 78.15, from which it follows that for a beam of given power, a lower focusing potential or lower peak induction is required. When multiplying equation 80.41 by \( p^2 \) it will be seen that at very small periods the electric field carries the decisive role in the condition for the parallel flow, and the effect of the magnetic field can increasingly be disregarded.

The work [170] demonstrates that broader stability regions pertain to the discussed focusing method.

81. PLANE-SYMMETRIC BEAM

In the plane-symmetric case the electric field can be described by equation 85.12 which follows from the condition of parallel flow; the period of the electric field, similarly to the axially symmetric case, is chosen as $n$-times the period of the magnetic field. The characteristic data of the field are therefore

\[ \tau = \frac{L^2 I}{8\sqrt{2} \pi \varepsilon_0 \eta^{1/2} U^{3/2} W Y_0} \]  

81.1

\[ \Phi = U(1 + \tau) = \text{constant}, \quad z \leq 0 \]  

81.2

\[ \Phi = U(1 + \tau \cos npz), \quad 0 < z \]  

81.3

\[ B = 0, \quad z \leq 0 \]  

81.4

\[ B = B \cos pz, \quad 0 < z \]  

81.5

The chosen initial conditions

\[ y(0) = Y_0; \quad y'(0) = 0; \quad \dot{x}(0) = 0 \]  

81.6

yield the value of $C = 0$.

Discussion of the plane-symmetric case is performed with the simplified differential equation, too. Equations 24.5, 24.6 and 74.4 are used, from which the following equation is derived by the already known method (writing $y$ instead of $Y$)

\[ y'' + \left( \frac{3}{16} \frac{\Phi'^2}{\Phi^2} + \frac{\Phi''}{4\Phi} + \frac{\eta B^2}{2\Phi} - \frac{I}{4\sqrt{2} \varepsilon_0 \eta^{1/2} W Y^{5/4}} \right) y = 0 \]  

81.7

For reasons similar to the axially symmetric case, the space-charge term is considered constant, and we express it with the help of $Y_0$, pertaining to the point of entrance, and $U$

\[ y'' + \left( \frac{3}{16} \frac{\Phi'^2}{\Phi^2} + \frac{\Phi''}{4\Phi} + \frac{\eta B^2}{2\Phi} - \frac{I}{4\sqrt{2} \varepsilon_0 \eta W U^{3/2} Y_0} \right) y = 0 \]  

81.8

With the transformations 80.9, 80.10, 80.11 the new form of 81.8 is obtained

\[ y'' + \left( \frac{3}{32} n^2 p^2 \chi^2 \cos npz - \frac{3n^2 p^2 \chi^2}{16} \cos 2npz + \right. \]

\[ + \left. \frac{3n^2 p^2 \chi^2}{16} \cos 2npz \cos npz - \frac{n^2 p^2 \chi}{4} \cos npz + \right. \]

\[ + \frac{n^2 p^2 \chi^2}{8} \cos 2npz + \frac{\eta \dot{B}^2}{4U} + \frac{\eta \dot{B}^2}{4U} \cos 2pz - \]

\[ = 0 \]  

81.8
In addition to the coefficient of $\cos npz$, the coefficients of $\cos 2pz$ and $\cos 2npz$ may be disregarded. Disregarding some other terms due to the reasons given in the foregoing, the following equation is obtained

$$y'' + \left( \frac{7n^2p^2\pi^2}{8} + \frac{\eta B^2}{n^2p^2U} + \frac{x \cos 2x}{4U} - \frac{I}{\sqrt{2\varepsilon_0\eta WU^{3/2}Y_0}} \right) y = 0$$

With the independent variable

$$x = \frac{np}{2} z$$

the equation

$$v'' + \left( \frac{7\pi^2}{8} + \frac{\eta B^2}{n^2p^2U} + \frac{x \cos 2x}{4U} - \frac{I}{\sqrt{2\varepsilon_0\eta n^2p^2WU^{3/2}Y_0}} \right) v +$$

$$+ \frac{7\pi^2}{8} + \frac{\eta B^2}{n^2p^2U} + \frac{x \cos 2x}{4U} - \frac{I}{\sqrt{2\varepsilon_0\eta n^2p^2WU^{3/2}Y_0}} = 0$$

is given.

With the transformation ($v$ is the new function)

$$y = Y_0 + Y_0 v \quad (v \ll 1)$$

equation

$$v'' + \left( \frac{7\pi^2}{8} + \frac{\eta B^2}{n^2p^2U} + \frac{x \cos 2x}{4U} - \frac{I}{\sqrt{2\varepsilon_0\eta n^2p^2WU^{3/2}Y_0}} \right) v +$$

$$+ \frac{7\pi^2}{8} + \frac{\eta B^2}{n^2p^2U} + \frac{x \cos 2x}{4U} - \frac{I}{\sqrt{2\varepsilon_0\eta n^2p^2WU^{3/2}Y_0}} = 0$$

is given.

The abbreviations

$$a = \frac{7\pi^2}{8} + \frac{\eta B^2}{n^2p^2U} - \frac{I}{\sqrt{2\varepsilon_0\eta n^2p^2WU^{3/2}Y_0}}$$

$$2q = -x$$

yield the inhomogeneous Mathieu's equation

$$v'' + (a - 2q \cos 2x)v = -a + 2q \cos 2x$$
Investigation of equation 81.17 is performed on the pattern of the axially symmetric case. Due to lack of space we shall not repeat the process, instead we refer to the work [170]. However, we will give the condition of nearly parallel flow, the dimensioning equation

\[
\frac{I}{4\sqrt{2}\varepsilon_0\eta^{1/2}p^2WU^{3/2}Y_0} = \frac{\chi^2n^2}{4} + \frac{\eta\dot{B}^2}{4p^2U}
\]

which is a generalisation of equation 79.14. All the conclusions which were arrived at in the axially symmetric case can be obtained here also (focusing of higher powers; smaller field intensities; broader stability regions).

(E) FOCUSING BY INCREASING MAGNETIC FIELD

Electron tubes operating in the very short (millimetre) wave range require especially high current densities. Similar is the position in case of high-power tubes and various electron-technological equipment. The cathodes now in use are not capable of delivering current densities of such values, and therefore the diameter or the height of the beam is to be reduced by a suitable field. In the following we shall treat two cases of compression performed by a purely magnetic field. These cases characterise the subject, and by suitable choosing of the parameters employed, numerous actual cases can be approximated.

The increasing magnetic field figures in various experimental devices of nuclear power generation, and is known as magnetic trap or magnetic bottle (magnetic bottles are used in order to prevent departure of charged particles from determined space sections).

82. AXIALLY SYMMETRIC BEAM

The increasing magnetic field is described with the help of a function having three parameters and thus suitable for approximation of numerous types of increasing magnetic fields.

For simplification, the constant \( C \) in 21.6 is chosen as zero which is achieved by magnetic shielding of the space section before the starting point of the electron beam. Another way is also possible to reach zero value of constant \( C \) by another formation of the beam.

Our conditions are therefore

\[
\Phi = \text{constant} \quad 82.1
\]

\[
B = \left[ B_0^2 + \dot{B}^2 \left( 1 - \cos \frac{2\pi}{L} z \right) \right]^{1/2}, \quad 0 \leq z \leq \frac{L}{2} \quad 82.2
\]

\[
r(0) = R_0; \quad r'(0) = 0; \quad \dot{z}(0) = 0 \quad 82.3
\]

With the space-charge term 73.11 and the above conditions, equation 21.14 becomes

\[
r'' + \left( \frac{\eta B_0^2}{8\Phi} + \frac{\eta \dot{B}^2}{8\Phi} + \frac{\eta \dot{B}^2}{8\Phi} \cos \frac{2\pi}{L} z - \frac{I}{4\sqrt{2}\varepsilon_0\sqrt{\eta\Phi^{3/2}}} \frac{1}{r^2} \right) r = 0 \quad 82.4
\]
With the new variables

\[ x = \frac{\pi}{L} z \]

and

\[ y = \frac{r - R_0}{R_0} \quad (y \ll 1) \]

equation 82.4 becomes

\[
y'' + \left( \frac{\eta B_0^2 L^2}{8\pi^2 \Phi} + \frac{\eta \dot{B}^2 L^2}{8\pi^2 \Phi} + \frac{IL^2}{4\sqrt{2} \pi^3 \epsilon_0 \eta \Phi^{3/2} R_0^2} - \frac{\eta \dot{B}^2 L^2}{8\pi^2 \Phi} \cos 2x \right) y = \frac{IL^2}{4\sqrt{2} \pi^3 \epsilon_0 \eta \Phi^{3/2} R_0^2} - \frac{\eta B_0^2 L^2}{8\pi^2 \Phi} - \frac{\eta \dot{B}^2 L^2}{8\pi^2 \Phi} + \frac{\eta \dot{B}^2 L^2}{8\pi^2 \Phi} \cos 2x \]

The notations

\[
a = \frac{\eta B_0^2 L^2}{8\pi^2 \Phi} + \frac{\eta \dot{B}^2 L^2}{8\pi^2 \Phi} + \frac{IL^2}{4\sqrt{2} \pi^3 \epsilon_0 \eta \Phi^{3/2} R_0^2}
\]

\[
2q = \frac{\eta \dot{B}^2 L^2}{8\pi^2 \Phi}
\]

\[
k_1 = \frac{IL^2}{4\sqrt{2} \pi^3 \epsilon_0 \eta \Phi^{3/2} R_0^2} - \frac{\eta B_0^2 L^2}{8\pi^2 \Phi} - \frac{\eta \dot{B}^2 L^2}{8\pi^2 \Phi}
\]

yield the equation

\[
y'' + (a - 2q \cos 2x)y = k_1 + 2q \cos 2x
\]

which will readily be recognised as an inhomogeneous Mathieu's equation.

In case of beam compression no such requirement exists according to which the solution must be bounded in the entire region of \( x \). The only requirement is that it should be bounded in the compression region. Under these conditions any arbitrary Mathieu function may be used. Using the notation \( y_h \) for the solution of the homogeneous equation

\[
y_h = Ay_1 + By_2
\]

is the form given for the general solution of the homogeneous equation. A solution of the inhomogeneous equation may be obtained by the Lagrange method. With the notation

\[
y_1 y_2' - y_2 y_1' = W(y_1, y_2) \neq 0 \quad \text{(constant)}
\]
the known formula [4] is
\[ y_p = \frac{1}{W(y_1, y_2)} \left\{ -y_1 \int_{x_0}^{x} y_2 f \, dx + y_2 \int_{x_0}^{x} y_1 f \, dx \right\} \]
82.14

In equation 82.14 \( f = f(x) \) is the inhomogeneity, and \( y_p \) a (particular) solution of the inhomogeneous equation. In our case
\[ f(x) = k_1 + 2q \cos 2x \]
82.15

In accordance with [9], from the integrals appearing
\[ \int_{x_0}^{x} y_1 \cos 2x \, dx = \frac{a}{2q} \int_{x_0}^{x} y_1 \, dx + \frac{1}{2q} y'_1 - \frac{1}{2q} y'_1(0) \]
82.16

and similarly for \( y_2 \). Using the foregoing, the general solution of equation 82.11 (the sum of the general solution of the homogeneous equation and a particular solution of the inhomogeneous equation) is
\[ y(x) = A y_1(x) + B y_2(x) - \frac{y'_2(x) - y'_2(0)}{W(y_1, y_2)} y_1(x) + \]
\[ + \frac{y'_1(x) - y'_1(0)}{W(y_1, y_2)} y_2(x) - \frac{a + k_1}{W(y_1, y_2)} y_1(x) \int_{x_0}^{x} y_2(t) \, dt + \]
\[ + \frac{a + k_1}{W(y_1, y_2)} y_2(x) \int_{x_0}^{x} y_1(t) \, dt \]
82.17

Dimensioning is performed as follows. With knowledge of the characteristic data \((\Phi, I, R_0)\) of the beam, and data \((B_0, \hat{B}, L)\) of the magnetic field, the parameters \(a\) and \(2q\) can be determined from equations 82.8 and 82.9. These determine the Mathieu functions figuring in the solution. The value of constant \(k_1\) can be calculated from equation 82.10. With knowledge of the foregoing the (transformed) functional curve of the trajectory can be calculated from equation 82.17.

83. PLANE-SYMMETRIC BEAM

Similarly to the axially symmetric case, the magnetic field is given by a three-parameter function, and the value of \(C\) in 22.6 is chosen as zero. The group of relevant conditions consists of
\[ \Phi = \text{constant} \]
83.1
\[ B = \left[ B_0^2 + \hat{B}^2 \left( 1 - \cos \frac{2\pi z}{L} \right) \right]^{1/2}, \quad 0 \leq z \leq \frac{L}{2} \]
83.2
\[ y(0) = Y_0 ; \quad y'(0) = 0 ; \quad \dot{x}(0) = 0 \]

With the above conditions and space-charge 74.4, equation 22.13 becomes

\[
y'' + \left( \frac{\eta B_0^2}{2\Phi} + \frac{\eta \dot{B}^2}{2\Phi} - \frac{\eta \dot{B}^2}{2\Phi} \cos \frac{2\pi}{L} \right) y - \frac{I}{4\sqrt{2} \varepsilon_0 \eta W \Phi^{3/2}} = 0 \]

We now introduce the new variables

\[
x = \frac{\pi}{L} z
\]

and

\[
v = \frac{1}{Y_0} y
\]

with which equation 83.4 becomes

\[
v'' + \left( \frac{\eta B_0^2 L^2}{2\pi^2 \Phi} + \frac{\eta \dot{B}^2 L^2}{2\pi^2 \Phi} - \frac{\eta \dot{B}^2 L^2}{2\pi^2 \Phi} \cos 2x \right) v = \frac{IL^2}{4\sqrt{2} \pi^2 \varepsilon_0 \eta W Y_0 \Phi^{3/2}}
\]

Now we introduce the notations

\[
a = \frac{\eta B_0^2 L^2}{2\pi^2 \Phi} + \frac{\eta \dot{B}^2 L^2}{2\pi^2 \Phi}
\]

\[
2q = \frac{\eta \dot{B}^2 L^2}{2\pi^2 \Phi}
\]

\[
k_2 = \frac{IL^2}{4\sqrt{2} \pi^2 \varepsilon_0 \eta W Y_0 \Phi^{3/2}}
\]

The new form is

\[
v'' + (a - 2q \cos 2x) v = k_2
\]

Equation 83.11 is an inhomogeneous Mathieu's equation.

Taking into account the statements made with regard to the axially symmetric case, the general solution of equation 83.11 may be directly written

\[
y(x) = A'y_1(x) + B'y_2(x) - \frac{k_2}{W(y_1, y_2)} y_1(x) \int_{x_0}^{x} y_2(t) dt + \]

\[
+ \frac{k_2}{W(y_1, y_2)} y_2(x) \int_{x_0}^{x} y_1(t) dt
\]

Dimensioning is performed similarly to the axially symmetric case.
84. THE BASIC PRINCIPLE

In the preceding parts of this book (with the exception of Section D) focusing has been performed with the help of either electric or magnetic fields. We have investigated the conditions under which the beam could be bounded by planes or cylinders, or if this is not possible, the ripple should be of minimum value.

When focusing was performed using electric field, the magnetic field was chosen as zero, and we investigated the beams produced in the most simple cases. When focusing was performed by a magnetic field, the electric field was chosen as zero (the potential is constant), and again we investigated the beams produced in the most simple cases.

In the more general case of simultaneous magnetic and electric field action we may also consider focusing.

**Complementary focusing involves only such complementary fields, under the effect of which the beams produced may be bounded by planes or cylinders.** In case of complementary focusing, either the simultaneously acting electric or the magnetic field may be chosen entirely arbitrarily, while the other can be calculated from the focusing conditions [208].

Thus in consequence of the foregoing, we seek a relation between the complementary electric and magnetic fields, under which the beam dimensions do not vary. This fairly general focusing principle is investigated on the basis of equations 21.14 and 22.13.

85. CALCULATION OF COMPLEMENTARY FIELDS

(a) **Axially symmetric beam**

When the beam radius is constant the beam dimensions do not vary. However, in this case \( r' \) and \( r'' \) are equal to zero. In case of a beam of constant radius the space-charge \( \rho_0 \) can be calculated from equation 73.11 with the substitution of \( r = R_0 \). Taking this into consideration, equation 21.14 becomes

\[
\frac{1}{4} \Phi'' R_0 - \frac{I}{4 \sqrt{2} \pi \varepsilon_0 \sqrt{\eta} R_0 \sqrt{\Phi}} + \frac{\eta}{8} B^2 R_0 - \frac{\eta}{2} C^2 \frac{1}{R_0^3} = 0 \quad 85.1
\]

Let \( \Phi \) (and \( \Phi'' \) which can be calculated) be given. The axis induction necessary for a beam of constant diameter is

\[
B^2 = \frac{4 C^2}{R_0^4} - \frac{2 \Phi''}{\eta} + \frac{\sqrt{2} I}{\pi \varepsilon_0 \sqrt{\eta} \sqrt{R_0^2 \Phi^{1/2}}} \quad 85.2
\]

Equation 85.2 gives the induction necessary for Brillouin focusing, if for example the valid conditions \( C = 0, \Phi'' = 0 \) are enforced.
In case of simultaneously acting periodic electric and periodic magnetic fields, with the notation
\[ z = \frac{L^2 I}{4\sqrt{2\pi} \varepsilon_0 \eta^{1/2} U^{3/2} R_0^2} \]
the related values of the potential on the axis and the induction on the axis for the edge trajectory entering on radius \( R_0 \) with condition \( C = 0 \), are given via the equation
\[ \Phi'' + \frac{\eta}{2} B^2 = \frac{I}{\sqrt{2\pi} \varepsilon_0 \eta^{1/2} U^{1/2} R_0^2} \]
obtained from equation 21.14, with \( \varrho_0 \) calculated from 73.11, as
\[ \Phi = U \left( 1 + z \cos \frac{2\pi}{L} z \right) \]
\[ B^2 = \frac{2\sqrt{2} I}{\pi \varepsilon_0 \eta^{3/2} U^{1/2} R_0^2} \cos^2 \frac{\pi}{L} z \]

All the notations given in the equations are already known, or are ascertainable from defining equations. One item of interest, however, must be pointed out: the period of the electric field is double the period of the magnetic field.

Let \( B \) be given. In this case \( \Phi \) can be calculated from the following differential equation
\[ \Phi'' + A^* \frac{1}{\gamma \Phi} = B^* \]
where
\[ A^* = -\frac{I}{\sqrt{2\pi} \varepsilon_0 \gamma R_0^2} \]
\[ B^* = \eta \left( \frac{2C^2}{R_0^2} - \frac{B^2}{2} \right) \]

(b) Plane-symmetric beam

The beam dimensions remain unchanged here also, if the half-height of the beam is constant. In this case \( y' \) and \( y'' \) are equal to zero. In case of a constant half-height beam, the space-charge \( \varrho_0 \) can be given by using 74.4. Accordingly, equation 22.13 becomes
\[ \frac{1}{2} \Phi'' Y_0 - \frac{I}{4\sqrt{2} \varepsilon_0 \gamma W \gamma \Phi} + \frac{\eta}{2} B^2 Y_0 - \frac{\eta}{2} CB = 0 \]
First let $\Phi$ (and $\Phi''$ calculable therefrom) be given. The axis induction necessary for the constant half-height beam is

$$B = \frac{C}{2 Y_0} \pm \left[ \frac{C^2 - \Phi''}{4 Y_0} - \frac{I}{2\sqrt{2\varepsilon_0\eta^{3/2} Y_0 W\Phi^{1/2}}} \right]^{1/2}$$  \hspace{1cm} 85.11

Equation 85.11 yields the induction necessary for Brillouin focusing if the valid conditions $C = 0$, $\Phi'' = 0$ are enforced.

Similarly to the case of axial symmetry, the following are yielded by equations 22.13 and 74.4 (here also $C$ is equal to zero)

$$\kappa = \frac{L^2 I}{8\sqrt{2\pi^2\varepsilon_0\eta^{1/2} U^{3/2} W Y_0}}$$  \hspace{1cm} 85.12

$$\Phi'' + \eta B^2 = \frac{I}{2\sqrt{2\varepsilon_0\eta^{1/2} U^{1/2} W Y_0}}$$  \hspace{1cm} 85.13

$$\Phi = U \left( 1 + \kappa \cos \frac{2\pi}{L} z \right)$$  \hspace{1cm} 85.14

$$B^2 = \frac{I}{\sqrt{2\varepsilon_0\eta^{3/2} U^{1/2} W Y_0}} \cos^2 \frac{\pi}{L} z$$  \hspace{1cm} 85.15

Here also the period of the electric field is double the period of the magnetic field.

Now let $B$ be given. In this case $\Phi$ can be calculated from the following differential equation

$$\Phi'' + A' \frac{1}{\sqrt{\Phi}} = B'$$  \hspace{1cm} 85.16

where

$$A' = -\frac{I}{2\sqrt{2\varepsilon_0\eta W Y_0}}$$  \hspace{1cm} 85.17

$$B' = \frac{\eta B}{Y_0} (C - BY_0)$$  \hspace{1cm} 85.18

(G) GENERAL PARAXIAL BEAMS WITH STRAIGHT AXIS

86. THE BASIC PRINCIPLE

Equations 21.6, 21.13, 21.14 and 22.6, 22.12, 22.13 are the general equations of axially symmetric and plane-symmetric electron beams, respectively, with knowledge of the constants 21.6 and 22.6, the equations 21.14 and 22.13 can be treated independently, since in these equations the functions $\kappa(z)$ [or, respectively, $x(z)$] do not figure.
As customary, it is assumed that among the functions figuring in the equations, \( \Phi(z) \), \( \varrho_0(z) \), \( B(z) \) which figure as coefficients in the differential equations referring to the unknown functions \( r(z) \), \( y(z) \) are known.

As a departure from the usual practice, in general cases either \( \Phi(z) \), \( \varrho_0(z) \) or \( B(z) \) may also be considered as unknown functions, and any of the four single variable functions may be determined from equations 21.14 or 23.13, with knowledge of the other three.

With this conception, the main tasks are the following:

a) the electron trajectory is to be determined if the axis potential, the axis induction and the space-charge are prescribed (basic problem);

b) the axis potential is to be determined when the trajectory, the axis induction and the space-charge are prescribed;

c) the axis induction is to be determined when the trajectory, axis potential and space-charge are prescribed;

d) the space-charge is to be determined when the trajectory, axis potential and axis induction are prescribed.

It is not essential that the relations 73.11, 74.4 will exist between the space-charge \( \varrho_0 \), the axis potential \( \Phi \) and the trajectory \( r(z) \) or \( y(z) \), since these relations are approximations only.

### 87. Calculation of the Axis Induction and of the Space-Charge

Among the main problems, the solution of a) and b) is reached by solving a differential equation.

The solution of c) and d) represents the solution of algebraic equations, and can be given in explicit form.

Formulae referring to the axially symmetric case

\[
B^2 = \frac{4C^2}{r^4} - \frac{8\Phi r''}{\eta r} - \frac{4\Phi' r'}{\eta r} - \frac{2\Phi''}{\eta} - \frac{2\varrho_0}{\varepsilon_0 \eta} \tag{87.1}
\]

\[
\varrho_0 = \varepsilon_0 \left( \frac{2\eta C^2}{r^4} - \frac{4\Phi r''}{r^2} - \frac{2\Phi' r'}{r} - \Phi'' - \frac{\eta B^2}{2} \right) \tag{87.2}
\]

Formulae referring to the plane-symmetric case

\[
B = \frac{C}{4y} \pm \left[ \frac{C^2}{16y^2} - \frac{1}{2\eta} \left( \frac{2\Phi y''}{y} + \frac{\Phi' y'}{y} + \Phi'' + \frac{\varrho_0}{\varepsilon_0} \right) \right]^{1/2} \tag{87.3}
\]

\[
\varrho_0 = \varepsilon_0 \left( \frac{\eta CB}{y} - 2\eta B^2 - \frac{2\Phi y''}{y} - \frac{\Phi' y'}{y} - \Phi'' \right) \tag{87.4}
\]

**Note**

(i) With the substitutions of \( C = 0 \), \( \Phi = \) constant, \( r = \) constant and \( y = \) constant, the formulae 75.17 and 76.14 can be obtained from equations 87.2 and 87.4. Formula 76.14
gives one half of the charge density calculated from the present formula, and this is understandable since the charge, taken into consideration there, is distributed in twice the volume.

(ii) The conception according to which any of the functions figuring in the basic equation may be considered as unknown, enables solution of one of the important problems in practice. This problem occurs principally in the case of microwave tubes, and consists of the fact that trajectory elements—distance from the axis or from the basic plane; tangent to the trajectory—arising when leaving a preceding system are unsuitable when entering a system next in sequence. In such cases matching or bypass sections are employed between the two systems, with the help of which the trajectory elements are transformed as necessary.

The field required in the matching or bypass sections can be calculated directly from the foregoing equations.

(H) FOCUSING BY QUADRUPOLE FIELD

The most widely used method for focusing of high-power beams is focusing by quadrupole field. This fact is suggested already by its origin, since first [235, 236] it was used in particle accelerators. The efficiency of the focusing method will be readily comprehended. The force acting on the electrons in the quadrupole field is approximately perpendicular to the electron trajectory, and this results in the greatest possible change in the direction of the trajectory.

Focusing by quadrupole field will be investigated only in the case of cylindrical beams. The properties of plane-symmetric beams in quadrupole field will not be investigated on account of the large-scale deviations of geometric structural nature. Focusing of electron beams showing quadrupolar symmetry by quadrupole fields is already accessible with regard to the most important problems, on the basis of investigations published in the literature [72, 244].

88. MAGNETIC FIELDS INDEPENDENT OF z

Before giving the data determining the field, we shall determine an approximative form of the space-charge term appearing in the equations, as based on the communication [72].

In the equations of motion 23.11, 23.12 of the beam moving in the quadrupole field, for simplification we disregard one index of \( q \) and both indexes of \( \phi \) and \( V \).

For determination of \( q_0 \) (formerly \( q_{00} \)) appearing in the equations, we start from the following.

We consider equations 73.4 and 73.5 and also equation 73.6, which is derived from these equations, as valid, since in our case, current flows only in the direction of axis \( z \). \( q \) figuring in equation 73.6 can now be identified with \( q_0 \) figuring in equation 9.19, with respect to which it is also true that this is dependent on coordinate \( z \) only.

The beam entering the quadrupole field is chosen as cylindrical. At the point of entrance

\[
\begin{align*}
x(0) &= y(0) = R_0
\end{align*}
\]

where \( R_0 \) is the radius of the entering beam. Instead of formula 73.11 we may now write two new formulae, for simplification of our equations (here
the total current of the beam is also introduced by integration of the current density)

\[
\mathcal{I}_0 = -\frac{I}{\sqrt{2\pi\eta^2/\Phi}} \frac{1}{R_0 x}
\]

\[
\mathcal{I}_0 = -\frac{I}{\sqrt{2\pi\eta^2/\Phi}} \frac{1}{R_0 y}
\]

Therefore, we consider that the space-charge density (constant across the beam) is a function of variables \(x\) or \(y\). This choice harmonizes with the approach since a lower space-charge density pertains to a greater value of \(x\) or \(y\). The fact that the cross section of the beam, generally approximated to by an ellipse, is given with the help of \(\pi R_0 x\) or \(\pi R_0 y\) instead of \(\pi xy\) represents a good approximation due to the small ripple and permits independence of the equations of motion.

The conditions determining the field are

\[
\Phi = \text{constant} \tag{88.4}
\]

\[
D = 0 \tag{88.5}
\]

\[
V = V_0 = \text{constant} \tag{88.6}
\]

The components of the induction (with the necessary approximation) are given with the help of equation 88.6, by equations 9.51, 9.52 and 9.53. The equations of motion are

\[
x'' + \left(\frac{\eta V}{(2\eta\Phi)^{1/2}} - \frac{I}{4\sqrt{2\pi\varepsilon_0\eta^{1/2}R_0\Phi^{3/2}}} \frac{1}{x}\right)x = 0 \tag{88.7}
\]

\[
y'' + \left(\frac{\eta V}{(2\eta\Phi)^{1/2}} - \frac{I}{4\sqrt{2\pi\varepsilon_0\eta^{1/2}R_0\Phi^{3/2}}} \frac{1}{y}\right)y = 0 \tag{88.8}
\]

Introducing the notation

\[
\omega^2 = \frac{\eta V}{(2\eta\Phi)^{1/2}} \tag{88.9}
\]

\[
p = \frac{I}{4\sqrt{2\pi\varepsilon_0\eta^{1/2}R_0\Phi^{3/2}}} \tag{88.10}
\]

and the initial conditions

\[
x'(0) = x_0' ; \quad y'(0) = y_0' \tag{88.11}
\]

complementary to those given by 88.1, the general solution of the differential equations is

\[
x = \left(R_0 - \frac{p}{\omega^2}\right) \cos \omega z + \frac{x_0'}{\omega} \sin \omega z + \frac{p}{\omega^2} \tag{88.12}
\]
It can be seen from the solutions that in the plane $x, z$ the solution is a bounded function in the infinite interval, while in the plane $y, z$ it is unbounded. Focusing is, therefore, not possible by a quadrupole field, which is homogeneous in the given meaning.

If the beams are considered finite sections only, focusing becomes possible. Such finite sections are placed following each other in such manner that the following focusing field is rotated $90^\circ$ about axis $z$, with respect to the preceding field. Our problem is to determine the lengths of the finite sections in such a way that the resultant effect of the field should be focusing. One approximative practical realisation of the solution in principle appears in the following paragraph: focusing by periodic field.

89. MAGNETIC FIELDS PERIODIC ALONG $z$

Based on the statements made in the preceding paragraph, the field may be described by the following data

\[ \Phi = \text{constant} \]
\[ D = 0 \]
\[ V = \hat{V} \cos \frac{2\pi}{L} z \]

With equation 89.3 the approximative expressions of the induction components are (from 9.51, 9.52, 9.53)

\[ B_x = -\hat{V}_y \cos \frac{2\pi}{L} z \]
\[ B_y = -\hat{V}_x \cos \frac{2\pi}{L} z \]
\[ B_z = \frac{2\pi \hat{V}}{L} xy \sin \frac{2\pi}{L} z \]

The values

\[ x(0) = R_0 ; \quad x'(0) = 0 \]
\[ y(0) = R_0 ; \quad y'(0) = 0 \]

are chosen as initial conditions (a cylindrical beam of radius $R_0$ having a horizontal tangent).
VI. FOCUSING BY MAGNETIC AND ELECTRIC-MAGNETIC FIELDS

447

Giving the space-charge term figuring in the equations of motion 23.11 and 23.12 by the expressions 88.2 and 88.3, respectively, our equations of motion are as follows

\[ x'' + \left( -\frac{I}{4\gamma^2\pi\varepsilon_0\eta^{1/2}R_0\phi^{3/2}} \frac{1}{x} + \frac{\eta \dot{V}}{(2\gamma\phi)^{1/2}} \cos \frac{2\pi}{L} z \right) x = 0 \]  
\[ y'' + \left( -\frac{I}{4\gamma^2\pi\varepsilon_0\eta^{1/2}R_0\phi^{3/2}} \frac{1}{y} - \frac{\eta \dot{V}}{(2\gamma\phi)^{1/2}} \cos \frac{2\pi}{L} y \right) y = 0 \]

With the new variables

\[ u = \frac{2\pi}{L} z; \quad X = \frac{1}{R_0} x; \quad Y = \frac{1}{R_0} y \]

and the constants

\[ A = \frac{\eta V L^2}{4\gamma^2\pi^2\varepsilon_0\eta^{1/2}R_0\phi^{1/2}} \]
\[ B = \frac{I L^2}{16\gamma^2\pi^2\varepsilon_0\eta^{1/2}R_0^3\phi^{3/2}} \]

the equations of motion 89.9 and 89.10 become

\[ X'' + A \cos u X - B = 0 \]
\[ Y'' - A \cos u Y - B = 0 \]

Allowing a small ripple, the following approximative formulae are chosen for determination of \( X \) and \( Y \)

\[ X = 1 - \varepsilon_1 (1 - \cos u) \]
\[ Y = 1 + \varepsilon_2 (1 - \cos u) \]

Both \( \varepsilon_1 \) and \( \varepsilon_2 \) are considerably smaller than unity. Now equations 89.16 and 89.17 are substituted into 89.14 and 89.15. Disregarding the coefficient of \( \cos 2u \) appearing after the substitution, equations 89.14 and 89.16 yield

\[ \varepsilon_1 = \frac{2B}{A} \]
\[ A = B + (B^2 + 2B)^{1/2} \]

and equations 89.15, 89.17 yield

\[ \varepsilon_2 = \frac{2B}{A} \]
\[ A = -B + (B^2 + 2B)^{1/2} \]
Equations 89.19 and 89.21 are contradictory unless B is equal to zero. Choosing B very small as an approximation, in both cases A may be approximated by the expression

\[ A \propto (2B)^{1/2} \]  

Using the approximation 89.22, we obtain

\[ \epsilon_1 = \epsilon_2 \propto (2B)^{1/2} \]  

**With equation 89.23, the trajectories are determined by 89.16, 89.17.** It is noteworthy that the trajectories are independent of the intensity \( \hat{V} \) of the magnetic field and are dependent only on the period. When dimensioning, care must be paid that for the parameters figuring in B, a system of values should be chosen, which satisfies the requirements for \( \epsilon_1 \) and \( \epsilon_2 \).

The value of intensity \( \hat{V} \) is calculated from 89.22. The final result is

\[ \hat{V}^2 = \frac{2V/2\pi I}{\epsilon_0 n^{3/2} L^2 R_0^3 \Phi^{1/2}} \]  

**Since the value of L was chosen already when determining the form of the trajectory, equation 89.24 gives the value \( \hat{V} \) of intensity of the magnetic field.**

When dimensioning, the opposite way may also be followed, after choosing \( \hat{V} \) the value of L is calculated and thereafter we check whether \( \epsilon_1 \) and \( \epsilon_2 \) are sufficiently small in comparison with unity.

**Example**

\( \Phi = 10\ 000 \text{ V} \)
\( I = 1 \text{ A} \)
\( R_0 = 10^{-3} \text{ m} \)
\( L = 9.5 \times 10^{-3} \text{ m} \)

From 89.23
\[ \epsilon_1 = \epsilon_2 = 0.264 \]

From 89.24
\[ \hat{V} = 1.22 \times 10^2 \text{ V/s/m} \]

Calculated from equations 89.4, 89.5 and 89.6, the amplitudes of the induction components at a distance \( R_0 \) from axis z are

\( B_x = 1.22 \times 10^{-1} \text{ V/s/m}^2; \)
\( B_y = 1.22 \times 10^{-1} \text{ V/s/m}^2; \)
\( B_z = 3.62 \times 10^{-2} \text{ V/s/m}^2 \)
90. ELECTRIC AND MAGNETIC FIELDS PERIODIC ALONG z

On the basis of the foregoing (§ 80) this problem is readily dealt with. The characteristics of the field are

\[ \Phi = U(1 + \sigma \cos npz) \]  
\[ D = 0 \]  
\[ V = \dot{V}(1 - V_0 \cos 2pz) \]

therefore the magnetic field is a superposition of the homogeneous and the periodic fields.

The initial conditions are identical with 89.7 and 89.8. With 88.2 and 88.3, and also 24.29, equations 24.30 and 24.31 (denoting the functions with small letters instead of capitals) become

\[ x'' + \left( \frac{3}{16} \frac{\Phi'^2}{\Phi^2} + \frac{\eta V}{(2\eta \Phi)^{1/2}} - \frac{I}{4\sqrt{2}\pi \varepsilon_0 \eta R_0^2 U^{3/2}} \right) x = 0 \]  
\[ y'' + \left( \frac{3}{16} \frac{\Phi'^2}{\Phi^2} - \frac{\eta V}{(2\eta \Phi)^{1/2}} - \frac{I}{4\sqrt{2}\pi \varepsilon_0 \eta R_0^2 U^{3/2}} \right) y = 0 \]

As in equation 80.8, the space-charge term is considered as constant in equations 90.4 and 90.5. By the method given in § 80, with the omissions there justified, with the new variables

\[ u = pz \]
\[ x = R_0 + R_0X \quad (X \ll 1) \]
\[ y = R_0 + R_0Y \quad (Y \ll 1) \]

and with the constants

\[ \lambda_1 = \frac{3\sigma^2 n^2}{32} + \frac{\eta^{1/2} \dot{V}}{\sqrt{2}p^2 U^{1/2}} \]
\[ \lambda_2 = -\frac{\eta^{1/2} \dot{V} V_0}{\sqrt{2}p^2 U^{1/2}} \]
\[ \lambda_3 = -\frac{3\sigma^2 n^2}{32} \]
\[ \lambda_4 = -\frac{I}{4\sqrt{2}\pi \varepsilon_0 \eta U^{3/2} p^2 R_0^2} \]

and

\[ \tau_1 = \frac{3\sigma^2 n^2}{32} - \frac{\eta^{1/2} \dot{V}}{\sqrt{2}p^2 U^{1/2}} \]
\[ \tau_2 = \frac{\eta^{1/2} \dot{V} V_0}{\sqrt{2} p^2 U^{1/2}} \]

\[ \tau_3 = -\frac{3\sigma^2 n^2}{32} \]

\[ \tau_4 = -\frac{I}{4\sqrt{2} \pi \varepsilon_0 \sqrt{\eta} U^{3/2} p^2 R_0^2} \]

Equations of structure identical to 80.22 are yielded

\[
X'' + (\lambda_1 + \lambda_2 \cos 2u + \lambda_3 \cos nu + \lambda_4)X + \lambda_1 + \\
+ \lambda_2 \cos 2u + \lambda_3 \cos nu + \lambda_4 = 0
\]

\[
Y'' + (\tau_1 + \tau_2 \cos 2u + \tau_3 \cos nu + \tau_4)Y + \tau_1 + \\
+ \tau_2 \cos 2u + \tau_3 \cos nu + \tau_4 = 0
\]

By comparison with the case discussed in § 80 (from equation 80.41) the following equations are derived

\[
\frac{3\sigma^2 n^2}{32} - \frac{\eta^{1/2} \dot{V}}{\sqrt{2} p^2 U^{1/2}} = \frac{I}{4\sqrt{2} \pi \varepsilon_0 \sqrt{\eta} U^{3/2} p^2 R_0^2} \]

\[
\frac{3\sigma^2 n^2}{32} - \frac{\eta^{1/2} \dot{V}}{\sqrt{2} p^2 U^{1/2}} = \frac{I}{4\sqrt{2} \pi \varepsilon_0 \sqrt{\eta} U^{3/2} p^2 R_0^2}
\]

These being the conditions of the parallel flow.

The contradictory equations 90.19 and 90.20 are rendered non-contradictory, by choosing

\[ \frac{\eta^{1/2} \dot{V}}{\sqrt{2} p^2 U^{1/2}} = 0 \]

This represents the dimensioning condition (with \( p = 2\pi/L \))

\[ 0 \leq \frac{\eta^{1/2} \dot{V} L^2}{4\sqrt{2} \pi \varepsilon_0 U^{1/2}} \leq \varepsilon_1 \leq 1 \]

(see formulae 89.12, 89.22, 89.23).

An interesting point of the case discussed is that with the given approximation \( V_0 \) appears only in the trajectory equation (\( \lambda_2, \tau_2 \)).

91. MAGNETIC FIELDS INCREASING WITH \( z \)

Taking as an example the simple case discussed in § 82, the characteristic data of the field may be written as

\[ \Phi = \text{constant} \]
\[ D = 0 \]  
\[ V = V_0 + \dot{V} \left( 1 - \cos \frac{2\pi}{L} \right) \]

The initial conditions are given by equations 89.7 and 89.8. The equations of motion 23.11 and 23.12 are

\[ x'' + \left( \frac{\eta(V_0 + \dot{V})}{(2\eta \Phi)^{1/2}} - \frac{\eta \dot{V}}{(2\eta \Phi)^{1/2}} \cos \frac{2\pi}{L} - \frac{I}{4\sqrt{2\pi \epsilon_0 \eta^{1/2} R_0 \Phi^{3/2}}} \frac{1}{x} \right) x = 0 \]

\[ y'' + \left( - \frac{\eta(V_0 + \dot{V})}{(2\eta \Phi)^{1/2}} + \frac{\eta \dot{V}}{(2\eta \Phi)^{1/2}} \cos \frac{2\pi}{L} z - \frac{I}{4\sqrt{2\pi \epsilon_0 \eta^{1/2} R_0 \Phi^{3/2}}} \frac{1}{y} \right) y = 0 \]

With the new variables

\[ u = \frac{\pi}{L} z; \quad X = \frac{1}{R_0} x; \quad Y = \frac{1}{R_0} y \]

and the constants

\[ a = \frac{\eta^{1/2} L^2 (V_0 + \dot{V})}{\sqrt{2\pi} \Phi^{1/2}} \]

\[ 2q = \frac{\eta^{1/2} L^2 \dot{V}}{\sqrt{2\pi} \Phi^{1/2}} \]

\[ b = \frac{H L^2}{4\sqrt{2\pi \epsilon_0 \eta^{1/2} R_0^2 \Phi^{3/2}}} \]

\[ a' = -a \]

\[ 2q' = -2q \]

the equations

\[ X'' + (a - 2q \cos 2u) X = b \]

\[ Y'' + (a' - 2q' \cos 2u) Y = b \]

can be derived for determination of the trajectory. The solution of the equations is given by formula 83.12. Dimensioning is performed according to the pattern given there.
HOLLOW BEAMS

In connection with the derivation of hollow beams reference should be made to Chapters III, IV and V, where determinations based on various cases are given. The investigation of hollow beams is justified by the recently developing application, principally in the microwave field, e.g. low-noise tubes. The methods of magnetic field focusing of hollow beams correspond to those of solid beams. We are interested mainly in the Brillouin and periodic focusing. Small changes are observable with respect to solid beams, principally in the implementation. The following discussions are based on the method developed for solid beam focusing. The starting equations used here are the basic equations dealt with earlier.

92. BRILLOUIN FOCUSING IN THE AXIALLY SYMMETRIC CASE

The motion of the electrons is investigated in a field in which the following conditions are valid

\[ \Phi = \text{constant}, \quad 0 \leq z \]  
\[ B = 0, \quad z \leq 0 \]  
\[ B = \text{constant}, \quad 0 < z \]  
\[ A = \frac{1}{2} Br \]  
\[ \frac{\partial \varphi}{\partial r} = 0 \text{ at the position } r = R_1 \]

The conditions with respect to the trajectories are

\[ r_1(0) = R_1; \quad r_2(0) = R_2 \]
\[ \dot{r}_1(0) = 0; \quad \dot{r}_2(0) = 0 \]
\[ \ddot{r}_1(0) = 0; \quad \ddot{r}_2(0) = 0 \]

We wish to achieve conditions so that

\[ \ddot{r} = 0; \quad \dddot{r} = 0 \]

are valid for the edge electrons of the beam after the point of entrance.

With consideration of the above conditions, equations 18.10, 18.12 and 18.23 become

\[ -rz^2 = \eta \frac{\partial \varphi}{\partial r} - \eta \dot{z} Br \]
\[ \dot{z} = \eta \left( \frac{1}{2} B + \frac{C}{r^2} \right) \]
\[ \ddot{z} = 0 \]
From equation 92.10 we have
\[
\frac{\partial \psi}{\partial r} = \alpha Br - \frac{1}{\eta} r x^2
\]
92.13

Substituting 92.11 into equation 92.13
\[
\frac{\partial \psi}{\partial r} = \frac{\eta}{4} B^2 r - \eta C^2 \frac{1}{r^3}
\]
92.14

From equation 92.14 and with the help of condition 92.5
\[
0 = \frac{\eta}{4} B^2 R_1 - \eta C^2 \frac{1}{R_1^3}
\]
92.15

Expressing \( C^2 \) from 92.15
\[
C^2 = \frac{1}{4} R_1 B^2
\]
92.16

We substitute now the constant 92.16 into equations 92.11 and 92.14
\[
\dot{x} = \frac{\eta}{2} B \left( 1 - \frac{R_1^2}{r^2} \right)
\]
92.17
\[
\frac{\partial \psi}{\partial r} = \frac{\eta}{4} B^2 \left( 1 - \frac{R_1^4}{r^4} \right) r
\]
92.18

Since the magnetic field satisfying the conditions 92.2 and 92.3 is non-existent in principle, for realisation in practice the following induction distribution must be achieved.
For every electron leaving the cathode \( \dot{z} = 0 \) shall be valid. It follows from this that \( Br^2 - BR_1^2 = 0 \). Therefore, over the entire cathode surface \( Br^2 = BR_1^2 \), i.e. is constant. The quantity \( BR_1^2 \) is proportional to the flux inside a cylindrical surface with radius \( R_1 \) (a homogeneous field). This flux or a part of it may not pass through the cathode, since in this case the condition \( \dot{z} = 0 \) with respect to the entire cathode surface does not hold. Namely, this condition is independent of \( r \) only when \( B = 0 \). Based upon the same motivation the flux or a part of it passing outside a cylindrical surface with radius \( R_1 \) may not pass through the cathode. Since magnetic lines of force cannot pass through the cathode, \textit{magnetic shielding of the cathode is essential}. The foregoing is illustrated in figure VI.7.

We now integrate equation 92.18

\[
\int_{q_1}^{q} dq = \frac{\eta}{4} B^2 \int_{R_1}^{r} \left( r - \frac{R_1}{r^3} \right) dr
\]

After integration, using the notation

\[
q(r = R_1) = q_1
\]

and

\[
q(r = R_2) = q_2
\]

the following is obtained

\[
q = q_2 + \frac{\eta}{8} B^2 \left( r^2 - R_2^2 + \frac{R_1^4}{r^2} - \frac{R_1^4}{R_2^4} \right)
\]

We determine \( q_1 \) from 92.22

\[
q_1 = q_2 - \frac{\eta}{8} B^2 R_2^2 \left( 1 - \frac{R_1^4}{R_2^4} \right)^2
\]

The potential distribution and axis potential of the solid beam, from 92.22, are

\[
q(R_1 = 0) = q_2 + \frac{\eta}{8} B^2 (r^2 - R_2^2)
\]

\[
\Phi = q(r = 0; R_1 = 0) = q_2 - \frac{\eta}{8} B^2 R_2^2
\]

Since

\[
\frac{\partial q}{\partial z} = 0
\]

in our case equation 5.11 becomes

\[
\frac{\partial^2 q}{\partial r^2} + \frac{1}{r} \frac{\partial q}{\partial r} = - \frac{1}{\varepsilon_0} q
\]
From 92.22 we now determine the derivatives necessary for 92.27

\[ \frac{1}{r} \frac{\partial \varphi}{\partial r} = \frac{\eta}{4} B^2 \left( 1 - \frac{R_1}{r^4} \right) \]  
\[ \frac{\partial^2 \varphi}{\partial r^2} = \frac{\eta}{4} B^2 \left( 1 + 3 \frac{R_1}{r^4} \right) \]  

With the help of the derivatives 92.28 and 92.29 we obtain from 92.27

\[ q = -\frac{\varepsilon_0 \gamma}{2} B^2 \left( 1 + \frac{R_1}{r^4} \right) \]  

In view of the fact that \( \dot{r} = 0 \), the energy equation is

\[ z^2 = 2 \gamma \varphi - r^2 \dot{z}^2 \]  

Using 92.17 and 92.22 we have

\[ z^2 = 2 \gamma \varphi_1 \]  

Only the component of the current density in \( z \) direction is taken into consideration

\[ j_z = \varphi \dot{z} = -\frac{\varepsilon_0 \gamma}{2} B^2 \left( 1 + \frac{R_1}{r^4} \right) (2 \gamma \varphi_1)^{1/2} \]  

The total current flowing in the beam is

\[ I = -\int_{R_i}^{R_t} -\frac{\varepsilon_0 \gamma}{2} B^2 \left( 1 + \frac{R_1}{r^4} \right) (2 \gamma \varphi_1)^{1/2} 2\pi r \, dr = \]  

\[ = \frac{\gamma^2}{2} \pi \varepsilon_0 \gamma^{3/2} B^2 R_2 \left( 1 - \frac{R_1}{R_2} \right) \]  

We now express \( B^2 \) from equation 92.34

\[ B^2 = \frac{\gamma^2 I}{\pi \varepsilon_0 \gamma^{3/2} q_1^{1/2} R_2^2} \left( \frac{R_1}{R_2} \right) \]  

With knowledge of the beam data \( (I, \varphi_1, R_1, R_2) \) we can calculate the induction required for focusing, from equation 92.35.

Note

(i) Equation 92.35 can be given also as a function of \( \gamma \), if we use equation 92.23.

(ii) Each electron covers the path \( z = (2 \gamma \varphi_1)^{1/2} \) in the direction of the \( z \) axis, in time \( t \).

(iii) According to equation 92.17, the angular velocity of the electrons is a function of \( r \). The electron paths slide upon each other.
(iv) The electron trajectories on a cylinder of radius $r = R_1$ are straight lines parallel with axis $z$. The electron trajectories on a cylinder of radius $R_1 < r$ are helices.

ev) Solution of equation 92.17 is

$$\alpha = \frac{\eta}{2} B \left( 1 - \frac{R_1^2}{r^2} \right)$$

where $R_1 < r < R_2$, but constant, $r \neq r(t)$.

93. BRILLOUIN FOCUSING IN THE PLANE-SYMMETRIC CASE

The conditions characterising the field are

$$\Phi = \text{constant}, \quad 0 \leq z$$

$$B = 0, \quad z \leq 0$$

$$B = \text{constant}, \quad 0 \leq z$$

$$A = -By$$

$$\frac{\partial \Phi}{\partial y} = 0 \text{ at the position } y = Y_1$$

The trajectory conditions are

$$\dot{x}_1(0) = 0; \quad \dot{x}_2(0) = 0$$

$$y_1(0) = Y_1; \quad y_2(0) = Y_2$$

$$\dot{y}_1(0) = 0; \quad \dot{y}_2(0) = 0$$

We shall investigate the case when the conditions

$$\dot{y} = 0; \quad \ddot{y} = 0$$

are valid for the edge electrons after the entrance.

With the above conditions, equations 19.7, 19.8 and 19.14 become the following

$$\dot{x} = (C - By)$$

$$0 = \eta \frac{\partial \Phi}{\partial y} + \eta B \dot{x}$$

$$\ddot{x} = 0$$

Substituting 93.10 into 93.11 we have

$$\frac{\partial \Phi}{\partial y} = \eta B^2 y - \eta BC$$

From equation 93.13 and with condition 93.5 we have

$$C = BY_1$$
We now substitute the constant 93.14 into equations 93.10 and 93.13

\[ \dot{x} = \eta B(Y_1 - y) \]  

\[ \frac{\partial \varphi}{\partial y} = \eta B^2(y - Y_1) \]  

Here too the cathode must be shielded, according to the justifications given in the axially symmetric case.

We now integrate equation 93.16

\[ \int_{\varphi_1}^{\varphi} d\varphi = \eta B^2 \int_{y_1}^{y} (y - y_1) dy \]  

With the notations

\[ \varphi(y = Y_1) = \varphi_1 \]  

and

\[ \varphi(y = Y_2) = \varphi_2 \]  

equation

\[ \varphi = \varphi_2 + \eta B^2 \left[ \frac{1}{2} (y^2 - Y_2^2) + Y_1 (y - Y_2) \right] \]  

is obtained.

\( \varphi_1 \) is determined from 93.20

\[ \varphi_1 = \varphi_2 + \frac{\eta B^2}{2} (Y_1 - Y_2) (3Y_1 + Y_2) \]  

Similarly to the axially symmetric case, the potential distribution and axis potential of the solid beam are obtained from equation 93.20

\[ \varphi(Y_1 = 0) = \varphi_2 + \frac{\eta}{2} B^2 (y^2 - Y_2^2) \]  

\[ \Phi = \varphi(y = 0; Y_1 = 0) = \varphi_2 - \frac{\eta}{2} B^2 Y_2^2 \]  

In our case, since

\[ \frac{\partial \varphi}{\partial z} = 0 \]  

equation 7.7 becomes

\[ \frac{\partial^2 \varphi}{\partial y^2} = -\frac{1}{\varepsilon_0} \varrho \]  

The derivatives required for 93.25 are determined from 93.20 and \( \varrho \) is expressed

\[ \varrho = -\varepsilon_0 \eta B^2 \]
In view of the fact that \( y = 0 \), the energy equation is

\[
z^2 = 2\eta q_1
\]  
93.27

which, however, is not a very good approximation.

Again only the component of the current density in the \( z \) direction is taken into consideration

\[
j_z = \varphi \dot{z} = -\varepsilon_0 \eta B^2 (2\eta q_1)^{1/2}
\]  
93.28

The current flowing in the beam is

\[
I = -\int_{Y_1}^{Y_2} \varepsilon_0 \eta B^2 (2\eta q_1)^{1/2} 2W \, dy
\]  
93.29

Calculating the integral 93.29 we obtain

\[
I = 2\sqrt{2}\varepsilon_0 \eta \beta^{3/2} W q_1^{1/2} B^2 (Y_2 - Y_1)
\]  
93.30

Expressing \( B^2 \) from equation 93.30

\[
B^2 = \frac{I}{2\sqrt{2}\varepsilon_0 \eta \beta^{3/2} W q_1^{1/2}} \frac{1}{Y_2 - Y_1}
\]  
93.31

With knowledge of the beam data \( (I, q_1, Y_1, Y_2) \) the induction necessary for focusing can be calculated from equation 93.31.

Note

(i) Equation 93.31 can also be given as a function of \( \varphi \), if equation 93.21 is used.

(ii) According to equation 93.15, the \( x \)-direction velocity of the electrons is dependent on the height \( y \) above (below) the basic plane. The electron trajectories slide upon each other.

(iii) The electron trajectories on the plane \( y = Y_1 \) are straight lines parallel with axis \( z \). The electron trajectories on the planes \( Y_1 < y \) are straight lines parallel with the basic plane and deviating from axis \( z \).

(iv) Solution of equation 93.15 is

\[
x = \eta B(Y_1 - y) t
\]  
93.32

where \( Y_1 \leq y \leq Y_2 \), but constant: \( y \neq y(t) \).

(v) The exact equation

\[
z^2 = 2\eta q - x^2
\]  
93.33

may be used instead of the energy equation 93.27. Substituting equation 93.20, 93.21 and 93.15 into 93.33,

\[
z^2 = 2\eta [\beta_1 + 2\eta B^2 Y_1(y - Y_1)]
\]  
93.34

is obtained. Substituting 93.34 and 93.26 into 93.28, the value of

\[
I = \frac{2\sqrt{2}\varepsilon_0 \eta \beta^{3/2} W q_1^{1/2}}{3Y_1} \left[ \left( 1 + \frac{2\eta B^2 Y_1(Y_2 - Y_1)}{q_1} \right)^{3/2} \pm 1 \right]
\]  
93.35

is obtained for the current flowing in the beam. Finally, expressing \( B^2 \) from 93.35 we obtain

\[
B^2 = \frac{q_1}{2\eta Y_1(Y_2 - Y_1)} \left[ \left( 2\sqrt{2}\varepsilon_0 \beta^{3/2} W q_1^{1/2} \pm 1 \right)^{2/3} - 1 \right]
\]  
93.36
We intend to use the new interpretation of the equations of motion chiefly for approximative calculation of hollow beams.

All the conditions to be considered in the most general cases of focusing problems are dealt with in full detail in publication [12]. It is undeniable that in the case of hollow beams, first-order (paraxial) equations can very seldom be used for performing the calculations. As it can be seen in Chapter IV of this book, the behavior of hollow beams is to some extent different from that of solid beams.

Nevertheless, practical application of approximative and therefore generally simple formulae and methods is justified. In many cases the calculation formulae are not available, and in these cases the approximative method of calculation provides good service, being better than no method.

The new interpretation of the equations of motion appeared first in paper [73]; this number is related to the References for Chapter I but without application examples.

The basic method of investigation and dimensioning of hollow beams is the solution of the system of coupled differential equations relating to the electron trajectories on the two boundary surfaces. This process is laborious. The reduction of the two coupled equations to one single equation is enabled by recognition of the fact that knowledge of the space-charge term represents knowledge of an arbitrary electron trajectory inside, along the edge, or outside the beam, and in case of a laminar flow the solutions differ only by factors of proportionality. In case of a non-laminar flow this approximation is of lower value.

In the process of the derivation of the general equations of motion of electron beams, a constant, generally denoted by $C$, is to be introduced. Such a case occurs very seldom in practice, and therefore problems pertaining to the choice of $C = 0$ almost completely satisfy all requirements. In the following, therefore, we shall confine ourselves to motions in either axially symmetric or plane-symmetric fields, pertaining to the case of $C = 0$.

(i) Equations of motion

The equations of motion are given by writing the detailed expressions of the space-charge terms, for the case of the beam in stationary flow; thus the data of the beam in stationary flow appear in the space-charge term.

Before writing the paraxial equations of motion, the table of notations used in the axially symmetric case is to be set up

- $R_0 = R_0(t)$
- $R_0 = R_0(z)$ distance of the edge electron of the beam from the axis of rotation;
\( r^+ = r^+(t) \) and 
\( r^+ = r^+(z) \) distance of the electron moving inside the beam, on the edge, or outside the beam, from the axis of rotation;
\( x^+ = x^+(t) \) and 
\( x^+ = x^+(z) \) angular displacement of the electron moving inside the beam, on the edge, or outside the beam;
\( z^+ = z^+(t) \) the component to the axis of rotation of the distance of the electron moving inside, on the edge, or outside the beam, from the initial point.

The corresponding notations for the plane-symmetric case are the following
\( Y_0 = Y_0(t) \) and \( Y_0 = Y_0(z) \)
\( y^+ = y^+(t) \) and \( y^+ = y^+(z) \)
\( x^+ = x^+(t) \) and \( x^+ = x^+(z) \)
\( z^+ = z^+(t) \)

Now the equations of motion may be written on the basis of Chapter I, substituting equations 73.11 or 74.4.

**Axially symmetric case**

\[
C = \frac{1}{\eta} \left( r_0^+ \right)^2 \frac{\eta}{\eta} - \frac{1}{2} B_0 \left( r_0^+ \right)^2 = 0 \tag{94.1}
\]

The index zero in equation 94.1 represents the initial values.

(a) **Time-dependent equations**

\[
\ddot{r}^+ = -\frac{\eta}{2} \left[ \Phi'' + \frac{\eta}{2} B^2 \right] r^+ + \frac{\eta I}{2\gamma 2\pi e_0 f\Phi} \frac{r^+}{R_0^2} \tag{94.2}
\]

\[
\dot{x}^+ = \frac{\eta}{2} B \tag{94.3}
\]

\[
\ddot{z}^+ = \gamma f \Phi' \tag{94.4}
\]

(b) **Equations of the geometric trajectory**

\[
(x^+)'' - \frac{\eta B}{2\gamma 2\gamma f\Phi} = 0 \tag{94.5}
\]

\[
\Phi(r^+)'' + \frac{1}{2} \Phi' (r^+)' + \frac{1}{4} \left( \Phi'' + \frac{\eta}{2} B^2 \right) r^+ - \frac{I}{4\gamma 2\pi e_0 \eta f\Phi} \frac{r^+}{R_0^2} = 0 \tag{94.6}
\]
Plane-symmetric case

\[ C = \frac{1}{\eta} \dot{x}_0^+ + B_0 y_0^+ = 0 \]  
94.7

The index zero in equation 94.7 also represents the initial values.

(a) Time-dependent equations

\[ \dot{x}^+ = -\eta B y^+ \]  
94.8
\[ \dot{y}^+ = -\eta (\Phi'' + \eta B^2) y^+ + \frac{\sqrt{\eta} I}{2\sqrt{2} \varepsilon_0 W \sqrt{\eta} \Phi} \frac{y^+}{Y_0} \]  
94.9
\[ \ddot{z}^+ = \eta \Phi' + \eta \dot{x}_0^+ B' y^+ \]  
94.10

(b) Equations of the geometric trajectory

\[ (x^+) + \frac{\sqrt{\eta} B}{\sqrt{2} \sqrt{\eta} \Phi} y^+ = 0 \]  
94.11
\[ \Phi(y^+)^'' + \frac{1}{2} \Phi'(y^+)' + \frac{1}{2} (\Phi'' + \eta B^2) y^+ - \frac{I}{4 \sqrt{2} \varepsilon_0 W \sqrt{\eta} \Phi} \frac{y^+}{Y_0} = 0 \]  
94.12

Hitherto when calculating beams, and also with the earlier interpretation of equations of motion, the determination of the edge trajectory was considered as basic. The space-charge term \( \varrho_0 \) was considered as a function of edge trajectory to be determined, and not as a previously given excitation.

According to the new interpretation the equation of motion determines the trajectory, if \( \Phi \) (and its derivatives), \( B \) and \( \varrho_0 \) are known. No restrictions are necessary regarding the origin of \( \Phi \), \( B \) and \( \varrho_0 \). The term \( \varrho_0 \) may be generated as the space-charge of a stationary beam. In our case we shall follow this method. There exists only one important practical condition. The travelling electron should move in the region \( \varrho_0 \neq 0 \). This condition is, however, fulfilled since at the space-charge densities occurring in practice, there is no power effect between the individual electrons, as to the microscopic pattern. Therefore, when the condition is satisfied, the trajectory of the electron may be placed within the beam producing \( \varrho_0 \), or on the edge of or outside the beam. Therefore, the equation of motion of the new interpretation does include the equation of the earlier interpretation, as a special case, and with its help the behaviour of the beam may be followed.
(ii) Edge trajectory, inside trajectory

The equation of the edge trajectory is given by substitution of

\[ r^+ = R_0 \quad 94.13 \]

or

\[ y^+ = Y_0 \quad 94.14 \]

Now only equations 94.6, 94.12 are written

\[
\Phi R_0'' + \frac{1}{2} \Phi' R_0' + \frac{1}{4} \left( \Phi'' + \frac{\eta}{2} B^2 \right) R_0 - \frac{I}{4\sqrt{2}\pi \varepsilon_0 \gamma \Phi R_0} \frac{1}{\Phi R_0} = 0 \quad 94.15
\]

\[
\Phi Y_0'' + \frac{1}{2} \Phi' Y_0' + \frac{1}{2} \left( \Phi'' + \frac{\eta}{2} B^2 \right) Y_0 - \frac{I}{4\sqrt{2}\varepsilon_0 W \gamma \Phi} \frac{1}{\Phi} = 0 \quad 94.16
\]

Equations 94.15 and 94.16 are identical to equations 21.14 and 22.13, \( C = 0 \).

In case of a laminar flow, knowledge of the edge trajectory is equivalent to knowledge of the inside trajectories. Let

\[ r^+ = \beta R_0 \quad 94.17 \]

where \( 0 \leq \beta \leq 1 \), and constant. Then

\[
R_0' = \frac{1}{\beta} (r^+)' \quad R_0'' = \frac{1}{\beta} (r^+)' \quad 94.18
\]

Substituting equations 94.17 and 94.18 into 94.15 and multiplying the resultant equation by \( \beta \) we obtain

\[
\Phi (r^+)' + \frac{1}{2} \Phi'(r^+)' + \frac{1}{4} \left( \Phi'' + \frac{\eta}{2} B^2 \right) \beta (r^+) - \frac{I}{4\sqrt{2}\pi \varepsilon_0 \gamma \Phi} \frac{\beta^2}{r^+} = 0 \quad 94.19
\]

Substituting \( \beta \) expressed from equation 94.17 into 94.19 yields 94.6. In case of plane symmetry, this is proved in the same manner.

Again we emphasise the approximative character of the method of calculation based upon the new interpretation of the equations of motion.
(iii) Hollow beam (cylindrical and strip-form) in periodic magnetic field

We now investigate the motion of electrons in field where the following conditions are in force

\[ \Phi = \text{constant}, \quad 0 \leq z \]

\[ \dot{B} = 0, \quad z \leq 0 \]

\[ B = \dot{B} \cos \frac{2\pi}{L} z, \quad 0 < z \]

The conditions relevant to the trajectory are

\[ \dot{x}_1(0) = 0; \quad \dot{x}_2(0) = 0 \]

\[ r_1(0) = R_1 = \beta R_2; \quad r_2(0) = R_2 \]

In the present case the space-charge term (omitting the stars) is

\[ \varphi_0 = -\frac{I}{\sqrt{2\pi\eta\Phi}} \frac{1}{r_2^2 - r_1^2} \]

Only indicating the space-charge term with equation 94.6 (omitting the star) the following can be given as equations of the two edge trajectories

\[ r_1 = \beta r_2 \quad \text{(inner edge trajectory)} \]

\[ \Phi r_2^\prime + \frac{1}{4} \left( \frac{1}{\varepsilon_0} \varphi_0 + \frac{\eta}{2} B^2 \right) r_2 = 0 \]

Using the expression of the induction 94.22, that of the space-charge and also the relation 94.27 in equation 94.28 we obtain

\[ \Phi r_2^\prime + \frac{\eta \dot{B}^2}{8} \cos \left( \frac{2\pi}{L} \right) z r_2 - \frac{I}{4\sqrt{2\pi\varepsilon_0\eta}(1 - \beta^2)\Phi} \frac{1}{r_2} = 0 \]

As regards the structure of equation 94.29, this is identical to equation 78.7 which relates to solid beams. Therefore, no further investigation is necessary. The dimensioning formulae may be written on the basis of § 78

\[ \dot{B}^2 = \frac{2\sqrt{2} I}{\pi \varepsilon_0 \eta^{3/2}(1 - \beta^2)R^2_2\Phi^{1/2}} \]

The induction calculated from equation 94.30 is in harmony with this approach. If the wall thickness of the beam is reduced, i.e. \( \beta \) approaches unity, the induction increases. With constant current \( I \), the space-charge density obviously increases and, therefore, a greater induction is required.
for the maintenance of the beam

\[ L^2 = \frac{32\sqrt{2}\pi^3 \varepsilon_0 \eta}{I} \left( \frac{1 - \beta^2}{\beta^2} \right) q \]  

The period calculated from equation 94.31 also harmonises with the approach. A greater space-charge causes rapid spreading of the beam: consequently, a smaller period is required.

**Example**

\( \phi = 1000 \text{ V} ; \]
\( I = 10^{-2} \text{ A} ; \]
\( R_2 = 10^{-3} \text{ m} ; \]
\( \beta = 0.5 ; \]
\( q = 6 \times 10^{-2} \)

From equations 94.30 and 94.31

\( \hat{B} = 240 \times 10^{-4} \text{ Vs/m}^2 ; \]
\( L = 27.2 \times 10^{-3} \text{ m} \)

The approach is similar in the plane-symmetric case. The most important relations are

\[ \mathcal{E}_0 = -\frac{I}{2\sqrt{2} W \varepsilon_0 \eta \Phi} \left( \frac{1}{\gamma^2} - 1 \right) \]
\[ \gamma_1 = \beta y_2 \]

\[ \Phi \gamma_2'' + \frac{1}{2} \left( \frac{1}{\varepsilon_0} + \eta B^2 \right) y_2 = 0 \]

\[ \Phi \gamma_2'' + \eta \hat{B}^2 \cos^2 \left( \frac{2\pi}{L} y_2 - \frac{I}{4\sqrt{2} \varepsilon_0 \eta (1 - \beta) W \Phi} \right) = 0 \]

\[ \hat{B}^2 = \frac{I}{\sqrt{2} \varepsilon_0 \eta^{3/2} (1 - \beta) Y_2 W \Phi^{1/2}} \]

\[ L^2 = \frac{32\sqrt{2}\pi^3 \varepsilon_0 \eta}{I} \left( \frac{1 - \beta}{\beta^2} \right) Y_2 W \Phi^3 - q \]

**Example**

\( \phi = 10000 \text{ V} ; \]
\( I = 1 \text{ A} ; \]
\( W = 10^{-3} \text{ m} ; \]
\( Y_2 = 5 \times 10^{-4} \text{ m} ; \]
\( \beta = 0.5 \]
\( q = 0.11 \)

From equations 94.36 and 94.37

\( \hat{B} = 2080 \times 10^{-4} \text{ Vs/m}^2 ; \]
\( L = 6.72 \times 10^{-3} \text{ m} \)
Numerous publications are quoted in the literature [99, 100], which give the relations to be used for dimensioning, as results of calculations of greater accuracy. The calculating processes given in these publications are extremely complicated.

95. FOCUSING BY SIMULTANEOUSLY ACTING HOMOGENEOUS AND PERIODIC MAGNETIC FIELDS

According to the investigations described in paper [53] published several years ago, simultaneously acting homogeneous and periodic magnetic fields cause a bigger ripple at the edge of the beam than a purely periodic magnetic field. This is not satisfactory for the operation of tubes, since it reduces the interaction between the wave travelling along the slow-wave structure and the beam.

A recent paper [164] has also investigated the electron trajectories although neglecting the effects of space-charge. Broad stability regions resulting from the application of the field under discussion have been found.

We will see in the following that a nearly parallel flow may also be achieved, and that the stability region calculated with consideration of the space-charge effects is broader than the stability region achieved with focusing with a simple periodic field.

The problem originally investigated for the axially symmetric case will also be discussed with regard to the plane-symmetric case.

(a) The case of axial symmetry

Returning to the notations used in § 78 and replacing equation 78.3 introduced there by

\[ B = B_0 + \dot{B} \cos \frac{2\pi}{L} z, \quad 0 < z \]

instead of equation of motion 78.7 we obtain the equation of motion

\[ \Phi r'' + \left( \frac{\eta B_0^3}{8} + \frac{\eta B_0 \dot{B}}{4} \cos \frac{2\pi}{L} z + \frac{\eta B^2}{8} \cos^2 \frac{2\pi}{L} z \right) r = \frac{1}{I} \frac{1}{4\pi^2 \varepsilon_0 \nu \phi \Phi R_0^2} \]

in which we have considered the space-charge term as a constant, striving for a small ripple. With the variables

\[ x = \frac{\pi}{L} z \]

and

\[ r = R_0 + R_0 y \quad (y \ll 1) \]
the new form of equation 95.2 is
\[ y'' + \left( \frac{\eta B_0^2 L^2}{8\pi^2\Phi} + \frac{\eta \hat{B}^2 L^2}{16\pi^2\Phi} + \frac{\eta B_0 \hat{B} L^2}{4\pi^2\Phi} \right) \cos 2x + \]
\[ + \frac{\eta \hat{B}^2 L^2}{16\pi^2\Phi} \cos 4x - \frac{IL^2}{4\sqrt{2\pi^3\varepsilon_0}\eta^{3/2}R_0^{3/2}} y + \]
\[ + \frac{\eta B_0^2 L^2}{8\pi^2\Phi} + \frac{\eta B_0 \hat{B} L^2}{16\pi^2\Phi} + \frac{\eta \hat{B} L^2}{4\pi^2\Phi} \cos 2x + \]
\[ + \frac{\eta \hat{B}^2 L^2}{16\pi^2\Phi} \cos 4x - \frac{IL^2}{4\sqrt{2\pi^3\varepsilon_0}\eta^{3/2}R_0^{3/2}} = 0 \]
95.5

Let us introduce the notations
\[ \lambda_1^* = \frac{\eta B_0^2 L^2}{8\pi^2\Phi} + \frac{\eta \hat{B}^2 L^2}{16\pi^2\Phi} \]
\[ \lambda_2^* = \frac{\eta B_0 \hat{B} L^2}{4\pi^2\Phi} \]
\[ \lambda_3^* = \frac{\eta \hat{B}^2 L^2}{16\pi^2\Phi} \]
\[ \lambda_4^* = \frac{IL^2}{4\sqrt{2\pi^3\varepsilon_0}\eta^{3/2}R_0^{3/2}} \]
whereupon the new form of the equation of motion is
\[ y'' + (\lambda_1^* + \lambda_2^* \cos 2x + \lambda_3^* \cos 4x + \lambda_4^*)y + \]
\[ + \lambda_1^* + \lambda_2^* \cos 2x + \lambda_3^* \cos 4x + \lambda_4^* = 0 \]
95.10

The structure of equation 95.10 is identical to that of 80.22 (\( n = 4 \)). By substituting \( n = 4 \) we may use all the forms found there. Thereafter the minimum ripple condition is given by
\[ \frac{\eta B_0^2 L^2}{8\pi^2\Phi} + \frac{\eta \hat{B}^2 L^2}{16\pi^2\Phi} = \frac{IL^2}{4\sqrt{2\pi^3\varepsilon_0}\eta^{3/2}R_0^{3/2}} \]
95.11

We can see from 95.11 that minimum ripple may be achieved at an arbitrary period.

A generalisation of the design formula 78.20 may be derived from 95.11
\[ \hat{B}^2 + 2B_0^2 = \frac{2\sqrt{2}I}{\pi \varepsilon_0^{3/2}R_0^{3/2}} \]
95.12

It may be established from § 80 that the discussed focusing method has broader stability regions than simple focusing by periodic fields.
Let us return to § 79 and expand equation 79.3 according to 95.1, whereafter we can rewrite equation of motion 79.7 for this case

\[
\Phi y'' + \left( \frac{\eta B_0^2}{2} + \eta \dot{B}_0 B \frac{2\pi}{L} z + \frac{\eta \dot{B}^2}{2} \cos^2 \frac{2\pi}{L} z - \frac{I}{4\sqrt{2\varepsilon_0 \gamma} W Y_0 \Phi^{1/2}} \right) y = 0
\]

Introducing the variables

\[
x = \frac{\pi}{L} z
\]

and

\[
y = Y_0 + Y_0 v \quad (v \ll 1)
\]

and the abbreviations

\[
\tau_1^* = \frac{\eta B_0^2 L^2}{2\pi^2 \Phi} + \frac{\eta \dot{B}^2 L^2}{4\pi^2 \Phi}
\]

\[
\tau_2^* = \frac{\eta B_0 \dot{B} L^2}{\pi^2 \Phi}
\]

\[
\tau_3^* = \frac{\eta \dot{B}^2 L^2}{4\pi^2 \Phi}
\]

\[
\tau_4^* = - \frac{IL^2}{4\sqrt{2\pi^2 \varepsilon_0 \gamma} W Y_0 \Phi^{3/2}}
\]

95.13 now becomes

\[
v'' + (\tau_1^* + \tau_4^* \cos 2x + \tau_3^* \cos 4x + \tau_5^*)v + \tau_1^* + \tau_2^* \cos 2x + \tau_3^* \cos 4x + \tau_4^* = 0
\]

Similarly, the structure of equation 95.20 is identical to that of 80.22. The generalised form of the design formula 79.15 is given from the condition of the minimum ripple independent of the period

\[
\dot{B}^2 + 2B_0^2 = \frac{I}{\sqrt{2\varepsilon_0 \gamma^{3/2} W Y_0 \Phi^{1/2}}}
\]

It is unnecessary to repeat the deductions derived from the case of axial symmetry, since, resulting from the identically structured equations, any of these will also be suitable here.
We will first provide some references in connection with the magnetic and electric-magnetic focusing methods discussed in this book and will make some remarks aiming at completing the subject; in this latter case—wherever possible—we will also provide references.

We would call attention, first of all, to part a) of the references. Listed here are the works giving fundamental information for those who desire orientation in focusing problems. These give a survey of developments and will acquaint the reader with the methods of solution. In this context we point out paper [1], which is the lengthiest and the latest in the subject. It critically screens the subject and deals in detail only with the fundamental questions of focusing. The author is an active scholar in space-charge optics, making it all the more unfortunate that this book does not discuss focusing by quadrupole fields which likewise must be listed among the fundamental methods of focusing.

A detailed knowledge of Mathieu's functions is indispensable in discussing the questions of magnetic, and electric-magnetic, focusing; most of the subjects treated necessitate these functions. Consequently, we have listed in the References several books discussing Mathieu's and Hill's functions, and we have also given the title of the most detailed table. A rather small book in Hungarian is already available on Mathieu's functions. From the date (1886) of the communication [5] we learn that Hill's equation is almost one hundred years old.

In connection with further items appearing in the References: the first comprehensive work [13] in this field is today still of great value; the book [11] is restricted to microwave tubes only; numerous volumes discuss the substance of knowledge covering the field, from aspects of various applications, but only as supplements. Among these fields of application appear the travelling-wave tubes [6], velocity modulated tubes [23], vacuum tubes in general [14], and microwave tubes in general [3, 7, 8]. In connection with later works of reference [Chapter II: 18] is one of the best, the work [15, 16] consisting of two volumes is a large-scale summary, particularly with respect to problems of high-power beams.

The candidature dissertation [12]—by one of the authors of the present work—endeavours to fulfil arbitrary requirements arising in the field of electron optics or space-charge optics insofar as complete solutions of basic problems concerning the most general cases are given. The investigations and results extend to the classical and relativistic cases, the central trajectory may be a space curve, electric and magnetic fields may occur simultaneously, space-charge and current density appear among the excitations, thermal velocity is evaluated, aberrations arising from imaging, chromatic and mass dispersions are calculated, etc.

V. P. Taranenko's book devotes a few pages to the relations between the questions of guns and of focusing; the papers written by A. M. Strashkevich are pattern examples for a precise theory discussion method leading to
practical applications. The work of N. S. Zinchenko contains the most data on beam investigation by measuring.

Part b) of the References is a compilation of the summary appers. The list includes mature summaries both from theoretical and practical aspects. Since the references are listed together with their titles, the contents may be appropriately deduced. Notwithstanding the foregoing, stress is laid on the work [30] which forms an excellent means for information purposes, applications of space-charge flow and focusing, mainly in microwave tubes. This book with its fine illustrations, brief and yet comprehensible demonstrations, and valuable appendices forms a worthy continuation of the well-known Spangenberg book in the field of electron tubes of the latest types. The work of P. A. Lindsay, dealing with thermal velocities, discusses questions belonging to part j).

Biannual conferences report on the development accomplished in space-charge optics. The conference material, published in books, provide the most reliable orientation in the pace and trends of development. The material of the eight conferences held so far is listed among the references under part c). The designation of conferences has become standardised (MOGA) only since the sixth conference. Evaluation of the references is facilitated by easy identification, hence in the present chapter the related conference series is uniformly denoted by the MOGA acronym (and the corresponding serial number). The diversity of the material embraced by the papers published about the conferences is characterised by the way they even treat questions of a technological nature.

We should add the following observations to the references dealing with fundamental focusing methods, listed under part d).

When focusing electron beams, an exact solution of the focusing problem is seldom achieved and it is usually necessary to accept the approximative solution as given by the first order equations. Apart from a few exceptions, the laminar beam model is employed. As a result of the application requirements, the majority of the beams are high-current beams. Similarly, from the applications stem the requirements which are satisfied in the first place by magnetically focused beams. Electric-magnetic focusing systems are also employed, although to a considerably lesser degree. A great variety of beams may figure, in the first the steady beam types which, dependent upon their size and form, are termed strip, ribbon, and sheet beams. These beam forms are customarily used for the realisation of medium- and high-power density flows, which flows accrue from medium- and high-power density guns. Further solid beam types are the cylindrical and elliptic beams. These beam types are employed with low-power density flows and are generated by means of low-power density guns. The main hollow electron beam types are the hollow strip beam and the tubular beam. Both flow forms, but principally the tubular flow, are used for low- and medium-perveance flows. For the conduction of low-, medium- and high-density electron beams, the magnetic field is generally used, where among the examined characteristics giving the motion of edge electrons, the Larmor frequency and the Larmor radius also appear. Obviously the most simple form is homogeneous field distribution, and therefore the uniform magnetic
field is more generally used. Confined flow forms in the beam placed in a homogeneous field, and then the beam is termed a confined flow beam. In the simplest case the magnetically confined beam stems from a completely immersed cathode (non-shielded cathode). Generation of a completely immersed beam originating from a completely immersed gun is uneconomical. Namely the force available for counterbalancing the space-charge of the beam in a completely immersed flow, originating from the magnetic field, falls within the region of lowest values. Then rotation of the electrons will take place in the neighbourhood of the cyclotron radius or cyclotron frequency, dependent on the value of the space-charge and in compliance with the cyclotron focusing. The immersed beam stemming from the immersed non-shielded gun, also in the case of high currents and the consequent high space-charge forces, can be constrained. In this case an extremely strong magnetic field has to be generated to induce the constrained beam. The constrained flow thus obtained is naturally an immersed flow. In practice a magnetically shielded flow originating from a magnetically shielded gun is of importance. In this case the force given in accordance with Larmor's theorem is produced with the aid of a minimum magnetic field, viz. the space-charge forces arising in the magnetically shielded beam can be maintained in equilibrium with the help of a minimum magnetic field. Even in the case of a permanent magnet excitation, the costs of producing the magnetic field depend upon (and increase together with) the magnitude of the magnetic field, and it is therefore understandable that employment of the shielded flow emitting from the shielded gun is most extensively used. Similarly, forming of the magnetically collimated flow or beam by the same means is the most economical. In addition to shielded beams, partially shielded beams are also employed, which stem from partially shielded cathodes. The degree of shielding of the cathodes is given by the cathode-shielding factor.

Among the innumerable forms of focusing by magnetic field, Brillouin focusing is of greater significance. Its practical application, however, represents approximation only, in all cases, since the magnetic induction jump cannot be realised. It may be mentioned that the boundary fields of Brillouin focusing are the quasi-Brillouin flow and the generalised Brillouin flow.

A further focusing method where induction jumps occur in the axis induction is the reversed field focusing. This focusing method and the periodic focusing method are both approximated by section-wise constant and reversed magnetic field focusing where therefore axis induction is a periodic function, a non-sinusoidal periodic field. The decreasing or the increasing magnetic fields are employed for expansion or compression of the beams. Perveance forms an important characteristic of the beam. In use, an increase of the beam perveance is desirable. Increase may be obtained by neutralisation, i.e. nullification of space-charge effects. With nullification, a space-charge of inverse sense is induced in the beam space, where the effect of the inverse sense charges is balanced. Partial space-charge cancellation is also customary.

The most important focusing method is the focusing by the sinusoidal
periodic field. With suitable setting of the characteristics of the periodic field, parallel flow may be obtained. The conditions for stability are satisfied by parallel flow. Stability of a beam is dependent on whether the parameters of the beam and the field fall within the stability region. The stability regions and the instability regions follow each other alternately. The first and second passband regions are termed the lower passband regions, and in practice these are more usually employed. The further passband regions are the higher passband regions. Due to various reasons, e.g. non-uniformities in the periodic field, parallel flow does not take place, even in the passband regions. In order to avoid non-parallel flow it is customary to correct the ripple arising. When correcting the ripple it is customary to take into account the percentage ripple in conformity with other fields. Stability of the beam is characterised also by the stiffness value, but within the limits of our present work expounding of beam stiffness does not figure.

Breakup of beam figures principally in the case of hollow beams. Breakup of both the hollow cylindrical beam and the hollow sheet beam can be ascribed to emission unevenness, asymmetry of the fields and initial condition unevenness, due to local space-charge deficiency. It is extremely difficult to prevent this state. Several articles appear in the References investigating this subject. In certain cases the trajectories pertaining to the simple cases deviate considerably from those of more complex cases. An example of the more complex cases is that of trajectories formed by the joint effect of thermal velocity and space-charge. It is obvious that trajectory perturbation greatly hinders calculations. In accordance with the foregoing, trajectory calculations may be performed at most until appearance of the medium velocity motions, since at medium velocity the relativistic effects may still be neglected. Our main task is the calculation of electron beam contours. Hence in the case of complex hollow beams it is necessary to determine the inner electron trajectory, in addition to the outer one of the laminar beam. This task is a problem of initial values, where the initial values are generally prescribed in a given plane, in the input plane. The final values naturally appear automatically in the exit plane. In the case of the plane-symmetric beam, the initial beam height or the beam thickness is given, referred to a defined plane. The same data are valid with regard to the initial beam radius or the beam diameter at some defined plane, in the case of the axially symmetric beam. As a simplifying premise for performing the calculations, acceptance of the uniform space-charge distribution is customary. The uniform charge distribution requirement is well fulfilled in the drift space. Moreover the condition of uniform axial velocity is also fulfilled in the drift region. Non-uniform axial velocity obviously arises where the diameter or thickness of the beam varies. Velocity deviations of a different sense arise from the velocity dispersion occurring at the emission. Direction deviation, known as direction dispersion, occurs on the emitted electrons. From the relations between electron velocity and energy, it follows that energy deviations will arise, therefore energy dispersion must also be taken into account. Later in our calculations, problems of strong focusing were tangentially dealt with, and with these, each of the low-, medium- and high-perveance regimes actually played a part.
The material discussed in Chapter VI deals in effect with the most simple questions of the fundamental cases. The related references may be found in the books listed. In place of a (lengthy) enumeration of these we would rather discuss the specific questions.

The task of binding two different trajectories occurs in nearly every practical case. The trajectories are bound in the vicinity of the cathode by a matching field, elsewhere by bypass fields. Matching fields are developed from transition fields. Some earlier results to be found in the literature are still erroneous [142]; later, however, suitable results were obtained [63]. A further result [129] and criticism thereof [143] facilitated development of this subject-matter, still later a communication relating to turbulent beams was published [176]. A very general relation for analytical expression of the transition field is used [108], and the Taylor series approximation is checked by measurements [65]. A fair number of papers have been published treating expressively matching fields. The work [66] deals with matching to a periodic field. Further informations relative to the axially symmetric magnetic field are given in articles [58] and [175]. Due to the great importance of the matching field attaching to periodic field, this subject is further dealt with [125]. In the article [115], simultaneously acting electric and magnetic compressing-matching fields are dealt with, relating to the high current beam and this method can be applied also in the case of low- and medium-current beams. The effect of the transition magnetic field on the beam is investigated with great detail, together with variation of other factors, in the paper [162].

Numerous communications deal also with bypass fields. This type of field is generally necessary for beams focused by a periodic magnetic field, since perturbation of the pure periodic structure is inevitable for the radio frequency field output and input coupling. Communications dealing with the subject [59, 112, 136] and [83, 102, 144] are available in the References.

The references [94, 100, 170, 208] investigate with a view to focusing the effect of electric and magnetic fields acting simultaneously. The articles [53, 164, 165] investigate the problems of focusing by superimposed homogeneous and periodic magnetic fields. Consideration of the space-charge is essential for the various forms of focusing. The force given by the space-charge of a homogeneous, cylindrical beam travelling at constant velocity is calculated in article [155]. Article [98] describes neutralisation of space-charge effects in a convergent electron beam. The publication [158] draws attention to the advantages of periodic focusing over homogeneous focusing. Article [71] gives information on the focusing of low-energy electron beams. Work [54] published the discovery of the cathode image, and beam cross-over in the beam focused by a homogeneous field. Article [154] describes the conception of beam stiffness. Article [174] investigates equivalence of focusing performed in periodic-magnetic and homogeneous-magnetic fields.

Hollow beams are used in a large number of cases, and consequently considerable work has been done in their investigation. The paper [86] is an old publication, which was followed by publication [163] dealing with Brillouin focusing of hollow beams, paper [181] takes into account nonsuitable values of entrance conditions also, and investigates the relativistic
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case, too. Two further communications deal with Brillouin focusing of hollow beams [137, 138] and a paper has been published discussing the instability of tubular beams [183]. Further experiments, observations and data concerning the phenomenon of instability are given in the article [79]. The paper [159] treats local space-charge deficiency as an explanation of instability; the same is stated in paper [114] which also gives experiments. Article [84] deals with applications, while article [184] further investigates instability. The hollow beam having a central electrode is described in the work [99]. Article [95] deals with generation of a hollow beam. The publication [76] treats multi-cavity beams and their generation, and the generalisation of Brillouin beams. The problem of focusing and stability is investigated in the paper [167]. The generation of multi-cavity beams based on Harris flow forms the subject of the paper [77]. The hollow beam is focused with the homogeneous magnetic field, according to the article [122]. Details of further practical applications are given in the publication [96]. Investigation of hollow beams, and setting of the zero value of flux on the cathode forms the subject of the paper [171], from which it also transpires that the required space-charge distribution has not yet been produced. The work [118] gives a detailed explanation of instability, in relation to beams of finite thickness. Ripple of the beam boundary is investigated in the cases of the homogeneous and periodic magnetic fields in the paper [57], and also in periodic fields [99, 100, 167]. A general discussion of hollow beams is found in paper [52], from which earlier specialised cases may be derived. Uniform velocity settings are discussed in the work [128], while the paper [166] compares the stability of solid and hollow beams. An investigation of hollow beam focusing is treated in paper [121], from which it transpires that even in the presence of 20% third harmonics, a current transmission of 92% is possible.

A customary expression in the terminology of this subject is generalised Brillouin flow [113, 161, 180], and quasi-Brillouin flow [132, 133].

Attention should be devoted to the questions of inhomogeneous amplitude distribution [104, 134, 135, 177], cathode shielding [50, 92], which practically always appears in the case of focusing by periodic magnetic fields. Notably, the first paper discussing periodic focusing [91] was published in 1939. Occasionally, resulting from the difficulties confronting practical application, focusing problems are solved by using pass-bands of a higher order [127].

The publications [93, 110, 132] dealing with non-laminary flow are also included in the bibliography and they deal also with curved line flows [169].

The beam diameter decrease obtained with an increasing magnetic field is a subject matter which has been developing for a comparatively short time. Apart from one single isolated publication accounts of works performed with respect to this subject matter have only been published since 1960. The axis induction in the increasing section of the magnetic field is written in the form of various functions \((kz, z^n, z^{-n}, e^{kz})\) and the properties of the compressed beam are investigated. Attention is drawn to the work [198] figuring in item e) of the bibliography, in which twenty references are given.
Focusing by means of the reversing magnetic field forms an interesting focusing process. With this method the magnetic field is homogeneous section by section and in the sections following each other the direction of the field changes. From our point of view this method of focusing may be considered as an extreme case of homogeneous magnetic field or periodic magnetic field focusing.

Due to lack of space we are not dealing with the methods of calculating focusing by the reversing magnetic field. This fact, however, does not imply a lower value of the method, as substantiated by the works dealing with further development and applications of the method published in recent times [188, 215]. Neither is it without interest to note that travelling wave tubes employing the reversing magnetic field have even reached the artificial satellites (and other space vehicles) [205].

The articles dealing with this subject matter are listed in item f) of the References.

Literature data dealing with quadrupole focusing [168, 233, 244] are given in item g) of the References, and special mention is made of [235] as the first dealing with the conception, and [236] elaborating the process of calculation. The best known is [72] since this gives consideration to the space-charge effect. An interesting case of focusing performed with the quadrupole field is where the focusing system is built up of magnetic bars [168].

The publications dealing with crossed field focusing [230, 238, 240, 245, 272] also figure within this group. In the present work we are not dealing with this important subject matter which involves numerous unsolved problems.

Literature deals also with other focusing methods: 'meander' (quadrupole) focusing [219, 220], high-frequency field focusing [228], focusing realised by the 'conical' magnetic field [259], focusing by magnetic deflection [265], focusing of the beam rotated by the initial magnetic field [234, 237] and focusing of electrons travelling on trochoidal paths [241]. The publications [222, 269] deal with beam investigation, [227] with visualising of the beam, and [232] with spreading by the effect of the high-frequency field.

The noise power of the beams can be reduced by employing a strong magnetic field [217, 218, 246]. Beam refrigeration is based on the inverse proportion of noise power to the magnetic induction value, or from another aspect, is inversely proportionate to the cyclotron frequency. The paper [256] investigates the effect of the electron lenses on noise.

Electron beams can be focused also by an RF field [228, 229, 266, 267]. Focusing by radio-frequency fields is in effect focusing by slow-wave or by interdigital circuit, since no additional focusing elements are required. Therefore the slow-wave structure or the slow-wave circuit performs two functions. In the focusing systems the effect of RF field defocusing is also investigated [232, 264].

Important information concerning power flow induced by the beam, and stored energy in the beam, is given in the articles [260, 270, 271].

Paper [253] treats the non-laminar beam, and communications [251, 252] also deal with the non-laminarity topic; the translaminar beam also
forms the subject of investigations [231]. The subject matter of laminarity is of significance, since the calculation technique is simple and less laborious. It is to be regretted that the turbulent beam cannot be discussed by paraxial equations. Beams produced by the effect of superimposed periodic and uniform magnetic fields are investigated in paper [221]; another case of superimposed fields is where an additional electric field is coupled to the periodic magnetic field [257]. According to paper [224] correction of the pulsations of magnetic-focused electron beams can be achieved by using local inhomogeneities of a magnetic field.

The axial velocity of electron beams in both unmodulated and modulated cases can be measured with the aid of beam testers [243]; in annular electron beams [261]; and also in the case of quasi-Brillouin flow [258]. Aberrations can also be determined with consideration of the space-charge in the axial symmetric case [250, 254], even in relativistic cases [249].

The paper [255] deals with space-charge flow occurring in the magnetic field, which together with numerous others comprise only a focusing based upon a curvilinear central trajectory.

Worthy of interest are papers [263] discussing the prospects for very high-power and high-efficiency RF generators, and energy conversion in electronic devices [242], which in their subject matter even surpass the boundary field.

Finally mention should be made of microwave power measurements employing electron beam techniques [268]. This task can be solved by calibrated means with the greatest difficulty. According to the solution the electron beam passes through a waveguide field, and if the transit moment is correctly chosen, the energy increases. The energy increase is measurable by means of a decelerating field and the full power passing through the waveguide may be calculated from the Poynting vector. The instrument is self-calibrating, and may serve as a standard measurement.

Many high-frequency oscillator types produce outputs of several hundred kilowatts and even megawatts. With outputs of such order the problem of efficiency is of paramount importance. Improvements in efficiency in oscillators and amplifiers is possible not only by optimum setting of the high-frequency operation, but also by decrease of direct current powers converting into heat. Improvement of efficiency brings about a reduction in the dimensions of the cooling equipment and simplification of the structural solutions. With the help of space-charge optics the properties of a given arrangement can be investigated in the function of the voltages applied to the electrodes. These investigations have demonstrated for example that tube efficiency can be greatly improved by reduction of the collector voltage. The beam contour at the end of the generally long beam is a regular shape determined by the focusing system. The final high-potential electrode, the field of the high-potential collector does not give rise to beam perturbations. The potential depression in the decelerating space thus formed causes beam profile change, due mainly to space-charge effects. Methods for protection against space-charge instability caused by depression of the collector potential have been developed extensively, the results obtained are good, and application of the depressed collector voltage is widespread. Further prog-
ress has been made in this direction and multisegment collectors have been introduced, with which further efficiency improvement has been attained. As an example, in the case of a two-segment collector, the collector potential pertaining to the depressed collector has become smaller, in comparison with the beam potential. Further collector depression follows this medium-potential electrode, by means of which the low-potential electrode or the low-potential collector is reached. Results of these investigations are given in the works listed in item h).

Within this complex subject matter it is necessary to deal first with secondary emission, problems of collectors divided into several sections, and compensation by magnetic field of the effects of high space-charges due to low velocities. The given publications also include information on the method and means of the investigations [273, 286].

The determination of current density is of considerable importance in the space-charge flow occurring in electron beams, or in more general cases, in a vacuum tube, e.g. the beam tetrode. The final aim is invariably performance improvement. Such improvement may be attained by various methods, but these are all related to current density.

For example, focusing improvement is very important for dense electron beams. The finite current travelling in the electron stream must be conducted to a given point. The current flow must be directed so that the given power distribution appears at the point of utilisation. Since the potential at the point of utilisation is constant, distribution of the power density is proportionate to the current-density distribution. Power measurement is therefore possible via current-density measurement (with current-intensity measurement) along with voltage measurement; this is a constant value only. Similarly to voltage measurement, current measurement is also a simple task. The majority of the articles referred to later deal with beam tester equipment used for measurement of current densities arising in various electron tubes, describing the method of measurement and the necessary calculations.

With regard to focusing improvement, two aspects must be considered. On the one hand, it is essential that the current density be of a given value at a given point: it must therefore correspond to the focusing strength, or possibly focusing weakness. On the other hand, the total current intensity passing over the cathode surface must be identical to the current intensity passing over the useful surface. Leakage current must be eliminated to the greatest possible extent (leakage current distribution is measured similarly to the distribution of useful current).

Current flow in the beam is generally of Gauss distribution. However, distributions divergent from the Gaussian curve of current density also exist. In such cases knowledge and measurement of the peak on-axis intensity and density are of great importance. Infinite currents obviously do not occur, but large currents above given limits may arise, and already this represents non-acceptable performance. Measurements are usually performed on the remote beam.

The electric charge distribution (which is obviously a non-uniform charge distribution) follows from the current-density measurement, and therewith
the space-charge or space-charge density measurement has taken place, and even the charge measurement; additional calculations are necessary. Although according to the classical theory (see Chapter II) an infinite space-charge appears on the cathode, in reality the space-charge is finite only.

These measurements can be performed with respect to stationary currents and transient currents, also in non-modulated and in modulated beams. The type of beam—circular, ribbon or other beam—presents no obstacle. It is customary to perform the velocity measurement with a retarding field (initial velocity distribution).

The current-density distribution arising as a consequence of different effects is investigated in article [292]; the communication [293] deals with another type of beam investigating equipment; current-density distribution is calculated from a rotary probe measurement, and calculation formulae are presented in communication [294], which are based on measurements performed at 14 points. The article [295] also deals with calculation methods based on measured values, and presents a detailed description of the measuring equipment [296]. The communication [297] investigates current distribution in medium- and high-power klystrons, in both non-modulated and modulated cases. The paper [298] investigates the beam in the thermal velocity case by the pin-hole method also; the communication [299] describes a mechanical scanner for solving the task; the article [300] deals with a scanning slit, and article [301] determines the beam profile. With the widely used method of slit scanning [302] the limiting current density of electron guns of rotational symmetry is investigated in the paper [303]. The current density of the high-power density electron beam may be measured by the threshold method [304], rendering the circular hole or slotted hole—which are difficult to produce—superfluous. Radial current distribution can be measured also by means of X-rays [305]. Space-charge distribution in the electron beam can be determined by photographic methods [306]. Distribution appearing on the grid may be reproduced from the distribution measured on the screen, and the beam diameter also, given from the current-density distribution [307].

The beam forms determined by the calculation methods described are changed to no small degree by the thermal velocities. The articles given in item j) furnish information on the basic principles of the subject matter, form changing of the beams, practical problems and investigation of the beams. The theory has been well elaborated, not only proceeding along the lines of general principle inferences, but also the relevant paraxial equations are published. For the tasks to be performed by computer, descriptions of the most suitable process order, and other data facilitating the work, are available.

In spite of the fact that these problems could not be included within the scope of this work, these form problems of importance, and the effect of thermal velocities is given due consideration in the design and calculation of the latest equipment.

Among the most important applications of electron physics technology is the electron beam technique. This technique has been developed by means
of the electron microscope, and now electron beam technology is the only suitable means for investigating certain problems.

The most important factor of this technology is the transformation of the kinetic energy of electrons into thermal energy when impacting the material to be machined or transformed. The course of development demonstrates that these means are in fact electron optical systems, in which the power flow is realised in the form of solid or hollow electron beams, and the design of their electrode system takes place in conformity with the customary methods of electrode design and gun design. Due to the manifold technological applications, various low-, medium- and high-power guns or beams are applied. The resultant low-, medium- and high-voltage or current flows may be greatly varied: toroidal gun and beam, collimated beam and flow, ribbon beam and axially symmetric or cylindrical electron beam, radially or axially injected current (as in other fields, here also the most frequent are the cylindrically symmetric and the axial electron beam; in addition to axial symmetry the combined electric and magnetic fields are similarly general). Among the electrode types, the annular electrode obviously plays a role, likewise the control electrode due to its current controllability, or the control grid, etc. Choice of the electrode potential is determined by the aspects of safe operation and the zero potential is usually the anode potential and not the cathode potential. In beam calculations, calculation of the operating current flow and peak current are among the important items. A further problem is presented by defocusing of the electron beam in concord with other fields, in the domain of the decelerating lens. On occasions, however, it may be worthwhile to determine by experimental means an arrangement of the diverging electron beam confined within certain limits, since the experimental solution is sometimes quicker and less costly than solutions obtained by other means.

In present-day techniques ion physics, in addition to electron physics, belong to the basis. Our primary interest in ion physics follows from our subject matter, and ion beams are employed similarly to electron beams, in order to achieve practical objectives. Focusing and deflection of the ion beam provide an introduction to the ion beam technique, which due to ion technology or ion beam technology have become indispensable, which fact will be illustrated by some examples in the following. The two technological methods mentioned are generally summarised under a common name: electron and ion technology or electron and ion beam technology.

As already stated in the preface of this book, technological application of the electron beam is one of primary importance. Knowledge of examples of the practical applications of the electron technology is readily and comprehensively gained from the subject matter of the various conferences [347, 351, 355, 367]. Even today, the semiconductors and solid materials, or more precisely the circuit components produced from these, and the circuits themselves (including integrated circuits) are of the greatest importance in technology [363, 370], however, due to the exceptional purity obtainable, precision, reproducibility, freedom from rejects, and accuracy, these are attaining increasing success in other fields too [345, 346, 354, 365].

Important specialised fields, implements, processes are: electron beam
melting [354, 356, 365], ion implantation [366, 369] (in the initial approximation these differ in their specific charge from electrons), electron beam welding [348, 349, 376], electron beam machining apparatus [358, 359, 373, 381], electron beam evaporators [357, 374, 377], electron beam cutting and cutting out apparatus [379], electron beam milling apparatus [358, 360], electron beam activation [361, 381], electron beam alloying [345–347, 365], electron beam annealing [345–347, 365], electron beam boring [378], electron beam coating [377], electron beam drying [345–347, 365], electron beam founding [345–347, 365], electron beam heat treatment [352], electron beam mask producing [370, 385], electron beam metallising [345–347, 365], electron beam metallurgy [345–347, 365], electron beam perforation [378], electron beam precision casting [345–347, 365], electron beam purifying [345–347, 365], electron beam refining [345–347, 365], electron beam surface purification [345–347, 365], electron beam zone melting [345–347, 365], electron beam deposition of thin films [377], measurement of thin film sheet resistance [353], resistor fabrication [383–384], inducing of chemical reactions [361], fabrication of small size components, transistors [362, 372], drilling of wire drawing diamonds [364], electron beam etching [371], electron beam brazing [371], fabrication of planar silicon transistors without photoresistant materials [372], visualisation surface charge distribution of semiconductors [375], exposing of materials sensitive to electron beam, for mask making [370], etc. The literary communications deal also with reviews of the physical picture; investigation of heat development [361, 388], penetration of the electron beam into material [380], and they naturally treat the prospective trends of development [389].

The various focusing, deflecting, centering, limiting etc. magnetic fields are indispensable in the operation of microwave tubes, e.g. klystrons and other tubes, e.g. kinescopes. The well-designed magnetic field is a prerequisite of appropriate operation and performance enhancement of tubes, and other equipment. The necessary fields are static magnetic fields, and therefore knowledge of the substance and calculation methods of magnetostatics is necessary. An exact calculation is seldom possible and therefore recourse is made to approximative methods. An approximative solution produced by approximative calculation is used as the predominant characteristics of the axially symmetric magnetic field, for determination of the axis induction distribution or the axis induction function. The magnetic induction calculation resultant from numerical calculation is fully satisfactory for practical purposes, since arbitrary accuracy is obtainable. The numerical solution forms a basis for the calculation of numerous other characteristics of the magnetic field. As an example let us take the calculation of magnetic flux (calculation of flux is indispensable for the knowledge of the total magnetic flux produced by the permanent magnet), or the calculation of the magnetic induction found in a given point for expression of the force of the thin or thick magnetic lenses (these may be cylindrical or axial magnetic lenses; the majority of magnetic lenses are of the thick magnetic cylindrical type), similarly, calculation of magnetic scalar potential pertaining to spatially alternating field, an important step in magnet dimensioning. Various methods for the determination of the magnetic field-strength
distribution are known, and among these is the calculation of the magnetic vector potential. The plane-symmetric and the homogeneous magnetic field distribution also figure among the magnetic fields. Generally speaking, strong magnetic fields belong to planar symmetry. Large magnetic fields are employed today not only in atom physics, but also in everyday technical practice. Low and medium magnetic fields are employed in microwave applications, forming the main part of the present book. Careful attention must be paid to the magnetic attraction and magnetic repulsion occurring in strong magnetic fields since these forces may be of an order of several tons.

The first chapter of the book furnishes information on magnetic measurements and magnetometers.

Our book deals principally with details of dimensioning microwave tube magnet types. The magnet types include the circular, cylindrical, bar, barrel, annular, tubular, toroidal, straight-field, rod, ring-shaped, quadrupole, and ring magnet forms. In addition to the magnetic material, the keeper and the yoke of the magnet are of importance, and these actually complete the magnetic circuit. The pole face forms an indispensable part of the focusing magnet, and the useful magnetic field is formed between these. Among the magnetic focusing systems, the periodic magnet structure and the periodic electromagnet emerge on account of their interest and also their low weight, and their consequent small space requirements. The permanent magnet focalsier does not require constant current excitation, and therefore its operation is highly economical. The communication [392] describes a permanent magnet focusing system and also its dimensioning, and primarily applications with regard to travelling wave tubes. The article [393] deals with the optimum design of a periodic magnetic focusing structure. The tubular magnet of the magnet design is of interest where the multitude of the factors of theoretical bearing appear in simple form [396]. A classical case of the permanent magnet focaliser design is the design of the straight-field permanent magnet [397], operating with graphic design aids. In the design of the focusing magnet, the leakage flux may not be neglected. The leakage magnetic flux must be provided by the permanent magnet, and therefore the distribution of the leakage magnetic flux has to be determined. The leakage flux distribution is determined by means of the graphic method dealt with in communication [398]. The tube-type periodic magnetic focusing system forms a newer periodic focusing stack. The communication [401] deals with this, and provides a mathematical calculation method for the design of periodic permanent magnet. The design of periodic magnetic focusing structures has been developed also with respect to the radially magnetised ring; the design of periodic magnetic structures for medium- and high-power travelling wave tubes is detailed in article [405]. Periodic permanent magnetic structures are also dealt with in articles [419, 420]. The barrel magnet may be designed on the basis of article [408]. A focusing arrangement formed from permanent magnets and its dimensioning are dealt with in the articles [410, 411]. Further communications [406, 407, 416] dealing with design of the periodic focusing stack; article [403] treating permanent magnets used in microwave tubes, investigation of magnetic materials [417], temperature dependency of magnetic materials [418],
and the book [415] dealing in general with permanent magnets and their applications. We must emphasise the application of permanent bar magnet for the production of quadrupole fields, and using them, extremely low-weight magnet fittings can be fabricated [168].

In addition to the permanent magnets, coils are of considerable importance, since magnetic fields can also be produced with these. The design of periodic electromagnets or dimensioning of a homogeneous field producing coil is everyday practice, and the solutions are to be found in the respective literature. Attainment of minimum weight is of importance here also [394], in order to minimise the use of copper. Information relating to magnetic field calculations is given in article [395] and measuring of the magnetic field axis is dealt with in the article [414]. A homogeneous field can be produced by placing wafer-type solenoids side by side [402], (the design of wafer-type solenoids is of importance not only with respect to microwave tube applications), the air cored magnet coils are calculated by computer also [404]. The article [409] deals with dimensioning of periodic electromagnets, and details relating to multiturn coils are given in the paper [413]. The design of multiturn coils is one of the most frequently recurring tasks. The paper [422] discusses coils serving travelling wave tube and klystron focusing. The design of focusing coils has attained newer success in the field of weight and space reduction with the introduction of aluminium foil solenoids. The papers [399, 421] deal with the design of aluminium foil solenoids, while the books [400, 412] provide general information on the design of d.c. magnets.

Knowledge of the forces (mechanical fittings) occurring in the high-power focusing coils and of the force distribution (deformation) is necessary. Consequently in coil design work force density calculations may not be omitted. Magnetic force calculations are given in communication [390], with the exact solution of calculations of the force induced by the electromagnet producing the homogeneous field.

The coils produced with superconductors result in power economy, and they are therefore widely used [391]. We make reference to a further book [412], but these two data are not in proportion to the importance of electromagnets on superconductors since these deserve considerably greater interest.

Based upon the information given in the literature it may be stated that many methods for the investigation of focusing problems are available (principles; conclusions; mathematical (quantitative) description of the phenomena; elaboration of processes necessary for employment of computers), therefore there is no reason, even in the most diverse cases, why satisfactory calculations which solve the requirements of application should not be performed.
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Reversed field focusing 470
- - magnetic field 470
Ribbon beam 469, 478
- - electron beam 477
Rigorous method 74
Ring magnet 480
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- - with initial velocities and with space-charge 187
- - without initial velocities and without space-charge 187
- - without initial velocities and with space-charge 187
Scanning slit 477
Screened cathode 409, 452, 457
Screening 409, 452, 457
Search coil 94
Secondary electron emission 149
- - emission 149
Second order equation 97
- - passband 471
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- - region 425, 428, 471

Stagnation point 75
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### INDEX

<table>
<thead>
<tr>
<th>Page</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>Symmetry axis</td>
</tr>
<tr>
<td>75</td>
<td>System International of Units (SI)</td>
</tr>
<tr>
<td>70, 71</td>
<td>System of coefficients</td>
</tr>
<tr>
<td>444</td>
<td>Tapering field</td>
</tr>
<tr>
<td>63</td>
<td>TAYLOR series</td>
</tr>
<tr>
<td>74</td>
<td>Telescopic system</td>
</tr>
<tr>
<td>95</td>
<td>Temperature dependence</td>
</tr>
<tr>
<td></td>
<td>– limited current 184</td>
</tr>
<tr>
<td>191</td>
<td>Tetrode</td>
</tr>
<tr>
<td>192</td>
<td>Thermal diode</td>
</tr>
<tr>
<td></td>
<td>– effect 183, 468</td>
</tr>
<tr>
<td></td>
<td>– electron 185</td>
</tr>
<tr>
<td></td>
<td>– flow 187</td>
</tr>
<tr>
<td></td>
<td>– limitation 185</td>
</tr>
<tr>
<td></td>
<td>– spread 468</td>
</tr>
<tr>
<td></td>
<td>– triode 187</td>
</tr>
<tr>
<td></td>
<td>– velocity 77, 185, 187, 188, 192, 468</td>
</tr>
<tr>
<td></td>
<td>– effects 229</td>
</tr>
<tr>
<td></td>
<td>– limit 185, 192</td>
</tr>
<tr>
<td>184, 186</td>
<td>Thermionic current</td>
</tr>
<tr>
<td>74</td>
<td>Thick circular lens</td>
</tr>
<tr>
<td></td>
<td>– cylindrical beam 325</td>
</tr>
<tr>
<td></td>
<td>– electric circular lens 74</td>
</tr>
<tr>
<td></td>
<td>– electric lens 74</td>
</tr>
<tr>
<td>296</td>
<td>– lens</td>
</tr>
<tr>
<td>479</td>
<td>– magnetic cylinder lens 479</td>
</tr>
<tr>
<td>479</td>
<td>– magnetic lens 479</td>
</tr>
<tr>
<td>74</td>
<td>Thickness of the lens</td>
</tr>
<tr>
<td>370</td>
<td>– sheet beam</td>
</tr>
<tr>
<td>370</td>
<td>– strip beam</td>
</tr>
<tr>
<td>74</td>
<td>Thin circular lens</td>
</tr>
<tr>
<td>278</td>
<td>– cylinder lens 278</td>
</tr>
<tr>
<td>295</td>
<td>– electric circular lens 295</td>
</tr>
<tr>
<td>358</td>
<td>– electric cylinder lens 358</td>
</tr>
<tr>
<td>74</td>
<td>– electric lens 74</td>
</tr>
<tr>
<td>273, 295</td>
<td>– lens 273, 295</td>
</tr>
<tr>
<td>295</td>
<td>– magnetic circular lens 295</td>
</tr>
<tr>
<td>358</td>
<td>– cylinder lens 358</td>
</tr>
<tr>
<td>479</td>
<td>– lens 479</td>
</tr>
<tr>
<td>97</td>
<td>Third order equation(s)</td>
</tr>
<tr>
<td></td>
<td>– of motion 97</td>
</tr>
<tr>
<td></td>
<td>– imaging aberration 130</td>
</tr>
<tr>
<td>152, 161, 165, 171</td>
<td>Three-halves law</td>
</tr>
<tr>
<td></td>
<td>– of space-charge flow 152, 161, 165, 171</td>
</tr>
<tr>
<td>152, 161, 165, 171</td>
<td>– power law 152, 161, 165, 171</td>
</tr>
<tr>
<td>477</td>
<td>Threshold method</td>
</tr>
<tr>
<td>325</td>
<td>TREFFTZ method</td>
</tr>
<tr>
<td>185, 191</td>
<td>Triode</td>
</tr>
<tr>
<td></td>
<td>– characteristics 186</td>
</tr>
<tr>
<td></td>
<td>– gun 185</td>
</tr>
<tr>
<td>75, 78, 79</td>
<td>Truncation error</td>
</tr>
<tr>
<td>469, 473</td>
<td>Tubular beam 469, 473</td>
</tr>
<tr>
<td>480</td>
<td>– magnet 480</td>
</tr>
<tr>
<td>94</td>
<td>Turbo-Inductor Magnetometer</td>
</tr>
<tr>
<td>475</td>
<td>Turbulent beam 475</td>
</tr>
<tr>
<td>183</td>
<td>– flow 183</td>
</tr>
<tr>
<td>77</td>
<td>Two-dimensional flow</td>
</tr>
</tbody>
</table>

### U

<table>
<thead>
<tr>
<th>Page</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>79</td>
<td>Underrelaxation</td>
</tr>
<tr>
<td>75</td>
<td>Unequal mesh</td>
</tr>
<tr>
<td>471</td>
<td>Uniform axial velocity</td>
</tr>
<tr>
<td></td>
<td>– charge distribution 471</td>
</tr>
<tr>
<td>184</td>
<td>– emission density 184</td>
</tr>
<tr>
<td>406</td>
<td>– focusing 406</td>
</tr>
<tr>
<td>406</td>
<td>– system 406</td>
</tr>
</tbody>
</table>
INDEX

Uniform initial velocities 185
  - magnetic field 469
  - space-charge distribution 471
Unipotential lens 303
Uniqueness 191
Unique solution 22, 76, 190
Unit of charge 16
  - of conduction current density 80
  - of conduction space-charge density 80
  - of conductivity 80
  - of current density 16
  - of current intensity 156
  - of dielectric constant of free space 15
  - of electric field strength 15
  - of electronic charge to mass ratio 100
  - of external field strength 80
  - of force 99
  - of force density 97
  - of generalised potential 102, 106
  - of impulse 99
  - of impulse density 97
  - of magnetic flux 42
  - of magnetic induction 15
  - of magnetic scalar potential 56
  - of magnetic vector potential 18
  - of mass 99
  - of mass density 97
  - of nonconservative field strength 80
  - of permeability of free space 15
  - of potential 17
  - of space-charge density 15
  - of velocity 15, 97
  - of voltage 17, 83
  - system 75
Universal beam-spread curve 268
Unrippled beam 465
Unscreened cathode 406
Unstable region 425, 428, 471

Vacuum dielectric constant 15
  - permeability 15
  - tube 93, 187, 476
Variational analysis 74
Variation(al) principle 31
Variation method 31
Varying axis induction field 40, 49
  - potential field 409
Vector function 17, 190
  - Laplacian 18
  - potential 18, 91
  - components 35, 45
Vector-scalar function 190
Velocity along z axis 406
  - deviation 471

Velocity dispersion 471
  - distribution 148, 238
  - field 152
  - measurement 477
  - vector field 151, 152
Very strong magnetic field 242
Vibrating coil 94
  - condenser 94
Virtual cathode 74
  - image 74
Voltage measurement 476
Volumetric charge density 15

Wafer-type solenoid 481
WATERS optimal focusing parameters 376
Wave-equation 92
Wavelength 240
Weak lens 74
Wedge-beam 214
WEHNET cylinder 199
  - voltage 205
Work function 184
Wronskian 313
Wronsky determinant 313

X-ray diffraction camera 131
  - image intensifier tube 131
  - microscope 131
  - microscopy 131

Yoke of the magnet 480
YOUNG theorem 34

Zero potential 478
z-increasing magnetic quadrupole field 450
z-independent magnetic quadrupole field 444
z-periodic electric and magnetic quadrupole fields 449
  - electric quadrupole field 395
  - electrostatic quadrupole field 395
  - magnetic quadrupole field 446
  - simultaneously acting periodic electric and periodic magnetic quadrupole fields 449
Zone melting 479
Dr Gyula András Nagy was born in Budapest in 1927. In 1967 he obtained the degree of C.Sc. Techn. after studying low-current theory at the Technical University in Budapest and applied mathematics at the Loránd Eötvös University. He is currently Senior Scientific Officer at both the Research Institute for Telecommunication and the TUNGSRAM Research Institute, and is engaged in research into electron optics and electron technology including electron guns and focusing systems for microwave tubes, electron beam evaporating equipment and the application of electrons in semiconductor technique measurements. He has published some 42 works, his series on the theory and applications of vacuum engineering being of particular importance. Dr Nagy is a member of five scientific associations and has lectured at numerous international conferences as well as at the Technical University in Budapest.

Dr Miklós Szilágyi is Director General and Head of the Department of Physical Sciences at the Kálmán Kandó Institute of Electrical Engineering in Budapest. After having graduated from the Leningrad Polytechnical University in engineering and physics in 1960 he obtained the degrees of C.Sc. Techn. and D.Sc. Eng. Since 1958, he has been working on the electron optics of spectrometers, electron microscopes and low-energy particle accelerators as well as on space-charge problems. His results have been published in 28 articles and in papers submitted to various international conferences. Dr Szilágyi is editor of several periodicals and in 1964 he was awarded the Bródy prize by the Loránd Eötvös Physical Society.

Distributor:
KULTURA
H-1389 Budapest, P.O.B. 149