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FOREWORD

Noise pollution is one of the most unpleasant environmental hazards of this age. 
The factories, workshops and the living quarters in the cities are noisy and some­
times even the peaceful countryside as well. According to physicians and patholog­
ists, noise can even cause permanent damage to the organs of hearing and it can 
also bring on disorders of the vegetative nervous system. Richard Katz, the well 
known writer, wrote in the thirties his witty book entitled: “Three Features of 
Lucifer: Noise, Machine and Business”. In his book we can read the accurate 
statement: “If engineers devoted only a small fraction of the time spent on construct­
ing new machines to acoustics then most noises of machines and equipment could 
be eliminated.”

In most cases electrical machines are used to drive engines. These generate noise 
in the factories. Trams, trolley-buses and even transformers increase this noise 
level and this has a negative effect on the people living in a city. This is why the 
question of a silent electrical machine and transformer plays a significant role in 
reducing the noise level. This book deals with the above-mentioned subjects: It 
discusses the acoustics and noise-measuring systems of electrical machines in 
detail; presents both the theoretical and practical question of the field and gives a 
detailed description of the mechanical and magnetic noise of electrical machines. It 
also shows the possibilities of decreasing the noise level. Thus it not only gives an 
analysis of the various causes of noise production in electrical machines but also 
presents guidelines for the reduction of noise level of electrical machines. The 
authors succeeded in summarizing the latest results from the field and they also 
published the results of their own observations regarding techniques of reducing 
the noise level of electrical machines and transformers. The present book can be a 
useful aid for engineers engaged in the design of electrical machines. It expands 
their knowledge and assists them in choosing new machines.

Special attention should be devoted to those chapters which deal with the specific 
causes of noises generated by up-to-date, electronically controlled machines. The 
book can be used as a text-book by universities and postgraduate students. For 
specialists engaged in reducing the noise level of electrical machines and generally 
of machines, the book can even be recommended as a handbook.

Pál К. Kovács
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INTRODUCTION

Noise is an audible sound or mixture of sounds which have an unpleasant effect 
on human beings, disturbs the concentration and does not convey any useful in­
formation. The above definition clearly implies that noise is a subjective concept, 
associated with humans.

In general, the unpleasantness and disturbing effect of sound lie in its uncertainty, 
even if we consider a Beethoven symphony! We call it beautiful art in the concert 
hall and enjoy it. But when our neighbour wakes us with it from peaceful slumber, 
it is noise; or perhaps we are better tuned into a light Schubert song; or else we 
just do not like Beethoven; or we want to whisper something important into the 
ear of our companion just as the crescendo of the brass strikes through the air. 
An electrical machine may be called silent if the noise of the milling machine, 
lathe or the ventilator driven by it is at least 10 dB louder than the noise from 
the machine itself. On the other hand, almost any electric motor would seem 
noisy in a watchmaker’s shop. We do not even notice the sound of the elevator 
during the day when we are wide awake and surrounding noise level is high, but 
it disturbs our rest during the night. Further, we must not forget that the hearing 
of people varies and changes with age.

Standards try to provide a certain degree of objectivity with which to assess the 
subjective and relative concepts of noisiness by incorporating such components in 
the noise measuring system which simulate average human hearing, and by 
setting noise limits for the various kinds of electrical machines. These limits, 
however, are not derived from physical laws but rather reflect the typical techni­
cal level of a given period. This clearly implies that the mere fact that an 
electrical machine complies with standards as far as its noise characteristics 
are concerned does not necessarily mean that it is considered silent under all 
circumstances at any time. As the acoustic phenomenon produced by the 
electrical machine is an undesirable byproduct of the energy transforming func­
tion of the machine, we consider it to be noise, regardless of its magnitude, na­
ture or spectrum.

It was about seven decades ago that engineers first started to pay attention to
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noise produced by electrical machines. As machines were oversized at that time, 
the aerodynamic noise was negligible, while the bearing noise was a well-known 
phenomenon from the operation of other machine types, and so research turned 
to noise of electromagnetic origin. The number of asynchronous motors increased 
rapidly, so that they became the subject of the first experiments. In the first fifteen 
years, engineers used rotors of different slot number in the same stator and deduced 
that there are favourable and unfavourable slot number combinations. A large 
number of publications recommended “optimum” slot numbers which scattered 
over a wide range. In the thirties, it came as an unpleasant shock to realize that 
a slot number combination that had proved acceptable or unacceptable before, 
could behave quite differently in machines of different power rating. Therefore, 
attention turned to the mechanical structure of motors, their vibration properties, 
and their effect on noise generation.

Since the forties, numerous analytical studies have been published world-wide. 
In Central Europe, Professor H. Jordan and his colleagues, in the U.S.A., Prof. E. 
Erdélyi and P. L. Alger, in England, A. J. Ellison, and in the Soviet Union, 
Professor N. V. Astachov established successfully operating research centres. In 
their publications, they evaluated a steady-state of the electromagnetic field and 
managed to solve numerous noise-related problems. Meanwhile, technical develop­
ment gradually resulted in better specific machine parameters (e.g., kW/kg) and 
improved exploitation of active and passive machine components. As the weight 
and dimensions of machine parts decreased, the noise of electrical machines 
increased. According to British sources, for example, the noise of 30 kW asynchro­
nous squirrel-cage motors increased by more than 10 dB in the period between 
1957 and 1967. The situation was further complicated by the fact that the scope 
of application of electrical machines extended beyond the boundaries of factories, 
entering homes and apartment buildings which are extremely sensitive to noises. 
In this area, the spreading of lightweight construction panels in the building 
construction industry is the breeding ground of noise pollution. Noise, as one of 
the environmental harms, has a doubly adverse effect on men. On one hand, it 
damages the organs of hearing and, on the other hand, it brings on disorders of the 
vegetative nervous system. As it diminishes human performance, it gives rise 
indirectly to economic losses.

By the end of the sixties, engineers had achieved substantial results in decreasing 
steady-state noise levels of electromagnetic origin. Then, attention turned to 
noises of aerodynamic origin, i.e., ventilation noise. The more extensive exploita­
tion of the active material resulted in an increase of losses and, consequently, in 
the requirement of stronger and more effective ventilation. The solid-state drive 
systems appeared in the seventies and have ever since been spreading raised 
new questions, as the time harmonics present at the motor terminals very often
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considerably enhanced the noise level. In recent times engineers have encountered 
the new challenge of measuring short-time noise phenomena in the transient 
operation of the electrical machine.

The mechanical vibration of electrical machines, which can by no means be 
separated from the noise of the machine, manifests itself in many ways. Vibration 
means a permanent deformation of the machine, hence it reduces lifetime. Part 
of the vibration is transferred to objects in close mechanical contact with the 
machine, e.g., to the machine tool, adversely affecting the working accuracy and, 
in turn, degrading machine tool quality. In most cases there are people working 
close to the vibrating machine, whose health and performance may also be 
affected.

The requirements as regards the noise and vibration levels of electrical machines 
are increasingly stringent and wider in scope, since reduction of noise and vibra­
tion is equally important to health, economics and productivity.





A . GENERATIO N A N D  ELIM IN A TIO N  

O F N O ISE  A N D  VIBRATIO N

1. BASIC ACO USTIC TERM S

1.1 Sound generation and sound radiation

In our everyday life, sound is a spatial phenomenon sensed in the air or under, 
water by our ears which transform it into information about our surroundings. 
This information may contribute to our knowledge or serve as an element of our 
culture, but can still be the cause of discomfort.

According to our senses, sound is a vibration with characteristic amplitude and 
frequency. The general definition of vibration is as follows. The time function 
q{t) of a mechanical model’s coordinate given by q can be regarded as a vibratory 
motion if the function q(t) satisfies the following criteria:

(1) q(t) is bounded (i.e. the absolute value of q(t) for any t is less than a given 
finite number),

(2) the velocity of motion, expressed as dq/dt, changes sign at least twice in the 
time interval examined.

In further discussions, to avoid misunderstanding, sound is defined as the mechani­
cal vibration of an elastic material medium. This vibration is the result of a single 
or periodic force that displaces the smallest material particles of the medium from 
its position of balance, causing them to oscillate about their rest position through 
their inertia and elastic forces, normally following a harmonic pattern, transferring 
their motion to adjacent particles.

According to our definition, the medium transmitting sound is elastic, capable 
of mechanical oscillation. This elastic medium can be gaseous, liquid or solid 
material.

The sound (or oscillation), in a general sense, can be classified by two character­
istics, its frequency and amplitude, as shown in Fig. 1.1. Of course, the ranges 
identified in the figure indicate only the order of magnitude relations in the direc­
tion of both axes. Oscillations of very low (< 5  Hz) frequency are called LF 
vibrations, and then up to 20 Hz, infrasound. Audible sounds occupy the range 
from 20 Hz to 16 kHz (though the limit real value can depend on the individual and 
could be something else). The next range is that of ultrasound with an upper frequ­
ency limit of 1 GHz, which represents the maximum frequency obtainable by tech-
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nical means of today. The two important limits that depend on the amplitude of 
oscillation are the threshold of hearing and the threshold of feeling.

t. Hz
Fig. 1.1. The sound pressure-frequency plane

In everyday use, the term sound is understood to be the part of the sound which 
falls into the audible frequency range, and we will also use the term in that sense. 
Sounds propagating in a gaseous medium or air are called airborne sounds, while 
in the case of a liquid or solid medium, liquidborne or structure-borne, respec­
tively. For convenience, airborne sounds will simply be called sounds in this book, 
but we should not forget to add the “air” prefix, at least mentally.

Vibration is a more general term, but in engineering practice, oscillations of a 
solid media with relatively low frequencies (below 1 kHz) are called vibration.

The vibration emitted by the source passes through different media or even 
a mixture of them in the form of airborne or structure-borne sound depending on 
the media, until it dies away completely. The damping of the travelling wave 
depends on the material characteristics and geometry of the medium. The interface 
between two different media reflects the sound; the propagation speed is charac­
teristic of the medium, while the waveform is a function not only of the medium 
but also of the geometry. In gases and liquids, sound propagates in the form of
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longitudinal waves, where the particles oscillate in the same direction as that of 
propagation. In solid bodies, however, transverse waves are also present owing 
to the fact that elastic strain is accompanied by transversal constuction. Depending 
on the wavelength, the geometry of the body and their ratio, bending, dilatational 
and torsional waves may also be generated. The natural frequencies of mechanical 
components have significant effects on wave propagation.

Sound waves, just as other types of oscillations, may be characterized by their 
peak, effective and mean value, their frequency and, in the case of complex 
sound, their spectra. The classification of sounds will be detailed later.

The complex system of sound generation, propagation and sensation in­
corporates the exciting forces, the sound source, the medium and its properties, 
and the whole space occupied by the sound, the so-called sound space. The 
exciting forces act on a mechanical systenTor medium capable of vibrating, and 
generate vibrations determined by the vibrating and radiating properties of the 
source. The involved active (time-dependent) and passive elements can be analysed 
by means of adequate models.

The input parameters of the system would be the exciting forces arising by 
chance or for a known reason.

The detailed discussion and calculation of these forces form a very important 
part of this book. At this point we will classify the forces by their functions of time, 
not forgetting, however, that in concrete practical analyses the function describing 
spatial behaviour also plays a very important role.

Classification of exciting forces:
Shock-type exciting forces described by functions (a) and (b):

(a)
x(t)= X  cos (cot—cp) (1.1)

and

(b)

and

* (/)= *o+  2  4  cos (nc»t-(p„), 
/1 = 1

4 0 = 1(0

4 0 = 3(0,

( 1.2)

(1.3)

(1.4)

(c) Transient-type exciting forces,
(d) Non-periodic, irregular, stochastic exciting forces.

In the generation of noise and vibration in electrical machines, it is mostly type 
(a) exciting forces that take part. The energy transferred by the exciting forces 
will set the mechanical system vibrating, as determined by the system’s response,
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weight, geometry, material, etc. The induced vibration can be of two kinds: free 
and forced.

We refer to free vibration if vibration continues, even when the force that acted 
on the mechanical system to induce vibration is no longer present to transfer 
energy to the system. In this case, the vibration of the system is damped, and the 
amplitude of vibration will gradually decay, depending on the degree of damping 
within the system, until it returns to rest position.

Forced vibration is produced when a steady F(t) exciting force acts on the system. 
If the frequency of the periodic force is identical with the natural frequency of the 
system (co=co0), then the system will exhibit resonance with a maximum amplitude 
of oscillation.

We can detect the vibration of the medium in sound space, that is the space 
where sound waves are present, by means of our ears, hands or a proper instrument 
set up there.

The sound produced can be one of the following types:

Fig. 1.2. Sound types: (a) f2 and f 3 are the whole number multiples o f /j , the vibrations are harmonic, 
(b) / р / г . / з  and / 4 are independent, the vibrations are not harmonic, (c) continuous frequency 
distribution, no useful information, (d) continuous frequency distribution with several components 

standing out, (e) multiple-wave harmonics [see (a)]
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— Pure tone, when the vibration of the medium is sinusoidal (harmonic) with 
a single characteristic frequency.

— Complex sound, when the vibration of the medium is made up from a finite 
or infinite number of pure tones. Periodic complex sounds may be broken down 
into harmonic components. Under special conditions and restrictions, the com­
ponents of non-periodic vibrations may be analysed as well.

— Noisy sound, generally with a continuous spectrum that may include several 
dominant frequencies. The amplitude and frequency of components fluctuates 
randomly.

The sound, or vibration of a medium, may be represented graphically as a func­
tion of time or frequency. The time response is used mostly for the analysis or 
demonstration of pure tones or a selected component or a series of selected 
components of a complex sound. The frequency spectrum of complex sounds is 
useful in illustrating the general character of the sound and identifying the sensible 
direction for further analysis. Figure 1.2(e) shows an example for time response. 
Some frequency spectra for typical complex sounds are shown in Fig. 1.2.

To describe sound field, the time and space distribution of sound pressure and 
particle velocity is the common means. Driven by the force of vibration, the 
density and pressure of the medium and the velocity of its particles oscillate about 
a constant mean value characteristic of the medium in the state of “rest” before 
vibrating. The motion of particles results in compression in one place and rarefac­
tion is another, increasing and decreasing the density of the medium, respectively. 
Normally there is no time for heat exchange between the medium and the ambient 
owing to the relatively rapid change of state within each period, so the sound 
pressure can be expressed in the following form :

(a) The sound pressure is characterized by the root mean square (r.m.s.) value 
of the pressure change induced by the vibration:

1.2 Characteristics of sound field

(1.5)

where /?const — normal pressure at normal temperature,
£?const — density of the medium at normal condition, 

X — heat capacity ratio of the gas (constant).

о

(1.6)
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When there are more components of different frequency, as is the case in most 
technical applications, the sound pressure is described by the resultant r.m.s. 
value calculated from the component r.m.s. values according to the following 
formula:

p =Yp \+ p I+ p I+ ■■■■ (1.7)

(b) The particle velocity is the fluctuating speed of particles within the medium. 
Its value is expressed, just as for the sound pressure, by the r.m.s. velocity:

v= /  y J  [«KOI2 dr. (1.8)
о

(c) The speed of sound is the wave velocity of sound in a given medium. It is 
a function of temperature, i.e., it varies with the square root of the absolute 
temperature. Its value

for gases:

(1 .9 )
I Í! const

for a ir :
c=  344 m s~ l 

for
x=  1.4 and T  =  20°C,

for solid materials:

— for three-dimensional wave propagation, assuming that the dimensions of 
the body are much larger than the wavelength in each direction:

Cs,= i econstíi+zöa-s^) ’ (U 0)
where E  — modulus of elasticity,

fi — Poisson’s number (e.g., for steel /4=0.3) (the above formula applies 
only within the scope of Hooke’s law),

— for two-dimensional wave propagation (e.g., plate):

Cstt==Í  2Qconst( \+ n )-  (1,11)
(d) The specific acoustic impedance is the ratio sound pressure to particle 

velocity:

Z, Pec=“ - О -«)
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(e) The sound intensity is the rate of flow of energy through unit area per­
pendicular to the direction of travel of the sound:

(1.13)

where v is the component of speed perpendicular to the surface.
(f) The acoustic power is the sound intensity over an optional surface S  per­

pendicular to the direction of travel of sound:
s

P=J IdS . (1.14)
о

(g) The directivity factor describes the propagation of waves generated by a 
radiator in various directions:

D ^  p 2(r,<p,v) 
p2(r, (po, V0) ’

(1.15)

where p(r, (p0, v0) — the sound pressure at the reference point defined by asimuthal 
angle <p0 and polar angle v0 at a distance of r from the radiator, 

p(r, <p, v) — the sound pressure at a point defined by asimuthal angle 
cp and polar angle v at a distance of r from the radiator.

Fig. 1.3. The sound source in the spatial coordinate system

Figure 1.3 illustrates the concept of directivity in space. The complete set of 
directivity factors makes up the directivity pattern.
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1.3 M odelling sound radiators

As the feature of the propagation of sound waves emitted by radiators—because 
of their complex physical inherence—is difficult to calculate, we use model radia­
tors of known parameters to facilitate the analysis.

In technical practice, and elsewhere, point sources, spherical and plane radia­
tors of various orders, etc. are used as the commonest model types. With careful 
model selection, we can approximate the real physical conditions quite well. For 
the analysis of electrical machines, spherical or cylindrical radiation models are 
usually used.

Let us start off from the formula of spherical waves. First we consider a pulsating 
spherical radiator, when mode numbers R=  0. The amplitude of the pressure wave 
is inversely proportional to the distance from the centre:

_ _  P a  1 e K m l - k r )

r
(1.16)

where pal — pressure amplitude at a distance of r , =  1 m from the centre of 
radiator,

r — distance from the centre, 
eu — angular velocity of vibration, 
t — time,

k = ^ ~  — wave number,A
C

A=—-----wavelength of vibration,

c — travelling speed of sound in the medium.
The particle velocity can be expressed as the sum of two components, one in

71phase with pressure, the other — ahead of phase:

v = ~  M  e K ° » - k r ) + L  J_ —i- eJC°'_Ar+2)  (J.17)
pc /• pc kr r

For the specific radiation impedance, the following equation is found:
P faly.2 fa.

Z = - _ =(?C l + k 2r 2 +jQC l + k 2r 2 ■ ( ,Л8)

The radiated power can be calculated by applying the real part of the radiation 
impedance, just as in the case of electrical power:

î 2™2

p= v2ecT f k V S - (L19)
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This formula gives us the acoustic power emitted by the radiating surface to air, 
when V is the mechanical vibration velocity of the radiating spherical surface, r 
is the radius of the radiating sphere, S  is the surface area of the sphere and о is 
the density of air. The general formula that gives the value of radiated acoustic 
power for a mechanical system of surface S  in terms of the radiation wave imped­
ance for any mode number R  is :

P= V2 Re {Z}S. (1.20)

The characteristics of various radiators are covered by factor Re {Z}:

Re {Z}=Z0cr, (1.21)

where a — the radiation factor,
Z 0=  QC.

The cr is a function of the mode number, and thus of the spatial distribution of 
exciting forces as well. Taken this into consideration, according to [40] we obtain:

PR= v2Z (ß  a (1.22)

If the sound radiator emits a complex acoustic power and thus various mode 
numbers are in effect, then:

P=  2  Pr- (1-23)
R

Formulae of radiation factor for typical acoustic radiators are reviewed below. 
For a spherical radiator:

я (R+v)' R'
2  T - W - ’

a= R e Jkr,  ’- » „ f  t  "■----------- , (1.24)

1 2 ^ 7 0 » - < > + * + • ) ]

where Ä — mode number,
V — integer.

For some significant mode numbers and limiting conditions, the acoustic power 
is if R=0, (pulsating sphere):

lc2r 2
<*= i +/c2r 2 ■ (see eqn. (1.21)) (1.25)

(a) If the frequency and r is very small, i.e,, k r «  1, then the acoustic radiator 
approximates a point source. Then:

a ^ k 2r2. (1.26)
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(b) If the frequency or the sphere radius is large, i.e., krs> 1, then the radiator 
approximates a plane source and

cr^l. (1.27)

So, in order to select an adequate model in terms of acoustical requirements, it 
is essential to consider not only the geometry and dimensions of the radiator but 
also the relation of frequency, wavelength and radiator dimensions.

Depending on the frequency, the same radiator may produce different types of 
sound wave.

For practical purposes, eqn. (1.24) is difficult to handle, and therefore the curves 
shown in Fig. 1.4, which were calculated applying eqn. (1.24) may be used with

001 Л  i ,.д I J U . L  Щ  . 1 I
01 0 2 05 1 2 5 10 20

kOI 2
Fig. 1.4. The radiation factor curves 

of a spherical radiator

kDI 2
Fig. 1.5. The radiation factor curves 

of a cylindrical radiator

acceptable accuracy. For computer analysis, the following approximating formulae 
may be used if K=kr, (K = k ^ ) :
for R=  0,

°o=T ~ ,  (1.28)

for R=  1,

° ‘= 4 <L29>
for R=  2,

IS6
q2= 1 0 4 ^ [Q-4X 10_3( ^ - 2 0 ) 2+ 1], (1.30)

for R=  3,
K s

°3=5XÍ(P+K? l ^ X ^ \ K - 2 0 ) 4 1], (1.31)



1.4  Levels and their mathematical expression

The acoustic power of sound sources varies over a wide range spreading from the 
rustle of leaves (~  10-9 W) to the noise level of jets or rockets taking off (~  105 to 7 
W). The range of the human ear allows the sensation of sounds with pressure 
of 2 x  10“ 5 N m-2 (threshold of feeling) to about 20 N m -2 (threshold of pain), 
which is quite a wide dynamic span. To better fit the sensation of human hearing 
and to facilitate classification and measurement, relative quantities have been 
introduced. These units relate the quantity to a reference value and express the 
value as the logarithm of the ratio of the actual quantity to the reference value.

The introduction of levels is also justified by the fact that their perception 
changes in a non-linear way with sound pressure.

The human ear is practically unable to sense changes in sound pressure level 
below 1 dB.

Level quantities:

— sound power level

where

— sound intensity level

LtK=10log-^- dB, 
-*о

P0= 10“ 12 W, 

L,=  lO log-^ dB,
'a

(1.35)*

(1.36)

Tn the following log10=log.

for R= 4,
K10

ff4=5- > U ( F + ^ tL51><10_3(^ _20)2+1]’ (L32)
for R=  5,

а5=Ш ~К~2 [ 2 Л Ш 0 Л к ~ 2 О П 1]. (1.33)

T h e specific rad iated  p ow er o f  a cylindrical rad iator is expressed  a s :

a- ( k A 2________ N RIR+y- I RN R+A_________
K } [RIR- { k r ) lR+lY+ [R N R-{k r )N R+{Y  K J

where NR and NK+, are Neumann functions,
IR and ^?+t are Bessel functions.

For manual calculations, as for the spherical radiators above, the plotted represen­
tation of the equation is given in Fig. 1.5.

1.4 Levels and their mathematical expression 15
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where
/„=  10-12 W m -2,

— sound pressure level

Lo=20 log — dB, (1.37)
Pa

where p — the r.m.s. sound pressure,
p 0= 2 x  10“ 5 Pa (this value corresponds to the threshold of sensitivity of 

human hearing at 1000 Hz).
(From now on, following standard practice, symbol L  will stand for sound pressure 
level, and subscript p will be omitted.)

Now we have introduced the levels, the basic elements in our acoustical cal­
culations. Owing to their logarithmic character and taken into consideration their 
physical content as well, the addition and subtraction of levels cannot be achieved 
through basic arithmetic operations.

The essence of the calculation is better characterized by the determination of 
the resultant component, and therefore this will be used in further discussions. 
The complex algorithm can be simplified. For example, let us consider equipment 
with sound power levels of L WI and L W2, where L m ^ L W2. The resultant level, 
L Wt is given by

Lwr= L wl-\- AL, (1.38)
where

' ^ = ' о Ц ' + ш т а т а ) .

To ease the process of calculation, Fig. 1.6 is provided. The lower, linear scale 
shows the values of (LWI—L W2), while the upper, logarithmic scale shows the 
corresponding AL  values.

The formula given to determine the resultant level is equally applicable to sound 
power, sound pressure and intensity levels.

iL
7 6 5 4 3 2 1 0.504 0.3 0.2 0.1
'— r—r i i —i1—i—b— r i 1 i i— i—t—i— i— i1 i1 i 1 i— rH — r - r 1 

-6  -4 -2 0 2 4 6 8 10 12 14 16
LwfLw2

Fig. 1.6. Nomogram to help level addition

The only limitation of the method of addition given above is that it applies only 
to the determination of the resultant of two levels and to its inverse operation. 
For this reason, we have to determine the value of a series of partial resultants 
of components in order to get the resultant for all the components making up a 
spectrum. We should point out that the sequence of calculations determining the 
resultant level does not influence the final result.
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Let us consider n measurements that give us n different sound pressure level 
values. The resultant sound pressure level is obtained by :

L r= 1 0 l o g  2  100 , i '. (1 .3 9 )
/=1

The mean sound pressure level is :

£ =  10 log | ^ - | =  10 log 2  1001ii] . (1.40)

1.5 Build-up of sound field in open and closed space

The structure of sound pressure level that builds up in acoustical space depends 
on the specifications of the space surrounding the sound source, i.e., on the 
acoustical properties of the medium, the dimensions and shape of boundary sur­
faces and their material characteristics, etc. Sound spaces are classified as follows:

— Free space: homogeneous, isotropic space that does not modify the spreading 
of sound. In free space, sound spreads out in the form of travelling plane waves 
or spherical waves.

— Closed space: the space surrounding the sound source is limited in all 
directions. Reflecting and absorbing surfaces, materials are essential parts of 
closed space. Reflected sound waves substantially affect the build up of spatial 
sound field.

— Limited space: the propagation of sound waves exhibits a direction-specific 
pattern and the boundary surfaces may modify the sound field.

Let us consider the relationship between the sound pressure level L  at distance 
r from the inducing ideal point source and the emitted sound power level L w in 
free space under ideal acoustical conditions, that is, only waves directly generated 
by the source are present.

Combining eqns (1.13) and (1.14):

s *and for the reference level:
„ 2  -fo£?oco 
P o= — c— >

1 . _ гч 1 'Уwhere S 0— 1 m2.

The sound pressure level is obtained by taking the logarithm of the ratio of the 
two above equations, multiplied by ten :
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L = L W+ 10 log ^ = L W— 10 log ~  , (1.41)о o 0
as in most cases gc and g0c0 are assumed to be equal.

Since S  is proportional to the square of r, the distance between the evaluation 
point in question and the point source, it can be shown from eqn. (1.41) that the 
sound pressure level in an ideal sound space decreases with the square of the 
distance. In the case of directional sound source with directivity factor D, the 
sound pressure level is expressed as :

L —L w+ D — 10 log -J-. (1.42)

In common language, open or free space implies an unenclosed, roofless air space. 
In an ideal, homogeneous, non-absorbing air space, the sound pressure is inversely 
proportional to the square of the distance. The value of sound pressure level for 
ideal circumstances is given by eqn. (1.41). If the source is above an ideally hard 
floor, then the sound field is hemispherical.

In a real air space, the absorption in air, the meteorological conditions and 
obstacles scattered in space, all give excess damping. Now the sound pressure 
level is given by :

L = L W+ D — 10 log ^ - —A„ (1.43)
where

Aa-\- Ap-\- A /m+ Aam,

where Aa — damping due to absorption in air,
Ap — damping due to precipitation, i.e., mist, snow, rain,

A lm — damping due to the presence of landmarks (e.g., trees, buildings 
and other obstacles),

Aam — damping due to air motion.

As electrical machines are mostly working in closed areas, we will concentrate 
our efforts on the discussion of closed spaces. A detailed description of the 
various damping effects that prevail in open air spaces is outside the scope of this 
work.

Figure 1.7 illustrates the changing sound pressure level in closed space as a 
function of the distance from the sound source. We note that the position of the 
interfaces between the various fields may vary with frequency.

Zone I depends on the phase difference between particle velocity and sound 
pressure, the characteristic dimensions of the sound source and the phase of the 
parts of the radiating surface. It is very hard to describe the overall effect of these 
factors in an explicit numerical value and the boundaries of the near field can 
often be determined only by measurement.
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Fig. 1.7. The characteristic domains of the sound field in a closed space

Zone II  develops as a result of interference between the direct and reflected 
wave-trains in the reverberation field. This interference can result in the widest 
range of superposition patterns that could lead to a uniform sound pressure zone 
of considerable extent. Another factor is the frequency-dependence of the absorp­
tion coefficient, which may affect the reflected sound power.

Now let us discuss the basic characteristics of the various fields shown in the 
figure.

Near field: its most important characteristic is that the sound pressure leads 
on the particle velocity, that is, they are not in phase. This phenomenon is predom­
inant within a range of about 2Я around the source.

We will consider its effect on the accuracy of sound pressure level measurement 
later.

Far field: here the phase difference between particle velocity and pressure 
wave is negligible. If there is no other effect, e.g., reflection, the sound pressure 
level decreases by 6 dB when the distance is doubled.

Free field: this is that part of the far field, where the reflected sound waves do 
not modify or interfere with the sound field generated by the source. The sound 
pressure depends only on the output of the sound source, the acoustical properties 
of the medium and the distance from the source.

Diffuse field: the sound pressure within this zone is determined by the 
direct sound pressure produced by the source, and the reflected pressure. It is into 
the reverberation field that power not absorbed by the walls or the air medium is 
transmitted. If  absorption in air is neglected and absorption by walls is represent­
ed by an average absorption coefficient, ä, then the reflected power can be 
expressed as P(\ —a). If  there are n reflections per minute, then the energy
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possessed by the sound field is reduced by (näwte[V), where vvref is the energy 
density of the reverberation field and V  is the volume of the room.

To estimate the value of n, we use the following logic. Sound travels a distance 
of ct in a period t. If the number of collisions is n, then the mean free path is given 
by d ~  ct/n.

According to experimental data, the mean free path can be expressed as a 
function of room dimensions by the empirical equation d ^4 V /S re{, where Sref 
is the surface of the boundary walls. Combining the two equations and substituting 
t=  1 s, we have n=cSre{/4V from ct/n=4V/SIe{. As

P( l-a )= Ĉ Wie(äV, (1.44)

we get

<Ы5>

Factor is called room constant and is denoted by the symbol R. This1—a
depends only on the internal surfaces of the room and the average absorption 
coefficient.

г
Let us substitute the energy density wref= —e|  into the equation:QC

p _p  £ Pxef_ Pxef
4 QC2 4 QC

Now the reflected sound pressure is :

p i  f= p ec j [ -  О-46)

For small rooms the neglection of absorption in air is justified. For larger air 
spaces, it can be incorporated in ä as an additional term. For laboratories, work­
shops and assembly halls which are not too large, ä is in the range 0.05 to 1.1. 
For higher frequencies, the damping effect of air increases significantly. The mean 
free path provides a proper means of qualifying the size of a closed space. Such 
a closed space is considered large, when the ratio J/A is large.

Above we have determined the direct (pd) and reflected (pref) sound pressure, 
and so it is possible to formulate the sound pressure level in a steady-state closed 
sound field. From the above equations:

2 1 1 ТЛ Í 1 ^Pies Pd  ̂Prcf PQC I "b ~p (1 .47)



The sound pressure level is :

i = , 0 1 o g ^ = 1 0 1 o g ^ ( ^ + l ) .  (1.48)

Assuming again that qc= q0c0, the resultant sound pressure level is:

L = L „,+  10Iog ( ^ 4 ) .  (1.49)

In open space, also taking the directivity, which depends on the sound source and 
its relative position into consideration, the sound pressure level is found to b e :

Z .= L „ + 10 ( o g j ^ + l ) .  (1.50)

1.5 Build-up of sound field in open and closed space 21



2 . GENERATION PR O C E SS O F N O ISE  

A N D  VIBRATIO N IN  ELECTRICAL M A C H IN E S

2.1 The process of noise generation

The objects, elements and human beings involved in the noise generation process, 
constitute a well-defined, clear-cut system. This system comprises three basic 
constituents. On one hand there is the noise source as the fundamental cause 
that generates the noise phenomenon. On the other hand lies the sensing or 
perceiving element which can be a human being or an instrument.

In between source and sensor, there is the so-called ambient, the medium that 
connects them. From the point of view of our discussion, the characteristics of 
this system can be divided into two groups. Parameters that are independent of 
time are called passive parameters. The passive parameters of the system determine 
the ability of the system to respond to outside interference. These parameters are 
determined by the geometry, materials and conditions of the system or its com­
ponents. The active parameters include physical phenomena that vary with time 
and influence the passive parameters. In Fig. 2.1, a block is designated to each 
system parameters.

Arrows interconnecting the blocks indicate the casual relations and the process 
flow. At the starting point of the system, there are the causes which give rise 
through complex interactions to exciting forces. Owing to the harmonic or at least 
periodic nature of the generated exciting forces, applying Fourier series, they can 
be handled as the sum of numerous sinusoidal waves. Any exciting force can be 
characterized by its amplitude, mode number (vibration mode), frequency and 
angular position. These exciting forces act on the machine which is seen as a 
mechanical passive system capable of vibrating, and gives rise to the vibratory 
motion.

The vibrating capability of the electronic machine can be thought of as a transfer 
parameter of the system, since the exciting force applied at the input produces 
vibration at the output of the mechanical system. The vibrating capability of the 
machine is a function of two parameters, namely the mode number and the 
frequency. At least one natural frequency of the machine corresponds to each 
vibration mode. Of course, a dangerous situation arises where the frequency of the



periodic exciting force is identical with or close to one of the natural frequencies 
of the machine.

Part of the vibrational energy within the audible range transforms into sound 
energy. The “efficiency” of this transformation depends on the radiating ability 
of the machine, which is, in turn, dependent on the mode number and the fre­
quency. The radiation factor appears as a term in the equation describing the 
sound radiating capability of the machine. The sound power arises over the 
machine surface only after the above transformation.

The acoustic properties of the surroundings determine the amount of this power 
transmitted to the observer and the means. The end point of the process is human 
hearing which comprises two parts. One is the ear with its frequency transfer 
characteristic dependent on frequency, loudness and exposure time, and the second 
one is the state of the mind.

Now, on the subject of the human mind, we can introduce the concept of noise, 
or rather the concept of so-called airborne noise. Until now, we have implicitly 
assumed that the machine is not coupled mechanically with its ambient. In reality, 
however, there is mechanical connection or coupling, between the machine and 
the surroundings through the base plate, support or shaft, or through the vibration 
damper itself. The major part of the vibrational energy of the audible range is 
transmitted to the surroundings in the form of structure-borne sound. The trans-
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mission process is spreading along the structure, while the lighter elements with 
large surface area act as secondary radiators, so the end-product is again airborne 
noise that adds to the airborne noise directly emitted by the machine. These two 
components together make up the noise itself.

The low-frequency part of the vibrational energy, which is not audible at all 
( /< 3 0  Hz) or audible but with considerable damping by the ear ( /<  1000 Hz), is 
called the vibration of the machine and we will treat it as such. Although part of 
the energy in the range below 30 Hz transforms into air pressure fluctuations, we 
can pass over this point in further discussion, since we do not hear it.

The flow chart shown in Fig. 2.1 illustrates the multidisciplinary character of 
the analysis of noise generating processes in electrical machines, indicating inters 
disciplinary areas and their relationships. When the causes and exciting forces 
are investigated, we need the knowledge of experts in electrotechnics, mechanical 
engineering and fluid mechanics, while to assess the vibrating and radiating 
capability of the machine as a system, the fields of mechanics and acoustics must 
be employed. The transmission of vibrations and the analysis of structure-borne 
sounds require the expertise of a mechanical engineer and an architect in their 
study. The acoustical field is analysed by an acoustical engineer while the investiga­
tion of human response and behaviour is a medical task.

Thus it is obvious that noise analysis is a very complex activity, and effective 
cooperation of numerous disciplines is needed to solve problem of noise reduc­
tion.

The mental process illustrated in Fig. 2.1 provides useful assistance in identify­
ing the casual and quantitative relations for noise analysis, highlighting the physical 
phenomena involved to aid comprehension. A flow chart or process block diagram 
has many didactical advantages for both educational and industrial purposes. 
It is useful for the engineer as it develops views about the system structure con­
cerned. The dominant exciting forces, vibration and noise components are obvious 
at first sight, and not only are the steady-state conditions seen but also the transient 
characteristics.

The third, and perhaps most important, advantage of the flow chart shown in 
Fig. 2.1 is the easy identification of the tasks regarding noise reduction. It is evident, 
as it is from an engineer’s common-sense, that the first thing to do when dealing 
with vibration and noise reduction is to identify and then eliminate the causes, 
or at least to reduce them below acceptable limits. If the causes cannot be elimi­
nated as required for whatever reasons, then the passive parameters of the machine 
(e.g., vibrating and radiating capacity) must be mismatched. If this is not the best 
solution for technical, economical or other reasons, then we have to turn to the 
last, costly solution, one of designing a vibration damping and noise insulating 
enclosure as an after-measure to control noise. If none of the above solutions is
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feasible, or they cannot provide the required reduction in noise, then finally, 
the personnel must be protected directly and individually. The technical measures 
that can be taken to reduce noise level will be discussed in detail later.

2.2 Classification of causes of vibration and noise

The various causes of vibration and noise in electrical machines arise unequally 
in vibration and noise generation. The basic function of an electrical machine is 
to transform energy. Certain factors connected with the generation of the electro­
magnetic field cause noise production (e.g. winding configuration and arrangement, 
saturation effects, the fluctuation in permeance due to air gap, slotting and ec­
centricity). These factors give rise to measurable mechanical deformations and 
vibrations, and only a fraction of the vibrational energy is transformed into sound 
energy. This process can be followed in Fig. 2.2 where causes of electromagnetic 
origin, denoted by Em, are shown.

All the other components of the electrical machine can be thought of as parts 
assisting in the energy transformation process with indirect function. In this group 
we can class bearings of rotating machines (marked M \ in Fig. 2.2), which allow 
changes in the relative position of stator and rotor windings; the sliding contacts

Causes

Fig. 2.2. The relationship between noise and vibration o f electrical machines
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(М2) that provide the electrical link between the moving coil and the stationary 
circuit through the commutator or slip rings; the fan and the ventilation duct 
system (Ae) which is designed to vent the excessive heat developed owing to losses 
in the electrical machine. Some of these auxiliary elements, like the bearings, give 
rise to substantial mechanical vibrations of the machine because of their inherent 
geometrical defects of random nature.

Type М2 mechanical causes of noise are characterized by the low weight of the 
oscillating brushes which, owing to their flexible mounting, hardly produce any 
noticeable vibration of the machine body or housing. These sliding contacts 
contribute directly to the sound generation without involvement of the machine 
mass, just as in the case of noises of aerodynamic origin, which are not detectable 
in the vibration of the electrical machine.

The ease of control of the many sources of noise varies substantially for each 
cause. Let us examine this by considering an asynchronous machine. The frequency 
and amplitude of slot and winding harmonics arisen from slotting are controlled 
by the designer. The correct slot number combination and the frequency and ampli­
tude of winding and slot harmonics for a given standard machine size can be pre­
dicted at a given load and material quality. An upper limit can be specified for the 
dynamic unbalance of the rotor in the manufacturing procedure and compliance 
can be checked by Quality Control. Of course, the technological procedure spe­
cifies only a tolerance limit, but below this limit, the true unbalance of the rotor 
can lie anywhere. On the other hand, there are certain causes whose effect is 
predictable in certain cases but the designer simply ignores them in the calcula­
tions. These causes may arise randomly through failure to observe technological 
requirements. This, in turn, means that they can be controlled within realistic 
tolerance limits by rigid observation of the manufacturing procedure and using 
precision machine tools. The grouping according to their controllability is shown 
in Fig. 2.3.

-  s a tu r a t io n  h a r m o n ic s  
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Fig. 2.3. Classification of the causes of noise in asynchronous machines on the basis o f their
controllability



3. CAUSES OF ELECTROMAGNETIC NOISE 
AND VIBRATION

3.1 Asynchronous motor

3.1.1 Theory of the development of flux in the air gap

The main task in creating electromechanical energy conversion by asynchron­
ous machine is to get a rotating sinusoidal magnetic field with pole number 2p. 
In machines of standard construction, the magnetic flux in the air gap is in­
duced by the current flowing through the conductors in the slots.

Slotting has two consequences. First,the magnetomotive force (mmf) is staggered 
round the circumference, and consequently the mmf wave has a strong harmonic 
content superposed on the fundamental. Secondly, the slots, in particular the open 
slots, break up the uniformity of the air gap round the circumference, and the gap, 
which represents almost the total reluctance of the magnetic circuit, will change 
periodically as the relative position of the stator and the rotor changes. The local 
maximum and minimum values of permeance correspond to tooth-faces-tooth 
and slot-faces-slot situations, respectively. The total magnetizing current of an 
asynchronous machine is supplied from the mains, and therefore the air gap is 
designed to be as small as possible. In this case, however, even the smallest devia­
tion of the air gap from the shape of a cylindrical sleeve of uniform thickness will 
result in considerable relative distortion of air gap permeance. The eccentricity 
of the rotor and iron saturation will also give rise to permeance harmonics. The 
air gap flux density harmonics induce periodic exciting forces which act on the 
mechanical system of the machine. Figure 3.1 illustrates the generating process of 
exciting forces of electromagnetic origin. The rotor and stator are both slotted and 
operate in complex magnetic interaction, therefore we will determine the order, 
frequency and amplitude of composing harmonics first. In order to comprehend 
the problem itself and then its solution, it is worthwhile following the process 
of how the flux density distribution is established in the air gap, as shown in 
Fig. 3.2, where the block diagram only outlines the infinite cycle without being 
readily suitable for the development of an algorithm for computation.

In the stator of a symmetrical unsaturated three-phase machine (i.e., with 
identical phase windings of symmetrical arrangement, fed from a symmetrical 
mains supply of voltage C/sup and free of harmonics, uniform and constant air gap), 
there is a symmetric current system of angular frequency colt assuming, for the
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Fig. 3.1. The influence diagram of exciting force generation of electromagnetic origin

time being, that only fundamental currents are present. This current lags on the 
voltage by a given phase angle. All three phase currents set up an m.m.f. 
varying with time, staggered round the circumference, so in addition to the funda­
mentals of pole pair number p, space harmonics of pole pair number pp will be 
produced as well. The alternating m.m.f. established by the three phase wind­
ings make up a rotating m.m.f., but the permeance of the air gap is not uniform. 
It is altered by slotting, saturation and rotor position. The former is called the 
m.m.f. wave, the latter, the permeance wave. All the m.m.f. waves interact with 
the constant term of the permeance, and excite the stator fundamental wave and 
the winding flux density harmonics. The pole pair number of these equals the pole 
pair number of the m.m.f. waves. In addition, all the m.m.f. waves interact 
with each permeance wave, inducing further flux density waves of pole number 
and frequency equal to the sum or difference of the corresponding orders of 
the stator m.m.f. and permeance waves. This infinite series of flux density waves 
(27ЙД passing through the air gap, acts on the rotor winding (squirrel-cage), 
inducing in it voltages having identical order of harmonics. The induced voltages 
drive currents in the closed rotor circuit, depending on the impedance of rotor 
winding. This impedance is a function of, among others, the frequency, the number 
of turns (or, for squirrel-cage motors, the number of slots), the permeability of 
iron, the shape of the slots, etc. Owing to the rotor slotting, each of the above cur-
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Fig. 3.2. The building-up o f the air gap field in asynchronous machines

rents gives rise to m.m.f. waves having mode number A ^ 2  2  that contains

a theoretically infinite excitation number harmonics. As a result of interaction 
between the m. m. f. waves and the permeance waves of the air gap, a new set of flux

density waves is generated 2  • Out of these flux density waves, those

with order equal to that of the stator flux density waves (A=/x) react on the corre­
sponding stator flux density harmonics (armature reaction). The remaining waves 
are called residual rotor flux density waves. These residual rotor fields induce 
voltage again in the stator windings, with frequency different from that of the 
network frequency. For these voltages, the stator circuit is virtually short-circuited
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via the supply network, and therefore currents determined by stator impedance 
Z s will flow in the winding conductors. Of course, each current component 2  2  ',л

я p
flowing in the stator windings gives rise to new m.m.f. harmonics a part of 
which (when A=/r) reacts on the residual rotor flux density waves, while the other 
part will constitute the residual stator flux density waves.

This process continues until the steady-state flux distribution is established in 
the air gap.

It is unnecessary to determine all the theoretically infinite number of steady- 
state flux density harmonics and to take them into consideration in the calculation 
of the radial force. Even the most stringent requirements are satisfied by an 
analysis that according to Fig. 3.2 neglects harmonic generation processes follow­
ing letter B, since the amplitudes of voltage harmonics induced in the stator 
windings are generally very small.

3.1.2 Computing the radial components of air gap flux density

Based on the discussion in Section 3.1.1, space and time dependent magnetomotive 
forces arising along the air gap of asynchronous motors can be classified as follows:

F,„(x, t)=Fmlp(x, t)+Fml(x, t)+Fm2(X, t)+Fm2, l(x, t). 

The complex formula of the fundamental force wave is :

P  / Y Л — ^ U s í ^ m ^ p  „ j ( p x - m i t - < P m ) _  C  Kpx-<uil -<Pm)2pn e

(3.1)

(3.2)

where 5 , — stator slot number,
zs — number of conductors in one slot,
Im — no-load stator current, 
p — number of pole pairs,

<pm — phase angle of no-load current,
Ip — winding factor for the first harmonic wave,
X —- space coordinate in radians round the circumference of bore.

The complex Fourier series of stator m. m. f. space harmonics is:

1 t I TF
V  t \ _  у  P  1 S P  m  H / t p x - u )  ( - у « )  —1 miVA> 4 ~  Zu 1 nnp j  £ и F L

=  2  f  gH vPX— a>u t —Vu)^ (3.3)
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where fi=2mg+  1 — the order of the space harmonics,

V=4>i>

m — number of phases,

g = 0 ,  ± 1 , ± 2 , . . .

For a squirrel-cage rotor, the complex Fourier series of rotor m. m. f. space harm­
onics (induced by current I2 with frequency sft) is written a s :

p  (Y •у  ̂ f2m/[ cos cKXpx-a».t-w.)_

= 2  FmieJ(Xpx~ax‘-vx), (3.4)
X

<?s ?where X——-+ 1  — the order of the rotor space harmonics,
P

I j — stator current,
cp! — phase angle of stator current,
1V[ — number of turns per stator phase,

— winding factor for the 1th harmonic,

—  s/  «  \  i  m ax

®д=® 1 i j , Wx=4>i +  ta n " ‘ ,

where .vmax — slip belonging to maximum torque, 
s — slip,

l sc — short-circuit current,
S2 — rotor slot number.

For a wound slip ring rotor, them. m. f. harmonics can be calculated in a similar 
way to the stator. The complex Fourier series of m. m. f. space harmonics produced 
by current time harmonics flowing in the rotor wires is found to be:

Fm2, ,(JC, t)=  2  F ^ e * * * * — »•-***, (3.5)
Хц

gS?where A = —- +  u,p

®*,=®i ^ - 2( l - 5 ) + l  ,

— sj  шах
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For the permeance, slotting, eccentricity and saturation harmonics are taken into 
account:

ö m(x, t)=Gmo+G„H(x)+Gm2(x, t)+Gmi2(x, t)+G„,'(x, t)+GmnJ x ,  t) (3.6)

The mean permeance of the air gap is calculated by using a larger air gap in the 
formula, obtained as a product of the real air gap and the two Carter factors k c 
for stator and rotor, respectively:

G'»=«iV- <3J)Y ( r e 2
For a smooth rotor, the complex Fourier series of permeance harmonics due to 
stator slotting is :

Gmi{x)=Gm kcl 2  - ( - 1 ) *  e " s ' \  (3.8)
g=i sn  kci

For a smooth stator, the complex Fourier series of permeance space harmonics 
due to rotor slotting is expressed a s :

Gm2(x, t)=G кc2 2  -  ( -  О4’ — г 1 2 ~ ~  a,)- (3.9)
g= i Sn kc2

The permeance wave Gm i due to double slotting is negligible compared with the 
other waves, so we will no longer take it into account. The first harmonic term 
of the complex Fourier expansion of the permeance wave due to eccentricity is 
found to be:

Gm.(x, 0 = ~ ^ Y 2  e (3.10)
g cl c2

where e — eccentricity,
0 — for static eccentricity,

">e —к (1 — s) — for dynamic eccentricity.
P

The first harmonic term of the Fourier series of the permeance wave due to satura-: 
tion is :

G ÍY Л— Gmobs | F'm. ir, np \ J(2px-2mil-be,„) П 1П
bjccikc2{ ZFm ) e ’ (ЗЛ1)

where bs is the virtual air gap increase that affects the air gap flux density to 
the same extent as saturation.

The air gap flux density is given by the following product:

B(x, t)= Fm(x, t)Gm(x, t).

From eqns (3.1) and (3.6), the product consists of 4X 6=24 terms, but for practical 
purposes it is enough to consider the following.
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The product of the fundamental m. m. f. and the constant term of the permeance 
gives the fundamental air gap flux density. Combining eqns (3.2) and (3.7), we 
obtain the following complex formula:

B lp(x, t)=GmoFmip(x, t)

The instantaneous value of the fundamental flux density wave is given by the 
real part of the complex wave expression, that is :

blp(x, t)= B ip cos ( р х - ш ^ -c p j ,  (3.12)

where the amplitude is b lp=GmoFmip.
The term Gmo[Fmi(x, t)+ Fm2(x, t)+Fm2l(x, t)] defines the so-called excitation 

harmonics of the air gap flux density.
The Fourier series of the stator winding harmonics is :

B t(x, t)—GmoFmi(x, t).

Using a w subscript to mark the parameters (w stands for winding), the instanta­
neous value of the pwth harmonic is found to be:

Bu„(x, t)= Bpy
In view of the fact that the Fourier series has been established in such a way that 
the real part of its terms gives the corresponding harmonic Fourier terms, the 
formula that provides the instantaneous value of any of the stator winding har­
monics is :

bßW(x, f)= B pw cos ((*wp x -co ßJ - f pw). (3.13)

In a similar way, any term of the complex Fourier series of any other harmonic 
may be rewritten in the form of a harmonic Fourier series. The order, frequency 
and phase angle are covered by eqn. (3.3).

The amplitude is expressed a s :
B Mw =G moFmn.

The Fourier series of rotor winding harmonics can be written as :

B2(x, t)=GmomF2(x, t).

For a squirrel-cage rotor, the instantaneous value of harmonic with order 2, is 
obtained by combining eqns (3.4) and (3.7):

B Xw(x, t)= B 2we (3.14)
where

Bxw=GmoFm}.
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The order, frequency and phase angle are covered by eqn. (3.4).
The Fourier series of the residual field of rotor current harmonics is :

B2l(x, t)=GmoFmJ x , t).

The instantaneous value of the A/;th flux density harmonic from eqn. (3.5) is :

The amplitude is :

BXß{x,

bh{x, t)=ßxu cos
(3.15)

The formula for the calculation of harmonic ring currents /  is given in ref. [58], 
where Jordan et al. use the stator winding and slotting flux density harmonics to 
determine the rotor current harmonics, also taking into account the angle of skew 
of slots and magnetic leakage. The following formula describes the permeance 
waves of air gap flux density:

Fm\P{x, i)[Gmi{x)+Gm2{x, t)+GmJix, t)+Gmnt(x, 0].
The Fourier series of stator slot harmonics is expressed a s :

B/,s(x, t)= t)Gmi{x).

If the multiplication is done with complex variables, the complex series of B/ls(x, t) 
is obtained:

B jx , t)= \[F mipix> 0 Gmi(x)+Fmip(x, 0С*,(дс)],
so

B J x ,  0 = 2
(3.16)

where b„s(x, 0 =  Bps cos

'*>= 6 s ,«> + '' « '= 5 ^ -
The amplitude of stator slot harmonics is expressed as : 

where
■ kel- l  sm ---- л

£ _______ KC1
kc\— 1

f l 1 7 *
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The Fourier series of rotor slot harmonics is:

Biu(x, t)=F„ip{x, t)Gmi(x, t).

Using the complex formula:

B2s(x, t)= ^[FmitAx, t)Gnn(x, t)+Fmip{x, t)G*2(x, t)],

B J x ,  t)= 2
*s (3.17)

bxs(x, t)= B b cos (K p x -v J -V x A ).

As and wXs are consequently equal to A and cox in eqn. (3.4), respectively.
The phase angle: y>Xs—(pm.

The amplitude: Bx = - ( -  \ f 2B Xp(kc2-  1)1 As, 
where

• K 2- 1
sin Í 2 '£t ---- 31

t  _  _________ K c  2

к d -  1
g2 ~ t ---- Я

K c2

The angular frequencies o f winding and slotting harmonics are identical, while the 
set of winding harmonic orders also contains the orders of the slotting harmonics. 
Slotting and winding harmonics appear simultaneously when the ratio glq is an 
integer. The two field components have different phase angles, and so the rules 
of vector addition must be applied for the stator and rotor separately. The angular 
frequency of the resultant harmonic will be the same.

The eccentricity flux density harmonic is found to b e :
B.uAx, t)=Fmip(x, t)G„m( x t ) .

Using the complex version of eqns (3.2) and (3.10) and assuming a parallel displace3 
ment of the rotor axis, we find [52]:

t)= ~\Fmip(x, t)GmAx, t)+Fmip(x, t)GZ'(x, i)]=

— fí /̂ '(/'ePX—OJvet — Vue)— Dn<& 9

M * .  cos (ftep x - ( 0 pet-<p/lc), (3.18)
where

B'“= B iP 2do ’

Iи ,=  1 ± — »
P



where Fmt — the m. m. f. on the tooth,
Fmy — the m. m. f. on the yoke.

To analyse the residual rotor field due to saturation and eccentricity, we have 
to return to the rotor and the residual flux density waves. We saw that the flux 
density harmonics of any origin in the air gap induce harmonic currents in the 
rotor, which in turn react on the field that has induced them and give rise to the 
undamped residual field of the rotor.

An air gap flux density harmonic:
BM(x, t)=Bße

of any origin will produce a rotor m. m. f. according to eqn. (3.5).
On this m. m. f.

В ht(x, t)= B Хме>(

flux density harmonics are produced.
As above, we again consider the flux density harmonics due to eccentricity (3.18) 

and saturation (3.19).
The residual field due to eccentricity is :

B Xe(x, t)=
Ae

ш11= ы 1±ше,

r „ e = < P m ± ( P e -

The flux density harmonic originating from saturation is given by

S x ’ 0'
Using the complex form of the factors, the following formula is obtained:

0= 2 0^mt, t(X’ 0 tp(X’ 0&тшш1(Х> 0]=
_  _ I  to  p  pH(l±2)px-(,i±2)c>lt-<.l±2)vm]

2 ö0 tm,p d0 e
Note that apart from the flux density harmonic of order 3p, a fundamental of 
order — p is also produced. The flux density harmonic of order 3p due to saturation 
is found to b e :

S*sat(*U)=

0 = ^ s a t  c o s  ( 3 ^ - 3 c t ) , i - 3 ( j p J ,  (3 .1 9 )

F
usat 3 (Fmip+ F my) * lp-
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For squirrel-cage and slip ring machines, the calculation of Bkc and Bk is 
covered in ref. [29].

In Fig. 3.2, it can be seen that the rotor reacts back on the fundamental wave 
and on the harmonic field of the stator. The reaction on the fundamental wave 
has been taken into consideration by using the magnetizing current in eqn. (3.2) to 
calculate the fundamental m. m. f. The damping effect of the rotor on the resultant 
of winding and slotting harmonics of the stator can be covered by multiplying the 
flux density amplitude by a damping factor [53].

The resultant of the air gap flux density is made up from the fundamental and 
the stator and rotor harmonics:

In many cases it is practical to break down 2  bkto the sum of the groups of winding, 
slotting and eccentricity harmonics. From the flux density harmonics derived 
above in this chapter the harmonics originating from double slotting, saturation 
and rotor harmonic currents can be neglected according to the literature [54], 
[120] and the results of practical noise research.

b{x, t)= b lp{x, t)+ 2  bfl(x, t)+  2  bx(x, t). (3.22)
Я

b Xe{x, t)= B Xe cos {lepx-CO Xet -  f  Xe). (3.20)

Based on eqns (3.5) and (3.18), the order is:

A,= ̂ + f t = ^ + i l ± i ) ,
p p \ p)

the angular frequency: 

the phase angle:
— sj m̂ax

VAe= 9 V + tan_1- f ------ •
The residual flux density field due to saturation is :

В-  Гу Л   "V R  -/(AsatPJC— «OAsatt—W .» l)
Л sa tl-b  ‘ 1 ~  Z j л  A sate  >

As

*Asat( .̂ 0  =  ̂ ;.sat COS (AsatpX-C0^atf - y Asat), (3.21)
where

«>Д.а, =  «>| [3 +  “ ( l ~ 0  • Asat= ^ + 3 ,

¥,Asat=  3?>m+  tan- 1 - У ——  .
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The Maxwell tensile stresses comprise three groups of the infinite number of 
radial force waves. The squares of stator flux density waves produce force waves 
in the 0 to 100 Hz frequency range, which are uninteresting from the acoustical 
point of view. However, the 100 Hz force wave must be considered in the vibration 
calculations. The product of stator fundamental b lp and the first harmonic of 
eccentricity origin, bpe, generates the unbalanced magnetic tensile force with 
angular frequency coe, which received detailed coverage elsewhere in the literature 
(Hasse, Kovács, and Jordan [39], Schuisky [98]). We will also return to this subject 
at a later stage. The rotor and stator waves multiplied by themselves are also of no 
interest in terms of acoustics and vibrations because the mode number of the force 
waves is high and the amplitude is negligibly small. It is the interaction of rotor and 
stator waves which is really important to us. Any component of the force wave 
induced by this interaction, acting over unit area, may be written in the following 
form :

pr{x, t)=Pr cos ( r x -w j- ip ,) ,  (3.24)

where the mode number of the force wave is expressed as r= (p.,± X;)p. The negative 
sign means that the fundamental and harmonic force waves rotate in opposite 
directions.

The angular frequency: (ог—ыр/±(оХ1,

The phase angle: ipr=y>Mi± у>Ду-,

The amplitude: .
2,m0

As mentioned before, the extent of deformation and noise becomes excessive when 
the frequency of the exciting force f r is close or equals to one of the natural fre­
quencies of the machine. This coincidence which results in the phenomenon of 
resonance can occur under steady-state running condition at working speed but

3.1.3 Deformational force waves of electromagnetic origin 
and modifying effects

According to Maxwell’s equation, the tensile stress on the stator bore and rotor 
cylinder surface, i.e., the magnitude of the radial force, is proportional to the 
square of the normal component of the air gap flux density:

Pix, 0 = ^ 1 ^ =  k + 2  [  2  * i A +  2  * , a ] +  2  bl+ 2  ъ\+
(  H Д )  /Л Д

+ 2 Í 2  b/ilbß2+ 2  ьп ьп + 2  ^а ) |  • (3.23)
\р \< /л2  Л1<Л2 ) \
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also in transient operation. If we look at the formula of angular frequency in the 
force wave equation (3.24), we find the following frequencies:

— If  the mixed product of stator and rotor winding space harmonics is con­
cerned then:

— If the mixed product of stator winding and rotor eccentricity space harmo­
nics is concerned then:

— If the mixed product of stator winding and rotor saturation harmonics 
is concerned then:

The two choices within the square brackets (2 or 0 and 4 or 2) indicate whether 
the arguments were added or subtracted for the harmonics determined by multi­
plying the flux density harmonic components. The 0 or (1—s)/p choice in eqn. 
(3.25a) covers the cases of static or dynamic eccentricity.

Both (3.25) and (3.25a and b) indicate that the frequency of the exciting force 
is directly proportional to the speed of the machine. When the machine does not 
rotate ( j=  1), the frequency is 0, 2f y or 4f x, then increases linearly during accelera­
tion. Therefore resonance may occur in the acceleration period in cases when the 
mechanical natural frequency of the machine in continuous operation is much 
lower than the frequency of the exciting force. In other words, the smoothly 
running machine might “roar up” during the acceleration period. This transient 
resonance may show up under other types of transient operating condition, like 
reversing, or in the generator braking mode of multiple-speed motors. Based on 
theoretical considerations and practical experience, the force waves classified as 
dangerous in terms of vibration or noise can be selected on the basis of their mode 
number and frequency. The low and medium power asynchronous machines have 
proved to be extremely rigid against force waves with mode numbers over 6, and 
therefore we can neglect the analysis of force waves with mode numbers above six. 
From experience, the following frequency ranges must be considered for asyn= 
chronous machines:

/,= /. f  o - ')+ < 5  • (3.25)

f '= f '  f  ( , - s)+ < o < i - , №  •
(3.25a)

/ ,= / ,  f - J ( l - ) + < 2  ■ (3.25b)

for noise — 200 H z^ /,.*-£4000 Hz, 
for vibration — 10 Hz=£/.=£ 1000 Hz.

(3.26)
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For manual calculations it is advisable to use the mode number table compiled by 
Jordan [53], where the dangerous mode numbers and corresponding frequencies 
can be marked.

More recent investigations suggest that the above assumption regarding the 
mode numbers is not evident in all cases. It can be proved by calculation, and is 
also observable in practice, that even air gap force waves with mode number 
equal to or higher than the order of magnitude of tooth numbers may result in 
force and deflection waves in the yoke with lower frequency, owing to the anisotropy 
caused by the presence of teeth. The radial forces are transmitted to the yoke 
through the teeth from the air gap. The radial force wave acts directly on the tooth 
tips. The stator bore surface is not smooth but is covered by alternating slots and 
teeth. The waves are also present in the slotted zones. The total force exerted on 
the teeth is given by the integral sum of the force over the area within the tooth 
pitch. This force is then transmitted to the yoke through the tooth root. Depending 
on the root cross-sectional area, the mechanical stress varies round the 
circumference. If  the frequency of the force wave is low compared with the number 
of teeth, then the amplitude change of the force wave is negligible within a given 
tooth range and the radial force wave is transmitted to the yoke. If, however, the 
mode number of the air gap force wave is close to the number of teeth, then, in 
addition to the resultant radial force, a sensible amount of bending moment is also 
transferred to the yoke, owing to substantial changes in stress distribution within 
the tooth tip area. Weh proved by calculation [140] that for force waves with mode 
number r> SJ2 , the assumption that the air gap force wave is transmitted to the 
yoke without suffering any modification is not justified and—a very important 
point—the fundamental mode number of the yoke wave is reduced. This phenome­
non is called subwave generation.

The time function of the radial tensile stress wave acting on the stator yoke is 
given by :

pn{x, t)=Pn cos (nx-cart-y ir). (3.27)

The mode number: n= gS l—r. 

The amplitude: Pn=£fijPr, 

where

. _  sin (rcr/S,) 
' m /S  i

{_4 ÍiM
J'  4  '

bs — tooth width (as seen in Fig. 3.3).
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If g =  0, then n=\r\. Let the value of r /S l converge on 0, that is, if the frequency of 
force wave is low as compared with the number of teeth, then the value of and 
S.J converges on 1, and the general calculating procedure stands. The magnitude of 
error depends on the value of f,and  tj, and, indirectly, on the ratio r /S v

Fig. 3.3. A slot and a tooth of a high-powered asynchronous motor 

3.1.4 Numerical example

Noise of electromagnetic origin is an important factor in low-speed, high pole 
number asynchronous motors, because noises of other (aerodynamic and mechani­
cal) origins are relatively small.

For noise calculation, first the potentially dangerous mode numbers and 
frequencies of exciting forces must be identified. To facilitate the work, we may 
prepare so-called mode number tables for each of the products bflbXw, btp Xe and 
b bli3X (Tables 3.1, 3.2 and 3.3, respectively). The stator orders are the headers for 
the columns of the tables (every pth order is also a slot harmonic), while the 
rows are headed by the Xw, Xc and Asat values, respectively. The elements of the 
tables are the force mode numbers г=(ц±Х)р  of eqn. (3.24). If we see that the 
mode number is high and not dangerous from vibroacoustical point of view, we 
do not even enter it in the table. Under the mode number, the exciting force 
frequency, determined by eqns (3.25) or (3.25a, b) assuming an average slip value, 
is entered. The analysis is illustrated by a six-pole squirrel-cage asynchronous 
motor with slot numbers Sj =  36 and S’2=30.
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Table 3.1. The mode number table of exciting forces b biw
(S(/S2=  36/30 and p = 3 )

_________  l“
Я*, - 1 5  +21 I — 3 3 1 + 3 9 | -5 1  + 57  | — 69 1 4-751 - 8 7  + 9 3  |—10S| +  l l l |

- 2 7  - 6  - 6
390 490

+  33 0 + 6
590 490

- 5 7  + 6  0
980 880

+  63 - 6  - 6
980 1080

- 8 7  0 + 6
1470 1370

+  93 + 6  0
1570 1470

-1 1 7  - 6
1860

In the Fourier series of flux density harmonics, the amplitudes of harmonics 
decrease sharply with increasing order. The heavy framed boxes indicate the 
stator winding harmonics (e.g., —33, +39) that are also slot harmonics (e.g., 
b_ 3 3 , b+39), because their amplitude is very large, and which are therefore of 
special interest in terms of noise generation. Reviewing Tables 3.1 to 3.3, we 
can verify that for the given slot numbers, forces with mode number /•= 1 are 
produced under the first slot harmonic in Table 3.2 at frequencies of about 600 Hz, 
and mode numbers r —0, 5,6 and 7, i.e., relatively low mode numbers, at frequencies 
around 1100 to 1200 Hz in all three tables, but especially in Table 3.3.

Figure 3.4 shows the third octave band frequency spectrum of the sound 
pressure level produced by an asynchronous motor. The square of the fundamental 
flux density wave shows up around 100 Hz.

In the one-third octave band with a centre frequency of 630 Hz (within the 
range of 560 Hz to 710 Hz) the dominant noise component appears, which de­
termines the noise of the machine. There is considerable noise in the third octave
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Table 3.2. The mode number table of exciting forces b/tb)e
(S j /S ^  36/30 and p— 3)

________________________________________/“_________
К  - 1 5  +21 I —331 + 3 9 1 -5 1  + 57  | — 6 9 1 +  7 5 1 - 8 7  + 93  |-1 0 5 | +  l l l |

- 2 6  - 5  - 7
374 474

- 2 8  —7 ^ 5
417 517

+  32 ^ Г ^ Ь 7
574 474

+  34 + Г  + 5
_______  606 506

56 + 5 + 1
964 864

- 5 8  + 7 ~ “ ^1
996 896

+  62 ^ 5  ГУ
964 1064

+  64 —7 —5
996 1096_  _ gg _ _ _ _ _ _

1454 1354
- 8 8  + Г  + 5

1486 1386
+  92 +7 +1

1553 1453
+  94 + T  - 1

1586 1486
ГПб -У

1483
—118 — 7

_____________________________________________________________________________________  1876

band of 1250 Hz as well, as expected on the basis of preliminary calculations. 
From the appearance of forces of origin with mode number r — 1, we can 
conclude that the 36/30 slot number combination in six-pole machines is very 
sensitive to eccentricity which, owing to fabrication tolerances, cannot be com­
pletely eliminated.
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Table 3.3. The mode number table of exciting forces ^ 6 Asat
(S,/S2=36/30 and /> =  3)

___________________________ t“___________________________
L  - 1 5  +21 - 3 3  +39  -5 1  +57  — 6 9 1 +75  - 8 7  + 93  I —105 +111
3............................................... ...................  1 _______ ■

- 2 1  + 6  0 
390 290

+  39 + 6  (Г
690 590

- 5 1  (Г Т б
780 880

+  69 0 + 6
1180 1080

—  —  —  6
1270 1370 _ 6 _ 6 

1570 1670_ _ _  - _  o

1860 1760

Fig. 3.4. The frequency spectrum of the sound pressure level of an asynchronous motor
(S1/S2=  36/30 and p —3)
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3.1.5 Homopolar flux and unbalanced magnetic pull in two-pole 
asynchronous motors

Owing to manufacturing asymmetries and material inhomogenities, homopole 
fluxes may be produced in two-pole asynchronous motors. This homopolar flux 
is unidirectional in the air gap, i.e., it passes through the air gap from, say, the 
rotor to the stator, then follows the magnetic circuit through the yoke, housing, 
shield, bearing and shaft. The most usual cause of homopolar flux build-up is the 
eccentricity of the rotor, and therefore this( phenomenon can be introduced with 
the aid of the following example.

The m. m. f. of a three-phase, two-pole asynchronous motor is expressed as:

Fmip(*, 0 =Fmir cos ( x - (o it-<pm)+ ZFmmltc.(x, 0, (3.28)

where the value of Fmip is determined with the aid of eqn. (3.2) and the term 
27FmmUc(x, t) represents the m. m. f. harmonics.

When both static and dynamic eccentricity are present in the machine, but 
their level is below 0.2 to 0.3, the air gap permeance is found a s :

Gm(x, 0=G „IO+G„,.;,cos (x-<f>e_s)+G mp.d cos [ x - ( l - s ) o j lt - ( Pc,d]+

+ ZGmml',( x , t ) ,  (3.29)
where

Gmo c  i  г > Gme, s Gmoss ,  Gme j  Gmoed,
° g K c l K c2

stands for the slotting, saturation and permeance waves. We confine 
further discussion to the fundamental and the first order permeance waves of 
static and dynamic origin, since the effects of others have been covered before. 
The product of eqns (3.28) and (3.29) gives the flux density in the air gap. It 
comprises the following five terms:

b(x, t)= B Xp cos (x-~mli - ( f m)+ B t,,5,hcos [wlt-((pm-(pe,s)]+
+  B e, s c °s [2x-o)it-(<pm-(pe,s)\ + Bc,d,hcos [so)lt-(cpm-cp<, d)] +

+ Be,dcos [ 2 x -(2 -s )w lt-(<pm-<pe d)]. (3.30)

The subscript h indicates the homopolar components. Note that the second and 
fourth terms are of uniform distribution round the circumference. At any instant 
the direction of the flux points from the rotor to the stator or vice versa all 
through the air gap, i.e. these terms represent homopolar fluxes. The frequencies 
of the homopolar flux due to static and dynamic eccentricity equal the supply and



slip frequencies, respectively. The value of B lp is given by the product GmoF„Hp, 
while Be =0.5Bipes and Bc d=0.5Biped. In the calculation of homopolar flux 
density amplitudes, it must be borne in mind that the reluctance of machine 
parts in the path of the flux is not negligible compared with the air gap reluctance. 
Therefore, based on the literature [68], we introduce factor Q' as follows:

Q ' = \  1 + - ^ 2 - Л - Г .  ( 3-31)

where dg — geometrical air gap length,
/ — effective magnetic length of rotor,

D — rotor diameter,
/„ — length of the nth section of the homopolar flux path,

An — cross-sectional area of the nth section of the homopolar flux path, 
/i„ — relative permeability of the nth section of the homopolar flux path.

Now
Be, s, it~ 0.5B ipesQ \

and
Be,d,h—^-^B\pedQ .

From our interest in the amplitude and frequency of the produced force waves, 
omitting the phase angles of the individual flux density waves (which corre­
sponds to the arbitrary decision of taking the zero of the circumferencial coordinate 
X to the air gap minimum due to eccentricity), we find that the radial tensile stress 
is expressed by the following formula:

p{x, 0 = ^ ) = ^ [ l + cos (2x—2 ^ ) 3 + ^ ' - [1+cos 2c*v]+

ft1 p2 R2 p2n ,2
[1 +  COS (4jc— 2cot0 ] ^  [14-cos 2sco{t\+1 o/z0 10 [X0

+  {1 -f cos [4x — 2(2—s)cot f ]} 4-— pEs~ — [cos x+cos (x —2co{t)\+1 о[л0 4//0

4- —  [cos л: 4- cos (3x -  2co,i)] 4- ßlpSdQ {cos [jc — (1 — j )o) 4- 
4^0 4^0

ß 2 g
+  cos [x-  (1 +  i)a> jt]} +— {cos [x — (1 -  j)cu ji]+ cos [3X-  (3—j)co ,t]}+

+  — [cos 2.V+C0S (2 x -2 o ) lt)] +  B 'pE*£dQ  [cos (1 — j)co ,í+ cos (1 +s)o)xt] +
O ^o o f !  о

-I---- ЦН--— {cos [2x—(1—s)o>!r]+ cos [2x— (3—j)co,i]}+
°Po
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+  — - {cos [2x — (1 — i)ш ,í] +  co s [2.v — (1 +  s)co, t]} +üu0

+  ̂ j f —  {cos (1 s)(>)-f- cos [4x-(3-.v)o)lf]}+

+ilg s á L  {cos [2x— 2( 1 —s)w(Z] +  cos (2 x-2 u h í)}. (3.32)
8íí0

Analysing eqn. (3.32), we can see that the square terms of flux density waves 
produce force waves of angular frequencies of 2o>n 2so> , and 2(2—s)co1, while the 
mixed products describe waves with angular frequencies of 0, 2a»,, (3—s)u>,, 
(1 +  s)col and 2(1—s)co ,, and, of course, the corresponding vibration and noise. The 
amplitude of these rotating force waves is generally constant but, as we shall see, 
the amplitude of certain components varies with time, and therefore the amplitude 
of the deforming force wave pulsates.

Special attention must be paid to terms 6, 7, 8 and 9 of eqn. (3.32), because 
they contain tensile stresses of mode number r=  1. These stresses when multiplied 
by the surface area, eould be potentially dangerous, especially in high power ma­
chines where the distance between the supporting bearings is large. The net radial 
force over the whole rotor surface is called unbalanced magnetic pull in the 
literature (see Fig. 3.5), because round the circumference, it has one maximum 
and one minimum point. Nevertheless, we should bear in mind that force wave

with mode number r=  1 may appear in machines with higher pole numbers as 
well, and it might originate from slotting, saturation, asymmetry in the three- 
phase supply system or asymmetry in the flux density distribution round the 
circumference arising from a broken rotor bar. These phenomena can be analysed 
by means of the flux density space harmonics model discussed in Section 3.1.2, 
while the exciting force waves are calculated as covered in Section 3.1.3. In all

Fig. 3.5. Peripheral distribution of the unbalanced magnetic pull
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cases, when the mode number of the exciting force is r=p(fii+ ^J) — 1, we can 
talk about unbalanced magnetic pull.

Let us now return to the two-pole asynchronous motor. First we take the force 
waves of mode number r=  1, produced by the mixed product of the space funda­
mental and the homopolar Be s h and heteropolar Be s flux density waves due 
to static eccentricity (see the 6th term and the first part of the 7th term in eqn. 
(3.32)).

The unbalanced magnetic pull pointing in the direction of static eccentricity 
(minimum air gap) distributed sinusoidally round the circumference, is found a s :

/ump,s(x, t) B \pe№ + Q ')  cos x + Q ’ cos (x- 2 ö>jOL=o- (3.33)
°P о

Freise and Jordan [28] noticed in 1962 that the value of unbalanced magnetic pull 
calculated by the above procedure is higher than the value actually measured 
on the machines. They also found that the difference between the calculated and 
measured value becomes smaller with increase in pole number. Wright et al. [141] 
suggested in 1982 that the unbalanced magnetic pull be multiplied by a pole- 
number-dependent factor Q. The value of Q is 0.25 for two-pole machines, 0.712 
for four-pole machines, 0.86 for six-pole machines and 0.896 for eight-pole ma­
chines. The force pointing in the direction of minimum air gap has a constant 
component,

F'umP'= Q D n lB \pes{\ +  Q')l%n0,
and a rotating component with angular frequency of 2«,. (i.e., the real component 
of the rotating complex vector) and amplitude of

C p ,  ,=  QDnlB]pesQ '/Vo-
The resultant force has to be determined by vector addition (i.e., cosine formula), 
so the unbalanced magnetic pull, pointing in the direction of minimum air gap, 
varies in time as :

Fump,,(0 = Q  ^ ~  B \pes / l  +  2 ß '+ 2 ß '4 2 ( l+ ß )ß 'c o s 2 a > 1r, (3.34)
*=o öro

i.e., pulsates at an angular frequency of 2co1 The circumferential distribution 
follows the cos x curve. The ratio of the maximum value to the minimum value
^  ./ump, s ,  тах/Уитр, s,  min“ = 1 + 20'.

If the reluctance of the homopolar flux path outside the air gap is negligible, 
then Q'= 1, so the ratio of largest to smallest unbalanced magnetic pull is 3. The 
other extreme case is Q '= 0 which can be achieved by increasing the magnetic 
reluctance, e.g., by using a non-magnetic shield or applying between the bearing 
and shield a non-magnetic ring, thus eliminating most of the homopolar flux.
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In  th is latter case, the unbalanced  m agnetic p u ll hardly p u lsates, and  the ratio  

Amp,., max//ump,.v, min is approximately 1.
In the formula for the unbalanced magnetic pull, (3.33), it can be seen that the 

rotating term has a component perpendicular to the minimum air gap direction, 
which can be written a s :

Amp, s(x, 0  n= Kmp, s SÍR 2 w (3.35)
X=2

(The distribution round the circumference, of course, follows the cos x  curve 
again.)

As for dynamic eccentricity, the force wave of mode number r=  1 is produced by 
the mixed product of the space fundamental B lp and the homopolar Be d h and 
heteropolar Bc d flux density waves (see the 8th term and the first part of the 9th 
term in eqn. (3.32)). As we see, the dynamic eccentricity gives rise to rotating 
unbalanced magnetic pull waves of different angular frequency, (1—j )coj and 
(1+л)со,. The two rotating force vectors can be added, so the following equation 
is obtained for the unbalanced magnetic pull due to dynamic eccentricity:

Amp, Ax, B \pEd / f + 2 ö 4 2 ß '2+ 2(l +  e ' ) ö 'c o s 2 ^ J X

Xcos [jc— (1— (3.36)

It can be seen that the unbalanced magnetic pull amplitude fluctuates at twice the 
slip frequency, while rotates at an angular frequency of (1— r)» ^  The ratio of 
the largest value to the smallest is again l +  2ß '. If Q '= l, that is, the homo- 
polar flux is at its maximum, the ratio is 3, while if the homopolar flux is 
eliminated (i.e., Q'=0), then the amplitude of the unbalanced magnetic pull will 
not pulsate.

When the static and dynamic eccentricities appear simultaneously in the 
asynchronous motor, then all the components of the unbalanced magnetic pull 
will be present according to eqns (3.34), (3.35) and (3.36). As a matter of interest, 
we note that not only the amplitude of the unbalanced magnetic pull fluctuates 
from the force waves described by eqn. (3.32), but also the mixed products Be s hBe d 
and Be sBe d}h give rise to a force wave which rotates at an angular frequency of 
(1—j )coi with its amplitude pulsating at twice the slip frequency, but only when 
both dinamic and static eccentricity are present simultaneously in the machine. 
The expression of this force wave (from the 12th and 13th terms of eqn (3.32)) is 
found to be:

fe,s Ax, 0 = 0  4 ^  B W c i Q '  /5 + 4  c o s  2s<axt (3.37)
öPo
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If the homopolar flux is eliminated, this component of the exciting force is also 
eliminated completely. Calculating the unbalanced magnetic pull we should note, 
however, that the above equations do not provide the exact value of the unbalanced 
magnetic pull. There are other factors that should be considered. On the one hand, 
the above procedure overestimates the magnitude of the unbalanced magnetic 
pull in that it omits the effect of saturation that tends to decrease the flux and the 
effect of slotting on the flux distribution below the tooth curve. On the other hand, 
the pull is underestimated in that higher order slotting and force harmonics may 
also generate unbalanced magnetic pull components. The accuracy of the above 
calculation is further reduced by the difficulty of determining the correct value 
of Q', the empirical character of Q, and most of all, by the fact that the degree of 
static and dynamic eccentricity can be only predicted but cannot be known with 
certainty. Only the static eccentricity can be measured at the price of dismantling 
the motor, but the dynamic eccentricity can only be estimated indirectly in most 
cases. If the degree of relative eccentricity exceeds 0.2~0.3, then it is not enough 
to consider only the first term of the eccentricity permeance wave: we saw an 
approximation in eqns (3.10) and (3.29) but the higher order harmonics must 
also be taken into account [28]. The adverse effects of the homopolar flux and 
the unbalanced magnetic pull discussed in this chapter can be summarized as 
follows:

— in two-pole machines, the eccentricity of the rotor results in the establishment 
of a homopolar flux that may give rise to shaft flux and shaft stresses,

— the amplitude of certain force waves will pulsate at a frequency of 2sfx 
because of the homopolar flux, which results in a low-frequency fluctuation of 
the motor noise near the nominal speed,

— eccentricity fields induce voltage in the parallel paths of stator windings, 
which give rise to equilizing currents, and therefore the connecting scheme of the 
parallel paths is crucially important [62],

— the unbalanced magnetic pull produced by eccentricity tends to bend the 
shaft, thus further increases the eccentricity and the magnetic pull. This self- 
exciting effect, especially in the case of a flexible shaft, may result in the rotor 
touching the surface of the stator bore (i.e., mechanical friction),

— as increasing eccentricity corresponds to increasing pull force on the shaft, the 
phenomenon can be represented by a spring with negative characteristic, which 
reduces the mechanical spring constant of the shaft and consequently the critical 
angular frequency of the shaft.
The first critical angular frequency of the shaft is expressed, for the basic situation, 
as follows:

_ 1 / ^mech
w- ‘- r  ~ ^ T ’

(3.38)
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where m2 is the mass of rotor and Cmech is the mechanical spring constant of the 
shaft. Cmech can be determined as the ratio of the rotor weight to the deflection 
under this weight. By analogy, the magnetic spring constant Cmagn can be 
written as the ratio of the unbalanced magnetic pull / ump to the eccentricity. Since 
a constant pull acts on the shaft through static eccentricity in the direction of 
minimum air gap, and therefore:

Ста8„ = - б Щ '  (3-39)

The effect of unbalanced magnetic pull modifies the critical angular frequency:

co',t=  1/ . (3.40)
) m2

The decrement in critical angular frequency is given by the formula

(1 -J /1+ C magn/Cmech).

3.1.6 Tangential vibration

The interaction of flux density waves in the air gap and the circumferential currents 
of the rotor gives rise to tangential forces according to the Biot-Savart law. The 
tangential force wave acting on unit area of the bore surface is found to be :

jPtanC*- 0 =  2  2  bM(x , t)a2{x, t), (3.41)
/i A

where bß(x, t) — an optional radial component of the stator flux density space

harmonic b =  В n cos (црх—ы ^ —гр^,

ax(x, t) — an optional component of the circumferential current of the 
rotor.

The relationship between the circumferential current of the rotor and its flux 
density space harmonics is :

О д (* ,0= -Ц - dbi X ,t)  , (3.42)p0R dx
where bx(x, t) — any radial component of the flux density space harmonic of the 

rotor bx= B xcos (kpx—coit—ipi),
R — the radius of the rotor,
dg — the geometrical radial air gap length.

Substituting the expressions for b/t and bx, eqn. (3.41) becomes:

PtaÁX, 0= -  2 2 “ Sin (Xpx-rOft-yd COS ^).
n A PoR
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Applying the well known trigonometrical formula for the multiplication of 
harmonic functions:

Pian(*> 0 =
_  рХд„В„В) . . .
2  2  5111 (Aan̂ -Wp.tan̂ -Vr.tan). (3.43)

where r tan=/>(^±/*/).
®г,ип=®ад±о>А1/,
W . t a n ^ v i W

Comparing eqns (3.24) and (3.43) we see that the mode number, angular frequency 
and phase angle of the radial and tangential force waves are identical, that is, the 
spectrum of the tangential vibration is identical to that of the radial vibration. 
If the magnitudes of the two force waves are compared, we find that the amplitude 
of the tangential force wave is p lb jR  times that of the radial force wave. Normally 
the value of this ratio is considerably less than 1, and consequently the tangential 
vibrations are generally much smaller than the radial ones.

3.1.7 Parasite torque

By multiplying the expression of tangential force wave acting upon a unit area 
of the bore surface (3.41) with the differential surface element /Rdx, the differen­
tial force, and by multiplying this with the radius, the differential torque is 
obtained:

dT= -  2  2  b„(x, t)ax(x , t) d.v IR2. (3.44)
V л

Substituting the expressions for bß and a} and integrating eqn. (3.44) round the 
total circumference, the torque T  is given a s :

2 я

T = -  2  2  !Rp^ gB/,Bx f  sin (rtanx —u>r tant — rprMn) d.v, (3.45)
fi Я 0 J0

where 1 is the length of the rotor.
If rtan?í 0 in the argument of the harmonic function the value of the integration 

will be zero. If the mode number rtan is equal to zero in expression (3.45) of the 
torque, which means that the order (number of pole pairs) of the stator and rotor 
harmonics are equal (|A| =  |/t|) then parasitic torque is created. There are two 
types of the parasitic torque.

The stator flux density space harmonic rotates in the stationary coordinate 
system with a constant space angular velocity, which depends on the supply fre­
quency, the number of pole-pairs and the order of the harmonic Q



3.1 Asynchronous motor 53

The rotor current space harmonic rotates in the stationary coordinate system with 
a space angular velocity which also depends on the mechanical speed of the rotor 
^ л=со1[(Л-1)(1-^)+1]/(Л/7).

If the two space angular velocities equals only at a given rotor speed, synchronous 
like torque, the so-called synchronous parasitic torque will develop at this common 
speed which has the magnitude of

Tsy=pDnlX8g^ ? - \

At speeds outlying this given speed pulsating torque acts in the asynchronous 
motor which pulsates with the frequency (сол+сод])/2я. The amplitude of the 
torque pulsation is the same as the synchronous parasitic torque.

Example
At p —2, £', =  24 there appears a stator flux density space harmonic with the 

order of /г =  13. If the slot number in the rotor is S 2 =  28 there is a A =  — 13 harmonic 
development on the rotor as well, that is, one condition of creating torque, the 
equality of the number of pole-pairs is true. By solving the equation describing 
the equality of the space angular velocities of the harmonics

I1P Ap
it can be seen that at n = n j l  speed (at one seventh of the synchronous speed 
belonging to the fundamental harmonic), the synchronous parasitic torque will 
develop. This torque can prevent in unfavourable cases, the rotor from surpassing 
this speed when accelerating.

If a stator and a rotor flux density harmonic, besides having the same order 
(p=X), will rotate with the same space angular velocity (£?„= f-J;) independent of 
the rotor speed, then asynchronous type parasitic torque, the asynchronous 
crowling is created, with a magnitude of

T^pD nD .d .13" ^  cos (<рА±<р„).

The physical explanation for this is the following: The pAh stator space harmonic 
of the flux density acts as if there were a winding of /ip number of pole-pairs on the 
stator, which is supplied with a frequency of f v The magnetic field rotates with 
the space angular velocity of Q/t. The caged rotor has no definite number of poles 
and tries to reach Qß space angular velocity. The order of the current system 
induced in the rotor by /xth stator harmonic flux density is /.= ii+ gS2/p. If g = 0  
(that is, the spatial fundamental harmonic of this current system), the order of the 
rotor harmonic is A = /r ,  so according to the previous equations the angular fre­
quency of the rotor harmonic is :
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The space angular velocity of the rotor harmonic is й л= to j/(Яр) that is condition 
is fulfilled. The shape of the asynchronous parasitic torque curve is 

similar to that of the fundamental harmonic wave only the synchronous speed is 
different. Of course, the magnitude of the torque decreases by Цц2.

There are “saddles” on the resultant speed-torque curves which are able to 
prevent the motor from reaching the desirable speeds in certain cases. The 
asynchronous crawling caused by the 7th harmonic is for instance capable of 
preventing the motor from accelerating at one seventh of the fundamental harmonic 
synchronous speed, when the slip is :

j  = --------- - =  1 ±  l/u =  1 -  1/7= 0.86.
м «о

The asynchronous crawling is the most dangerous in the case of not-skewed 
squirrel-caged motors. It is well known that by using step-shortening in the stator 
winding, or by proper skewing of the rotor slots, the biggest stator space harmonic 
will decrease to near zero. The asynchronous crowling do not disturb the running 
up of the asynchronous motors with slip-ring rotor, since the adequate accelerating 
torque is usually ensured with an external starting resistor.

3.2 Asynchronous motor drives with controllable 
solid-state power-supply system

Through the rapid development in power electronics, more and more controlled 
solid-state power-supply systems are being used in various drive applications. For 
electric drives, the use of asynchronous motors is preferred owing to their reliability, 
simplicity and subsequently low cost, although it is a major drawback that their 
speed variation is complicated. The problem of speed variation can be solved by 
controlled solid-state devices. In terms of connection, the solid-state applications 
can be divided into four basic groups. In the case of squirrel-cage asynchronous 
machines, we can only interfere on the primary side of the circuit by connecting, 
say, an inverter to the terminals of the motor, providing a variable-frequency 
supply for the machine. In crane drives, for example, we use antiparallel connected 
symmetrical or asymmetrical thyristor-thyristor (TT) or thyristor-diode (TD) 
semiconductor element pairs, usually at slip-ring type rotors. In the rotor circuit, 
two types of connection are used. The rotor current is first rectified, then con­
nected to a resistor through a controlled solid-state device, so a chopper is built 
in the rotor circuit. The effective resistance of this d.c. circuit is set by the variable
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сол =  со, “ " ( ! “ •?)+ 1 =Mi-
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duty cycle of a thyristor incorporated in the circuit. The wattage in this case is 
dissipated as heat in the rotor circuit. The fourth solution requires higher invest­
ment cost, but the loss, on the other hand, is much less. Here the rectified rotor 
current of frequency s f l is fed back to the supply network by an inverter. Apart 
from elegantly solving the problem of speed variation in asynchronous motors, 
the use of solid-state devices has numerous secondary effects like torque oscilla­
tions, increased losses, noise and vibration.

In this chapter, we are discussing the possibility of noise and vibration generation 
induced by changes in exciting forces through two different primary-side inter­
ferences. According to theoretical considerations and practical experiments, the 
secondary-side interferences do not contribute to noise or vibration generation at 
all. Other noises and vibrations of mechanical or aerodynamical origin, mentioned 
in Chapter 2, depend on the speed of the machine. They are independent of 
the supply configuration. The passive characteristics, the vibrating and sound 
radiating capabilities of the machine are also independent of the power-supply. 
Therefore it is thus adequate to focus our investigation on electromagnetic forces. 
Considering the order of magnitude of flux density space harmonics of different 
origin, we still maintain our simplifying assumptions outlined under 3.1.1.

We assumed before that the supply voltage is purely sinusoidal. The model 
outlined in Fig. 3.2, however, is suitable for the analysis of the rth time harmonic 
supply, produced by the solid-state device.

The spatial distribution of these time harmonics corresponds to the pole pair 
number p, and their angular frequency is va>y Each time harmonic induces space 
harmonics for the reasons outlined above, as illustrated in Fig. 3.2, just as the 
time fundamental does with frequency f v The amplitude of time harmonics is 
generally smaller than that of time fundamentals.

As the amplitude of the force wave varies with the square of the voltage, the 
space harmonics of time harmonics must only be taken into account when the 
amplitude of the time harmonics is greater than 70 percent of that of the time 
fundamental. If the amplitude of the time harmonics is greater than 30 percent 
but less than 70 percent of the amplitude of the time fundamental, then the space 
harmonics of the time harmonics as small in second order, can be neglected. If, 
however, the amplitude of the time harmonics is smaller than 30 percent of the time 
fundamental, then even the space fundamental of time harmonics can be neg­
lected.

The voltage across the stator winding can be expanded into a Fourier series, 
with an instantaneous value of

u(t)= 2  Uv cos (ve»,;). (3.46)



56 3. Causes of electromagnetic noise and vibration

Symmetry considerations generally state that

where k = 0, ±  1, ± 2 , . . . ,
v= 1 + 6k

and for asymetrical TD (antiductor) operation:

v= 1+3 k.

For k = 0, v= 1, that is, we get the time fundamental voltage.
Under steady-state conditions, the amplitude of the j»th current harmonic is:

U.
Z ( y ,  с о )

(3.47)

As the individual voltage harmonics constitute a symmetrical three-phase system, 
the impedance Z(v, со) of the motor can be calculated from the equivalent circuit 
shown in Fig. 3.6 which is similar to the standard equivalent circuit.

Fig. 3.6. Equivalent circuit of the asynchronous motor in the case of harmonic supply that
differs from the supply frequency

In the figure, st is the slip of the vth harmonic which can be expressed in terms of 
the fundamental slip, лх, a s :

ИВ|- И ^ - - Н \  (3.48)s.=- VÜ),
The flux density space fundamental waves, established by the time fundamental 
and time harmonics of the supply are found to be:

0=2 Bh  cos (Px ~  (3-49)

where Bfv can be determined from eqns. (3.2),(3.12) and (3.47), while ipv is 
approximately я/2.

The Fourier series of the flux density space harmonics, induced by the time 
fundamental and harmonics of the supply, is expressed a s :

bM(x, 0=2 BM cos ( w w r - (3.50)
where ц=  1 + 6g.
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Since the space fundamental of the time fundamental has been covered in eqn. 
(3.49), thus in this equation 1, v ^ l .  The amplitude of the flux density space 
harmonicis the resultant of the winding and slotting harmonics and can be calcu­
lated from eqns (3.13) and (3.16).

The voltages induced in the rotor winding by the flux density time funda­
mental wave and time harmonics of the stator give rise to flux density waves 
of the rotor which can be expressed by the following Fourier series:

where

(3.51)

The amplitude can be obtained from eqns (3.14), (3.17) and (3.49). The flux density 
space harmonics due to rotor eccentricity are found to be :

where

bie(x, 0 = 2  Bie cos [0-p± 1)*— ipXe\,
Я*

(1 — л) +  v± (1 — s)p 1 . 
p

(3.52)

The amplitude can be determined by the procedure set out in [29].
On the basis of the equality of orders, the flux density waves detailed above can 

be grouped as follows:

b{x, 0 = 2  ^ + 2  b,.+2  b>.+2  V  (3.53)
V f l  Я Я е

The force waves can be calculated in a similar way as in Section 3.1.3. Noting all 
the possible component squares and mixed products, then comparing the set of 
force waves obtained with the corresponding set generated in the case of purely 
sinusoidal feed, we can conclude that

(1) no new mode number is found, so the set of exciting force mode numbers 
has not increased;

(2) for a given, already existing mode number the frequency composition of the 
set of forces has become richer.

On the basis of our second finding, we can anticipate that we may have an 
increased number of potential coincidences owing to the increased set of exciting 
force frequencies produced by the harmonic content of the supply, which in 
turn can contribute to the increase of noise of electromagnetic origin.

bÁx> o = 2  B*cosя

А=—-+ 1 ,
Р

gSoы)1—а)1 ---- (1 — *у)+1> .
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Simplifications concerning force mode numbers and frequencies set out in 
Section 3.1.3 still apply, but apart from the mixed product bfp x which is danger: 
ous in terms of noise generation, the following terms are also critical:

and
b2 (order 2p, frequency 2vJ\) 

br'b„-’ (order 0 or 2p, frequency / ,  (v'+v")).

where V  and v” — the orders of time harmonics for different values of k.
In inverter-fed asynchronous motors parasitic oscillating torque components 
are produced, since the supply high time-harmonic content. These parasite 
torques are in general much greater than the oscillating torques produced by 
space harmonics. The order of the space fundamental of any time harmonic is 
p, so the condition of torque generation, i.e., the identical pole number, is given. 
As that the order of time harmonics is v= l+ 6 k , the frequency of torque oscilla­
tions is 6kJ\ (where f x is the alternating frequency of the supply voltage fed to the 
motor by the inverter). Most inverters incorporate an intermediate d.c. circuit 
between the power rectifier and the converter as shown in Fig. 3.7. The rectified 
voltage is not smooth, so current time harmonics are also present in the inter:

Mains supply

Fig. 3.7. Time harmonic currents in the intermediate d.c. circuit

mediate d.c. circuit, which, in turn, create new torque oscillations in the 
asynchronous motor, substantially interfering with the smooth running of the 
motor. The amplitudes and frequencies of torque oscillations produced in inverter 
applications are compiled in Table 3.4, following [97].

When the first inverter and antiductor drives appeared in industry, they caused 
a lot of problems in terms of noise, vibrations, additional losses and torque 
oscillations. At low speed, the noises and vibrations of mechanical and aerodyna:
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Table 3.4. Torque oscillations with inverter supply

The torque oscillation’s

peak value frequency

\M p L jJ dx----------L _ _  T/sop

í f ü l 7’rO + ------“sot\TrO

Of i ( i t \
w 2“  I ]  t ( 6 A r - 1 ) 2  “ J b k + X ) 2 )  6 k f '

1 ( 1 1 ) L  u . f  T,
ru2 L,l(6/t-l)2 (6£+l)2J 2/jo 71 /sup

where p  is, the number of pole pairs of the motor,
Lm is the magnetizing inductivity of the motor, Lnl -  Xin/o:,, 
Lj is the leakage inductivity of the motor

*7=(*Л+ 4 > /“ „
l d0 is the direct current flowing in the intermediate direct current circuit, 
fdz is the peak value of the rth harmonic current in time of the current flowing in the 

intermediate direct current circuit, 
s is the slip,

ft>j is the angular frequency of the fundamental harmonic voltage on the motor,
Dl the peak value of the fundamental harmonic voltage on the motor,

r  _ L m +  L lrJro~----;— •

R'r is the rotor circuit resistance of the motor in primary terms,
T is the order of the harmonic current in time caused by the rectifier in the interme­

diate direct current circuit ( r = 2, 4, 6, . . . ) ,
k = ± l ,  ±2 ,  ±3 ,  . . .

mic origins decreased sharply, while those of electromagnetic origin increased 
because of the large amplitudes of low-order time harmonics in the supply, 
which, in many cases, fell in the range of the voltage time fundamental amplitude. 
The force components b \  and b r.b,r  mentioned above could cause up to 10 to 
15 dB increase in the А-weighted sound pressure level and up to 200 percent 
increase in vibration velocity in the low-speed range, compared with other con­
figurations without time harmonics, under the same load conditions. When the 
speed increased, the increase in noise of electromagnetic origin due to the solid?
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state power supply became less and less apparent, because it was suppressed 
by the rapidly growing mechanical and aerodynamic noise.

The above shortcomings in the low-speed range could be overcome as a result 
of the development in power electronics. To eliminate the lowest-order time har­
monics (|г>| =  5, 7, 11, 13, . . . ) ,  the three phases are modulated in symmetrical 
cycles (PWM inverters). The optimal switching time is precalculated in order 
to get rid of the unwanted low-order harmonics and to be stored in the memory. 
These programs in memory must be changed to match the frequency of the time 
fundamental so that the number of commutations is constant. This optimized 
inverter control could eliminate the low-order harmonics in the low-speed range, 
although it is not the best solution as far as the additional losses are concerned. 
Now the harmonics produced by the modulation replace the previous low-order 
harmonics, being responsible for a substantial part of the voltage amplitude with 
quite high orders, i. e., r= 35  or more. The frequency of these voltage harmonics 
is very high (v fx) and, as we see in Fig. 3.7, even these high-level voltage har­
monics only produce relatively low-level currents in the stator windings, with 
frequency v fv Consequently, the amplitude of flux density time harmonics is 
reduced considerably. The 10 to 15 dB increase in A-weighted sound pressure 
level experienced before could be reduced to 4 ...5  dB in the low-speed range. 
One can find articles in the literature where it is recommended to avoid rotor 
slot skewing when solid-state power supply systems are to be used, in order to 
minimize additional losses. This restriction, however, leads into a wrong direction 
the designer of electrical machines, since, as we will see, skewing is an important 
means of noise and vibration reduction.

3.3 Single-phase asynchronous motor

The motor in common household appliances is, in most cases the simplest trans­
former of electrical energy, a single-phase asynchronous motor. For starting, an 
auxiliary phase is used, and exciting force waves rotating in the positive (i.e., 
corresponding to the sense of mechanical rotation of the rotor) and negative 
directions are produced under steady-state running conditions, regardless of 
whether the auxiliary phase is switched off following acceleration or not. The ratio 
of these contra-rotating force waves depends on the load, the stator winding 
arrangement and the degree of asymmetry. The construction of the machine is 
similar to that of the squirrel-cage three-phase motors, so the permeance waves are 
the same as discussed above. The generating process of flux density waves and 
the calculation of deformational force waves are also similar, therefore we simply 
point out the differences here.
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If we look at the orders of the m. m. f. harmonics of a three-phase (m= 3) 
asynchronous motor (/i= 2m g+ 1, where g= 0 , +1, ± 2 , . . . ) ,  we already see har­
monics rotating backward, such as those with orders — 5 and —11. Since the motor 
concerned is a single-phase system that can be broken down to a two-phase system 
of contra-rotating symmetrical fields, the order of stator m. m. f. harmonics 
is ц —4g+ \. This means that the harmonic orders will take the values of each 
odd number. For example, the fj, values of positive-sequence m. m. f. waves
rotating at a frequency of +  to j will be 1, — 3, +  5, — 7........

As the space angular frequency of them . m. f. harmonic is cojpn, the positive- 
sequence m. m. f. fundamental rotates in the same direction as the rotor, the third 
harmonic in the opposite direction, backwards, etc. The angular frequency of the 
negative-sequence m. m. f. fundamental is — cOj,so the fundamental rotates in the 
negative direction at an angular frequency of —w jp , the third harmonic in the 
positive direction at — cuj/(—3p) (this is the reason why when looking from the 
stationary coordinate system we see m. m. f. harmonics of any odd number rotating 
in both directions). The situation is similar for slot harmonics of order и =  
= g 'S ,-l-2g+ l.

The order and angular frequency of squirrel-cage rotor flux density space 
harmonics are 2= g'S2+2g+  1 and шх=со,[gS2(l — s)/p±  1L respectively (these 
equations assume sinusoidal supply free from time harmonics).

Homopolar fluxes, of course, may be produced in single phase asynchronous 
motors as well. The frequencies of the corresponding flux density waves are / , ,  
j/ j and (2—s ) fv We may have radial tensile stress waves at frequencies of 2s f {, 
(1 ±4/i>  2(1 - s ) A ,  ( 3 - j) /„  2 /, and 2(2—s ) fv 

Regarding the noise of electromagnetic origin in single-phase asynchronous 
motors, we should point out that the direct airborne noise radiation is seldom of 
importance. There are two reasons. Firstly the resonance frequencies of single­
phase motors are quite high owing to small motor sizes, and therefore the reso­
nant frequencies are seldom within the audible range. Secondly owing to the 
small size, single phase motors are poor sound radiators.

3.4 Synchronous machines

3.4.1 The noise of synchronous machines

Among the electrical energy conversion devices, synchronous machines are 
available in the widest power range. We can find them in power plants as giant 
generators, but also in delicate instruments as drives. Nowadays they are used 
typically in the very high (say, several hundred MW) or very low (micro) power
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ranges. Small and medium size machines are used mostly in applications where 
special requirements for speed control (speed stability) must be met.

Advantages: fewer stray losses, better efficiency at high power, less sensitive to 
supply variations. Drawbacks: relatively larger size at small and medium power, 
the need for an exciter or starter and regulator, higher level of maintenance. The 
listed characteristics, in fact, determine the application features of synchronous 
machines.

The present level of solid-state technology, the modern systems of supply 
frequency variation and the development of permanent-magnet rotors tend to 
extend the field of applications.

From the noise and vibration point of view,

(a) in high-power synchronous generators the noise and vibration of mechanical 
origin (e.g., dynamic imbalance, ventilation, bearings) substantially exceed the 
level of magnetic noise and vibration;

(b) the power of micro machines is very low, the machines are placed inside 
much larger equipment, and therefore they cannot be considered as serious noise 
sources. Their mechanical natural frequencies are very high and they are very poor 
sound radiators, both resulting from their small dimensions.
The construction and winding arrangement of stators in synchronous machines 
are very similar to those in asynchronous machines. The constructional design 
of rotors, however, varies over a very wide scale from excited cylindical rotors to 
gear-like rotors without excitation of medium-frequency generators. Noise analyses 
are generally based on the results obtained for asynchronous machines: first the 
stator flux density fundamentals and harmonics are determined, then the frequen­
cies of the expected force waves [110]. A simplified analysis of the stator and rotor 
field [73] presents a basis for the noise calculations of synchronous machines. 
Detailed and in-depth analyses have been published about the electromechanical 
and mechanical properties of turbogenerators [6].

3.4.2 The radial components of the air gap field; force waves

There is one basic difference between the air gap flux density build-up of synchro­
nous and asynchronous machines. The m.m.f. established by the currents pa­
ssing through the stator windings of synchronous machines does not induce 
voltage in the conductors (field coil, starter and damper cage) under steady-state 
running conditions. The rotor gives rise to its own m. m. f. fundamental and 
space harmonics owing to its d.c. excitation. These m. m. f. waves induce voltage 
in the stator winding, which drives currents in the circuit closed through the 
supply network. The stator m. m. f. waves are given by eqns (3.2) and (3.3).
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The rotor m. m. f. fundamental is given by:

Fm>,=Fm>peKpx- al,~*k) (3-54)
where

— for a cylindrical rotor:
Fm i= S lle/4p.

S2— rotor slot number,
/,,= excitation current,

— for salient pole rotors, Fm2p can be determined by the Fourier series of the 
spatial force distribution,

— rpk depends on the phase angle of the no-load current (load angle).

The rotor m. m. f. space harmonic is

F„,Xx, 0 = 2  Fm/ej(-̂ px~mll~Vk) (3.55)
л

where A=2g— 1 (g= 1, 2, 3).

The flux density wave of sinusoidal space distribution to be produced by the rotor 
can be generated by most constructions, and therefore it is essential to analyse 
the m. m. f. wave that corresponds to the individual arrangement. The air 
gap flux density wave can be calculated from F(x, t) comprising the rotor and 
stator m. m. f. and from the permeance wave Gm(x, 0- The construction of the 
permeance wave is identical with that shown in Section 3.1. Applying the appro­
priate approximations, the components of Gm — Gmo, Gmi, Gmi, — can be 
determined. In the calculation of k c2, we have already taken into consideration 
the specialities relevant to the different rotor constructions, which are most 
important factors in G„,2, the component that takes care of rotor geometry. The 
modelling of the salient pole rotors as rotors with slot number of S 2— 2p (large 
slots) gives a good opportunity for approximation, although this approximation 
does not replace the Fourier analysis of the concrete permeance distribution. 
In addition, this model is not suitable for taking into account the non-circular pole 
arc present to promote the establishment of sinusoidal air gap flux density. The 
term due to eccentricity can be neglected in the permeance wave expression for 
synchronous machines, because the potential eccentricity has only a minute 
effect on the relatively wide air gap.

G„w  represents the effect of saturation. We note again that owing to the wider 
air gap, the effect of saturation is smaller than in asynchronous motors.

The air gap flux density fundamental is given by :

Bp(x, t)= [Fmiv(x, f)+Fmip(x, t)]G,„0, 

while the winding harmonics are found to be :

(3.56)
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В Ax, /)=  t)+Fm2(x, t)]Gmo. (3.57)

In the calculation of slot and saturation harmonics, the same procedure 
may be followed as in Section 3.1. If the radial components of the air gap flux 
density are known, the radial force waves can be determined.

3.5 Transformers

Transformers, as electric power transforming devices, are noise sources just as 
complex as the common electrical machine, discussed in Section 2.1. There are 
noise sources of electromagnetic origin in power transformers, too, namely the 
motion of the core of the transformer caused by magnetostriction, the electro­
magnetic forces, and also noises of aerodynamic and mechanical origin, such as 
the forced draught system and oil pumps. Magnetic forces are produced in the 
transformer winding and in the core where the magnetic flux passes from one 
lamination to another. This latter phenomenon is prominent when the magnetic 
permeability of parallel laminations is different and when gaps are present at the 
fitting of core limb and yoke laminations. It is very hard to estimate these forces, 
and the calculation of the noise produced by them is even harder. The general 
principle is again valid, that is, considerable noise is produced when the frequency 
of one of the exciting forces equals the mechanical natural frequency of one of the 
transformer elements of reasonable radiating capability. According to the literature 
[89], the noise of electromagnetic origin is about 5 to 15 dB less than the mag- 
netostrictive noise produced in the transformer core. The noise produced by 
magnetic forces is important only in choke-coils that accommodate an air gap 
in their construction. Between the two iron surfaces meeting the air gap, alter­
nating magnetic forces act at twice the supply frequency.

Noises of mechanical and aerodynamic origin will be discussed in Chapters 
8 and 9, since their character is the same as that of noises of similar origin in 
rotating electrical machines.

3.5.1 The magnetostrictive effect

The dominant effect that determines the noise of transformers is the elastic 
deformation of core laminations due to magnetostriction. This elastic deformation 
manifests itself as oscillatory motion owing to the sinusoidal variation of the 
inducing flux density with time. The vibrational energy is partly emitted to the 
surroundings by the iron core through direct radiation. The remaining part, and
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the more important part in terms of transformer noise, is transmitted through the 
oil and the structural elements holding the iron core to the transformer’s oil 
container, which is a good sound radiator, especially in the case when the natural 
frequency of the container or one of the elements rigidly coupled to it is equal to 
the frequency of the magnetostrictive motion.

When a ferromagnetic body is placed in an alternating magnetic field, its shape 
and dimensions change. This phenomenon is called magnetostriction. Magnetostric­
tion is simply the internal deformation of the material, which depends on how 
easily the magnetic domains can change their position under the influence of a 
magnetic field. Although this deformationis really minute, it can still cause consider-? 
able noise. The specific magnetostrictive elongation is called the magnetostriction 
factor and is expressed as e—Al/l„ where /,. is the initial length and Al is the 
elongation due to the change in the magnetic field.

Fig. 3.8. The magnetostriction factor versus 
the flux density in the three principal 

directions of an iron monocrystal

Fig. 3.9. The instantaneous value of the 
magnetostriction factor as a function of 
time for ideal iron under the influence of 
a sinusoidal flux density variation with 

time

The magnetostriction factor depends on numerous parameters. Figure 3.8 
illustrates the variation of e with flux density in three space directions (the direc­
tions are defined by the lines drawn through the origin and coordinates 1, 0, 0; 
1, 1, 0 and 1, 1, 1), in an iron monocrystal.

In the core of the transformer, the flux density varies sinusoidally. The 
instantaneous value of the specific elongation, e, can be determined as shown in 
Fig. 3.9. If the function e(B) is parabolic, then the magnetostrictive deformation 
is sinusoidal with twice the frequency of flux density variation.

For real iron materials, the curve s(B) is not exactly parabolic, therefore the 
time function of the magnetostriction factor includes harmonics with frequencies 
that are the whole number multiples of twice the supply frequency. Figure 3.10
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shows the curve e(B) for a transformer core lamination with the peak value of the 
alternating flux density Z?max=  1.5 T. In the attached table we list the values of 
harmonic deformations relative to the fundamental. The problem is complicated 
by the fact that different curves belong to different flux densities in the same 
material. According to the experimental results, the material shown in Fig. 3.10 
behaves as shown in Fig. 3.11 when subjected to a flux density of f?max=  1.8 T.

xio'5 'e

- 1 . 5 Т I 1.5Т~

Harmonic
order frequency relative value of £

n = 1 100 Hz 1
2 200 0.38
3 300 0.14
4 400 0.28

xIO-6 i  
1.5 -

-1.8T 1-8T

Harmonic
order frequency relative value of £

n =1 100 Hz 1
2 200 0.89
3 300 0.47
4 400 0.07

Fig. 3.10. The instantaneous value of the Fig. 3.11. The instantaneous value of the
magnetostriction factor versus time for ideal magnetostriction factor versus time for ideal
iron under the influence o f a sinusoidal flux iron under the influence of a sinusoidal flux

density variation with time. fimax=  1.5 T density variation with time. ő max=  1.8 T

Looking at the table, we can see that the relative values of elongation harmonics 
increased considerably. The magnetostrictive deformation increases substantially 
with flux density, and consequently the noise of saturated transformer cores will 
also increase.

Foster and Reiplinger [27] conducted a very interesting experiment to determine 
how important is the role of magnetostrictive elongation harmonics in noise 
generation. First they determined the magnitude of magnetostriction factor 
harmonics for each harmonic frequency in a given iron material, then they measured 
the noise component of corresponding frequency, L n, in decibels. As in the case 
of other mechanical noise sources, the resultant noise of transformers is measured 
by an А-weighting filter, so they weighted each noise component according to 
the frequency response of the А-weighting filter. (The A-weighting filter networks 
will be discussed in Chapter 13 in detail.) The measured values are shown in
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Table 3.5. The participation of magnetostrictive elongation harmonics in noise [26]©  1981 IEEE

Order
Frequency, -------------------------------------------------------------------------------------------

Hz n— 1 n = 2 n = 3  n = 4  n = 5  n = 6
100 200 300 400 500 600

e 106 1.35 0.368 0.0885 0.0147 0.0117 0.015П

ZTTdB 81.8 763 677  54?5 543 58.1
Ln, dB(A) 617  657 613  497  513 563

The unweighted resultant sound pressure level is £ = 8 3  dB.
The А-weighted sound pressure level is LA= 69 dB.
where en= the peak value of the nth harmonic of the magnetostriction factor,

Ln, dB=the sound pressure level produced by the nth magnetostriction harmonic, 
Ln, dB(A) =  the sound pressure level produced by the nth magnetostriction harmonic, 

corrected by an А-weighting filter.

Table 3.5. It can be seen that the harmonics of e drop sharply with increasing 
order, but this trend is not so striking in the sound pressure levels produced by the 
individual harmonics. The 100 Hz noise component seems to be dominant. We 
have quite a different picture, if we consider the A-weighting filter that simulates 
the frequency response of the human ear. In the third row of the table we see the 
sound pressure level components in А-weighting. Thus it shows that the magnitudes 
of noise components are comparable up to quite high orders, which means that the 
magnetostrictive deformation harmonics are important noise sources. The As 
weighted sound pressure level is primarily determined by the harmonics.

3.5.2 Factors which modify the effect of magnetostriction

There are several factors that affect the magnetostrictive deformation of transformer 
core laminations. We saw before that the magnitude of flux density affects the 
value of e and even its harmonic content.

In our discussion, as generally accepted in the literature, we illustrate the effects 
of the individual factors with the aid of magnetostriction curves recorded by d.c. 
magnetization.

One of the first findings was that alloying with silicon (i.e., silicon-irons) has a 
considerable effect on magnetostrictive deformation. Curves (a), (b) and (c) in Fig. 
3.12 illustrate the variation of specific magnetostrictive elongation with flux 
density for hot-rolled iron material of 2.4, 4 and 6 percent silicon content, respec­
tively. We see that magnetostriction can almost be eliminated in hot trolled sheet
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iron by increasing the silicon content of the metal, as illustrated by curve (c) in 
Fig. 3.12. Unfortunately, Si-alloying substantially deteriorates the machinability of 
sheet materials, so this method is not feasible in practice.

Fig. 3.12. The magnetostriction factor Fig. 3.13. The magnetostriction factor of plate 
of sheet materials versus flux density: steel M5X versus flux density for various

a —• hot-rolled 2.4 percent Si, b —  hot-rolled stress relieving temperatures: [26] a — stress 
4 percent Si, c — hot-rolled 6 percent Si relieving at 780°C, b —  stress relieving

at 820°C, c — stress relieving at 850°C 
(©  1981 IEEE)

The specific magnetostrictive elongation of cold-rolled sheet iron is generally 
smaller than that of hot-rolled materials. Care must be taken when the laminations 
are cut and built into the core, because not only the specific iron loss, but also the 
magnetostriction factor of cold-rolled plate steel, vary with the orientation of 
the flux with respect to the direction of rolling. Cold-rolled plates are very sensitive 
to any kind of treatment. According to Foster and Reiplinger [27], the post-roll 
stress-relieving heat treatment temperature decisively affects the value of the 
magnetostriction factor. Figure 3.13 shows the specific elongation curves of plate 
steel M5X for 5-minute heat treatment at various temperatures. The heat treatment 
was followed by slow cooling in each case. By increasing the temperature, the 
curve could be shifted completely to the negative quadrant of elongation. The 
usual heat treatment temperature of 800 to 820°C proved to be very good in 
practice.

The experiments conducted by the two above authors revealed that the slightest 
external mechanical impact could fully offset the magnetostriction-factor-decreasing
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effect of heat treatment. They dropped an object of 330 g weight from a height of 
20 mm onto a properly heat-treated sample plate of slightly negative magnetostric- 
tive properties, with a contact area of 5 mm radius. After five to six drops, the 
elongation increased to an extent equivalent to a 30-degree decrease in heat 
treating temperature. A similar effect can be achieved by static pressure exerted in 
the direction of rolling.

3.5.3 Predicting the magnetic noise of transformers

The magnetic noise of transformer cores was calculated for years on the basis of 
specific magnetostrictive elongation curves obtained by d.c. magnetization, 
measured on plate samples. However, the predicted figures were frequently found 
to deviate significantly from the values determined by noise measurement. The 
reason was that in determining the magnetostriction factor by d.c. magnetization, 
they did not take into account the harmonic elongation components that exist in 
reality, and the imponderable mechanical impacts that the plate material had been 
subjected to during the manufacturing process. The latter problem is very hard to 
control, but for the former, namely that how to calculate with the elongation 
harmonics, Reiplinger and Stelter suggest a sensible procedure [91].

From their experiments, they claim that more accurate noise prediction is 
possible if we use the measurable mechanical vibration velocity v=de/dt of the 
plate sample instead of the magnetostriction factor obtained by d.c. magnetization 
in our calculations. As the transformer noise is measured in units of A-weighted 
sound pressure level, we also measure the vibration velocity in A-weighting. 
Now the measured vA values reflect the effects of elongation harmonics as well. 
If we relate the value of i>A to the unit plate length, /0 we then obtain a parameter

Fig. 3.14. The variation of the А-weighted vibration velocity and А-weighted sound pressure
level with flux density
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uNA, which is characteristic of the plate material in terms of noise generation. 
Figure 3.14 shows the variation of uNA with flux density for a plate material, Hi-B. 
The vertical scale ALa on the right side of the figure directly shows the change of 
sound pressure level caused by a change of AB in the flux density. The A-weighted 
sound pressure level to be measured on the surface of a laminated iron core of 
length / can be written in terms of vA a s :

where v0= 1 m s -1 and l0= 1 m, 
k l — empirical constant,
vA — measured vibration velocity in A-weighting,

/ — length of flux path in the iron core.-

The constant k v allows for the non-uniform flux density across the cross-sectional 
area of the iron core and the cross fluxes of flux transitions at the lamination 
junctions in the core comers. These secondary effects can be considered as constant 
for a given core design.

If we consider the approved laws of growth and rations which express the 
relations between transformer sizes, mass and power, we can determine the 
А-weighted sound power level emitted by the transformer core in terms of the 
vibration velocity vA measured on the sample made of the lamination material, 
using the following formula:

where m — mass of transformer core, 
mo— 1 kg,
к 2 — a constant characteristic of the given core design.

The sound power generated by the transformer core is radiated to the environment 
with an efficiency that depends on the dimensions of the transformer tank. Small 
tanks are poor radiators at low frequencies (see what said about a in Chapter 1), 
while large tanks behave more or less like plane radiators with high efficiency
(*= I)-

The A-weighted sound power level emitted by standard power transformers 
with flux density between 1.65 and 1.75 T can be expressed with good approxi­
mation as :

LA=fc1 +  2 0 1 o g tA- - / - ) ,  
l. 'o)

(3.58)

,  , -./м »a 20, т
l wa= ^ 2 + 2 0  log — + — log — -  , 

v0 3 win
(3.59)

Twa= 20 log (P/P0)+55,

where P  — the rated power of the transformer in MVA, 
P0 = 1 MVA:

(3.60)
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Fig. 3.15. The one-third-octave-band frequency spectrum of the sound pressure level o f the oil 
transformer NA 400/10 (10.5/0.4 kV, 400 kV)
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A similar formula can be derived for lower power transformers, with different 
factor for the logarithmic quantity and different additive constant characteristic of 
the given design.

Figure 3.15 shows the one-third-octave-band frequency spectrum of the sound 
pressure level emitted by a 10.5/0.4 kV, 400 kVA oil transformer, measured at a 
distance of 1 m.

The expected peaks at 100, 200 and 300 Hz are evident.

3.5.4 Noise of high voltage transmission lines

In connection with the noise of power transformers, it is of interest to discuss 
here briefly the noise generated by high voltage transmission lines.

The noise of a.c. high voltage transmission lines results from the corona 
discharge that occurs adjacent to the surface of the high-voltage conductor. It 
depends on the number and size of strands, the field strength on the surface of 
the conductor or bundle, the physical condition of conductor surfaces and the age 
of the conductor surfaces and the age of the conductor. Also, the relative position 
and distance of the phases and the weather may effect the noise magnitude.

The noise of high voltage transmission lines is of wide band character, ranging 
from several hundred Hz to several thousand Hz. The use of an A-weighting 
network in the measurement proves to be favourable again. According to Ameri­
can calculations and experimental data [63], the А -weighted sound pressure 
level depends very strongly on the field strength at the surface of the conductor,

Voltage of the transm ission line in kV

1.3 1.4 1.5 1.6 1.7 1.8 1.9 
Maximum field strength on the surface  

in kV mm"'

Fig. 3.16. The variation of the А-weighted sound pressure level with the rated voltage of the 
transmission line: a — in rain of 2.5 mm h“ 1, b — in rain of 0.25 mm h“ 1 [62]. (©  1983 IEEE)
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as shown in Fig. 3.16. A 40 percent increase in field strength (from 1.3 kV mm-1) 
to 1.8 kV mm-1) results in a 15 dB increase in noise. The difference between the 
two curves shows that rain is the particular weather factor to which special 
attention must be paid. Laboratory experiments were conducted to determine 
the relationship between transmission line noise and the quantity of rain. The 
results are illustrated in Fig. 3.17. The correlation between the А -weighted sound

The quantity öt min in mm h'1

Fig. 3.17. The variation of the А-weighted sound pressure level with the quantity of rain
[62]. (©  1983 IEEE)

pressure level and the quantity of rain is apparent, though the dependence is 
not too strong. If the amount of rain increases at a rate of 30 times (from 2 mm 
h“ 1 to 60 mm h -1), the noise increases only by 6 dB.

The subjective judgement of transmission line noises in terms of spectral 
characteristics depends on the distance from the transmission line. It is well known 
that absorption in air varies with frequency, and therefore the damping of high-i 
frequency components is stronger than that of low-frequency ones with distance. 
The law of distance discussed in Chapter 1 (i.e., 6 dB decrease with double the 
distance) does not apply here owing to the environmental background noise.

In the case of d.c. high voltage transmission lines, we find that only the positive 
conductor emits noise and it is not dependent on rain.

There are empirical formulae for the calculation of the А-weighted sound 
pressure level emitted by a high voltage transmission line. The expression of A- 
weighted sound pressure level includes four functions with the following variables:

g — field strength on the surface of the bundle conductor in kV cm-1, 
n — number of strands per phase, 
d — diameter of strands in cm,
D —- distance of observation point from transmission line, in m.

Also included are five empirical constants, k, k v k 2, k 3 and /c4, and, finally, the 
reference level L0 in А-weighting. The general formula published by different
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authors in different countries for the sound pressure level in A-weighting for one 
phase is written a s :

l a)= k J i(g )+ k 2f 2{ri)+ k 3f 3(d)+ k4f A{D)+L0+ k. (3.61)

The resultant А-weighted sound pressure level of a three-phase transmission 
system can be expressed as the sum of the sound pressure levels for each phase:

m

LA=101og 2  10°'liAJ, (3.62)
J- 1

where m is the number of phase bundles.
In view of the fact that rain, as we have seen, affects the noise level, experts set 

up various empirical formulae to describe various meteorological conditions. 
Three of them are as follows:

L a jo — it is raining at least 50 percent of the observation time,
L a 5  — it is raining more than 5 percent but less than 50 percent of the observa­

tion time,
L A max —■ this is the maximum sound pressure level in A-weighting, measured 

during pouring rain.

Now we review the formulae that give results closest to the measured values, as 
confirmed by experience. In each case, we indicate the source.

The A-weighted sound pressure level of one phase of an a.c. power transmission 
line is given as :

LA'So= 120 log (g)+ k2 log (я)+55 log ( d ) - 11.4 log (D )+L0, (3.63)

(Bonneville Power Plant Trust, USA)

where k 2=26A  and L 0= —128.4 for n ^ 3 , 
к 2=0 and L0= — 115.4 for ж  3.

Application range:

230< t/„<  1500 k.V,

16,

2s í /s 6.5.

LAtS= -6 6 5 g - i + 20 log (и)+44 log (c/)—10 log(D)- 0.02D + k'+ k". (3.64)

(General Electric, U.S.A.)

where L0= 75.2 and k '= 0  fo rn < 3 ,
L0=67.9 and k'=  [22.9(n- \)d/B] fo rn ^ 3 .
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В — the diameter of the phase bundle in cm,
£ '= 7 .5  for и=1,
£"=2.6 for и=2,
£ '= 0  for n=3.

Application range:
230< t7„< 1500 kV,

2 ^ d ^ 6 .

La, max= 2 g + 18 log (и)+45 log (< /)-10 log (£>)-0.3. (3.65)

(FGH, Federal Republic of Germany)

Application range:
n ^ 6 ,

2 ^ d ^ 6 .

The A-weighted sound pressure level produced by one positive-polarity bundle 
of a d.c. power transmission line is found to be:

£ a, 5 o= 86 logfe)+£2 log (/z) +  40 log (d)— 11.4 log(£>)+L0, (3.66)

(Bonneville Power Plant Trust, U.S.A.)

where £2=  25.6 and L0=  —100.6 for
£2= 0  and L0=  —93.4 fo rn < 3 .

La> max=  1.4 log (g )+ 10 log (n)+40 log (d) -  10 log (Z>) - 1. (3.67)

(FGH, Federal Republic of Germany)

Application range:
2 ^ « s 5 ,
2 s ( /s 4 .

3.6 Direct current machines

The electromechanical energy conversion in a d.c. machine is accomplished 
through the interaction of magnetic fields generated by the currents flowing in the 
excitation coils wound on the salient pole of the stator and in the armature current 
carriers and the currents themselves. The armature and its wires lying in its slots 
rotate in the magnetic field established by the poles.
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The circumferential distribution of the radial component of the flux density in 
the air gap below the pole (pole shoe), the so-called field curve, is shown in Fig.
3.18.

Fig. 3.18. The circumferential distribution of flux density in a compensated d.c. machine, measured 
on a four-pole machine with rated output of 5 kW

Owing to the rotor slots, the effective air gap length changes to d,= k cdg, where 
dg is the geometrical air gap length and k c is the Carter factor. The effect of the 
varying reluctance is noticeable on the field curve.

The shape of the field curve shown in Fig. 3.18 is independent of the load for a 
properly compensated d.c. machine. On this basis, assuming that the air gap 
flux density is zero outside the boundaries of the pole shoes, the distribution of air 
gap flux density below the pole shoe and along the circumference can be approxi­
mated by the constant and the first harmonic term of the Fourier series of the 
periodic circumferential distribution function, a s :

2.71
b l x = B l + B  0  C O S — - X ,

* p
where tp — tooth pitch,

X — space coordinate round the circumference.

Since the rotational speed of the armature is n, then for a two-pole machine the 
radial flux density may be expressed a s :

where со= 2nn
' i x - -B,

[ , + i r  “ • ( ' V  * - “ ')]•
(3.68)
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The armature excitation modifies the field curve, if the machine is uncompensated. 
In order to keep down the costs and machine sizes, the commutation is improved 
primarily by utilizing interpoles in small d.c. machines. The field distortion still 
impairs commutation and decreases the effective flux. The flux of the interpole 
hardly influences the flux of the main poles. In d.c. motors without compensating 
coil, the field distribution under load is different from that shown in Fig. 3.18. 
The valid expression is :

blx= B t Г (х )+ -^ -  cos í-y^- x — cotj . (3.69)

The function Г(х) can be determined from the circumferential distribution of 
flux density and depends on the armature-reaction and the degree of saturation. 
For an unsaturated machine, its value is 1 and eqn. (3.69) takes the form of eqn. 
(3.68).

The force acting on a unit pole surface area is found to be:

The term multiplied by (B jB ,)2 may be neglected due to its low amplitude, so we 
arrive at the following formula expressing the radial force:

+ bi/2  + b ,/2

p(0= I, J  p(x, t) d x = ~ -  /, J  | t 2(a ) +  2  ~  Г(х) cos X  cof)] dx,
- 4 2  ^  - 4 2  '  P  ( 3 . 7 1 )

where b, — the ideal pole arc and,
/,.— the ideal iron length in the axial direction.

Integrating for no-load condition (or for compensated machine), we get the force 
acting on one pole:

According to eqn. (3.72), a constant pull is acting on the pole and, through it, 
on the yoke, and also a forward and a backward rotating force wave of angular 
frequency со are present, with sinusoidal circumferential distribution. If this 
frequency is identical with one of the natural frequencies of the d.c. machine, then

p(x, 0= Yp Г \х ) + 2  F(x) cos a-  coij +  cos2 a-  cot .

(3.70)

+ bi/2
/4  , Вт Г Г, .  B0 (2 л  ) 1 ,

р (0 = 1с^— / 1 +  2 —-cos — a—cot dA=
2p0 J Ml ( 'p

-biß

=Ф~ B0Bi fsin h,+ft)í] +  sin Í—  h,-coi) . (3.72)
Zfi0 Zfx 0л  L I J v+p ) -
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resonance may occur, and chances are that it will, because d.c. motors are typically 
used in wide speed range, so the value of m also varies over a wide range. The risk 
of resonance is further enhanced by the higher harmonics of the Fourier expansion 
of the flux density distribution, eqn. (3.69).

In the d.c. machines of today, noises of mechanical and aerodynamic origin 
dominate, and the importance of noises and vibrations of electromagnetic origin 
is less prominent.



4. VIBRATION OF ROTATING ELECTRICAL
MACHINES

In Chapter 3, we determined the radial force waves acting on the rotating electrical 
machine, which were found to be waves of different mode numbers and different 
distribution in the air gap round the periphery. These waves propagate with 
different angular velocities round the rotor in the same or opposite sense as the 
rotor, acting on both stator and rotor. With the exception of the bending force 
wave of mode number r=  1, all exciting forces result in a more significant deforma­
tion of the stator.

For r—1, the rotor seems to be more flexible. Bending forces of mode number 
r~  1 present the greatest problem in high-power rotating machines with flexible 
rotor and large bearing span. (A rotor is said to be flexible if its first critical speed 
is below or just above the rotational speed of the rotor.) The calculation of critical 
speeds (natural frequencies) for such machines is feasible by the section matrix 
method run on digital computers. The details of this method will not be present­
ed here, but we give an approximative formula for the determination of the first 
critical rotational frequency of the commonest low- and medium-power machines.

Any force wave of frequency f r and mode number r gives rise to a set of vibrations 
of order j  and frequency f r in the rotating electrical machine. (The standard 
vibration calculation methods, like the one set out in [53], simplified the procedure 
by attributing only one deformational force wave to each exciting force wave, 
with identical frequency f r and mode number r(r=j).). The instantaneous value 
of the deformational wave is shown in Fig. 4.1 for various vibrational mode 
numbers. The magnitudes of vibration components depend on the mechanical 
vibrational characteristics of the machine in terms of its eigenfunction, on the 
magnitude of the exciting force, the difference between the frequency f .  of the 
exciting force and the natural frequencies Fj of the machine, and on the damping 
conditions within the machine.

If the frequency f r of the exciting force is close to or equal to any of the na­
tural frequencies Fj of the machine, then resonance occurs, which results in 
dangerous deformations and vibrations and a substantial increase in noise. The
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Fig. 4.1. Deformational waves of various mode numbers

r.m.s. value of the vibrational velocity produced by a force wave with amplitude 
Pr, frequency f r and mode number r is given a s :

vfr— [?■ nf r 2  HjPr, (4.1)

where Hj — the system function of the electrical machine as a mechanical vibrating 
system.

The crucial step in the calculation of the system function is the determination of 
the correct value of the mechanical natural frequency.

More than one hundred years ago, the first calculations were accomplished 
for a freely vibrating homogeneous ring. Later they introduced additional masses 
to take the effect of teeth and winding into account. In view of the weak damping 
of low-frequency mechanical vibrations, they neglected the effects of damping on 
the natural frequency. They also neglected the effects of the housing, end shields 
and foot, the tangential forces and rotary inertia.

Jordan et al. [56] already introduced in their calculations the effects of shear 
and rotary inertia. The results were acceptable for medium-power machines. 
Lübcke improved on the thin ring theory, but his modifications were gained only 
experimentally, and thus they were not directly applicable to other designs.

Erdélyi [25] applied the double-ring method to medium size machines. The model 
of two thin rings joined by key bars, however, gave results close to the measured 
data only when the ratio of the radial thickness of the core to the mean radius 
of the core was less than 0.2.

Ellison and Yang [23] improved on Erdélyi’s method. They investigated the 
natural frequencies of a stator consisting of a thin frame and a thick laminated core 
loaded with teeth and windings, solidly coupled at key bars, taking into account
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the effects of deformation, shear and rotary inertia. They based their calculation on 
Lagrange equations written and solved in matrix form.

All of the above methods considered the machine stator as a cylindrical ring 
with an infinite number of symmetry axes. However, it was found in practice and 
confirmed by experiments of the German Hübner and the Russian Medvedjev and 
also by Hungarian experiments that the position of support and airducts, etc. 
strongly modify the calculation procedures used before to determine the natural 
frequencies. The finite element method gives correct results but requires large- 
capacity and fast computers. Our discussion is limited to simple methods that can 
be used in manual calculations or require at a maximum personal computers as 
aids.

For a rough estimation of the mechanical natural frequencies of a.c. rotating 
machines, the formulae of Frohne [29] may be used, who assumed an ideally 
symmetrical stator. It is worth noting that the vibrating capability of the machine 
improves with increasing size, and the mechanical natural frequencies become 
lower, so the natural frequencies or higher mode number appear within the audible 
range.

4.1 Vibration calculation for radially symmetrical 
a.c. machines

The system function Hj introduced in eqn. (4.1), which represents the relationship 
between the force acting on the system and the vibration deformation excited by 
it, is split into two components, as commonly found in the literature. One of them, 
Hjs, contains the geometrical dimensions of the machine, the quality of the material 
and the mode number j .  This component provides the deformation for the case 
where the mode number of the exciting force, r, equals j  and the frequency would 
b e /r= 0 , i.e., the deforming force will not vary in time. The second component, 
H]n depends on the difference between f r and the mechanical natural frequency 
F ;  characteristic of the vibration mode, r= j, and on the internal damping 
conditions. This latter component is sometimes referred to as the magnification 
factor. The two components of the system function Hj are shown in Table 4.1, 
together with the formula of the natural frequency corresponding to the indi­
vidual vibration modes.

The main source of the damping D is the friction on the contacting surfaces of 
the winding and the laminated core. The theoretical determination of damping is 
extremely complex, and it is therefore derived experimentally with the help of the 
half-energy points. The vibrational displacement is plotted versus the excitation 
force frequency for mode number j ,  maintaining a constant force amplitude. This
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curve, on a different scale, is also the curve of the magnification factor (see Fig. 
4.2). The damping factor D for the vibration conditions having mode number j  
is found to be :

тл _  f  0 . 7 0 7  _  f z  f \
1 2Fj 2 Fj ‘

(4.2)

Fig. 4.2. The frequency-dependency of the magnification factor

For asynchronous machines, the value of D is normally in the range of 0.01 
to 0.04, independently of the mode number. The value of D is strongly de­
pendent on the advancement in the assembly of the machine.

4.2 Vibration of d.c. machine stators

The magnetic noise and vibration of d.c. machines are generally less important 
than those of mechanical origin. However, care must be taken to keep the fre­
quency of the force acting on the machine apart from the natural frequency of 
the mechanical system comprising the yoke, the main poles and the interpoles. 
In case of coincidence, the resonance produced will substantially amplify the 
amplitude of vibrations. The natural frequency of the housing may be ex­
pressed a s :

Fh= ---- -, (4.3)
2n\fmX

where m — the equivalent mass,
X  — the specific deformation dependent on the mode number of the 

vibration.

When the mode number is zero, r = 0, then:
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where E  — the modulus of elasticity,
S  — the cross-sectional area of the housing,
R  — the mean radius of the housing.

For a vibration of mode number r—2,

У  R Y

r 2 лЕ1 ’

where I  — the moment of inertia of the housing with respect to the shaft and is 
given a s :

g = ( r ] / r 2+ 1 )“ 1. (4 .4 )

For r=  1, the deformation of the rotor is the more dominant as we saw in the case 
of asynchronous machines.

If forces with mode number r?± 1 do not excite resonance, it is sufficient to 
calculate the vibration with mode number r=  1, for practical purposes.

4.3 Determining the mechanical resonance frequency 
by measurement

As we saw in the previous chapter, the resonance frequency can be calculated only 
for models which neglect certain factors. The simpler the model and the easier 
the calculation, the less correct the result will be. If, in turn, the model and the 
mathematical tools are more complex, then we need sophisticated computer 
programs, tedious preparatory work and costly computer time, and still we 
would know the resonance frequencies for one model only!

The resonant frequencies of a complex, real system should be determined by 
measurement, but no exact procedure exists for this purpose at present. To get a 
correct result by measurement, we would need an excitation system that could 
produce a rotating radial directional travelling force wave with sinusoidal peripheral 
distribution, variable mode number and constant amplitude independent of the 
frequency. In such a case, the resonant frequencies could be measured directly by 
means of sensors located at the periphery of the machine. Nevertheless, such a 
system does not exist, and if the excitation is not the same as in reality, it is doubtful 
that the measurement yields correct results.

The literature and the experts who work in this field suggest various approxima­
tive methods. These methods differ in the mode of excitation.

(a) Stationary excitation with sinusoidal distribution in space and sinusoidal 
variation time. It can be generated by the appropriate connection of the stator
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winding. Its major drawback is that only one mode number, twice the pole pair
number of the machine, can be set (r—2p).

(b) Travelling wave of sinusoidal alternation in space and of sinusoidal varias 
tion in time. It can be generated by a three-phase variable-frequency supply 
connected to the complete three-phase winding system. Its major drawbacks 
are that only the case of r=p  can be examined and a three-phase generator of 
power identical with the no-load power of the machine tested is required, and, 
apart from the tested fundamental, all the winding, slotting, eccentricity, etc. 
harmonics are present.

The common advantage of methods (a) and (b) is the sinusoidal distribution of 
the exciting force in space and sinusoidal variation of time round the periphery, 
while the common drawbacks are the limited mode numbers that can be tested 
and the difficult realisation of the measurement.

(c) Point-like excitation with sinusoidally time-varying signal. If we can place 
any number of, say, electrodynamic exciting elements over the periphery, fed by a 
proper variable-frequency supply that allows adequate timing for each element, 
then this is the best method, although the circumferential distribution of the force 
wave is not sinusoidal. Its disadvantage is its being very costly as a special supply 
system is required.

(d) The point-like pulse excitation is the simplest method in terms of execution, 
which, being quick and easy, is its main advantage. Its major drawback is the 
fact that the generated excitation differs considerably from the theoretically 
required configuration. Further, the difficulties shift from the field of measuring 
techniques to the field of data evaluation. Owing to the fact that this is the only 
method whose execution is generally feasible in view of the commonly available 
technical apparatus, we briefly outline its theory.

The electrical machine as a system capable of vibrating can be considered as a 
mechanical four-terminal network (see Section 5.2 for more detail), where the 
input and output terminals correspond to the excitation and sensing, respectively. 
The input signal is the force, the sensed signal, the vibration. The response to a 
general excitation is called vibration acceleration and is expressed as :

(4.5)

where / ( x) — the excitation function,
h(t—t) — the weighting function.

In our case, the excitation is pulse-like, a mechanical impact, modelled by a 
Dirac delta function, b.

t

a{t)= I  f ( r )h ( t - r )d r ,
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Accordingly, the vibration acceleration a(t) is identical with the weighting 
function h(t). Because of the difficulties of analysis in the time domain and because 
of the aim, we study the phenomenon in the frequency domain. As the energy 
represented by f ( t ) is finite, its absolute value is also integrable, so the Fourier 
transform of a(f) exists and is written in the form :

The function A(co) is directly measurable by means of a frequency analyser. The 
input is the single impact force, and the output is the resultant set of decaying free 
oscillations. As the decay time is short, the standard analysing methods cannot be 
applied.

It is known that if we make a pulse function periodic, its spectrum becomes a line 
spectrum in such a way that the spacing of the lines is equal to the inverse value 
of the cycle time, while their magnitude is determined by the original amplitude 
spectrum of the single pulse as the envelope curve. Depending on the bandwidth 
used in the analysis, we get either the lines of the “lined” spectrum or the envelope 
curve. By carefully selecting the bandwidth and the integration time, the spectrum 
of the original pulse can be determined.

Each component of the spectrum obtained represents one of the resonance 
frequencies of the machine in much higher numbers than we would expect on the 
basis of resonance frequency calculations for the individual machine components 
(e.g., stator, rotor, end shields, etc.). The measurement indicates not only the 
resonance natural frequencies of the individual parts but also the frequencies 
introduced by the assembly process, called coupling frequencies, which may create 
a real resonance danger situation in the assembled machine. One shortcoming 
of this method is that it is very hard to associate the obtained resonance frequen­
cies with the individual vibration modes.

When a variable-frequency inverter is used as the power supply, the local 
vibration maxima may be observed by continuously changing the supply fre­
quency, the resonance phenomena thus providing a tool to determine the mechani­
cal resonance frequencies and internal damping conditions of the assembled 
asynchronous motor by measurement in the frequency range of interest in terms 
of noise and vibration.

The precondition of the appearance of local maxima in the curve of vibration 
velocity measured on the surface of the asynchronous machine versus the supply 
frequency, i.e., in the continuous function v(j\), is the coincidence of the exciting 
force frequency with one of the mechanical resonance frequencies of the motor. By 
measuring in the ±30 percent neighbourhood of the frequency f x that produced

(4.6)А(ш)= J  a(t)e át.
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the local maximum, i.e., measuring the vibrations while the supply frequency is 
“tuned” and recording the spectrum by letting the vibration signal through a 
narrow-band, continuously tunable filter, the mechanical resonance frequency 
involved in the resonance may be determined from the set of spectra obtained 
with an accuracy dependent on the accuracy of the frequency analyser used 
for the measurements. The rate of change of the resonance inducing exciting 
force component with respect to f x in the close neighbourhood of the resonant 
frequency allows the determination of vibration damping inside the assembled 
motor with the aid of the half-energy points.



5. GENERATION OF AIRBORNE NOISE 
IN ELECTRICAL MACHINES

5.1 The radiation factor of a real machine

In Section 1.3, where we discussed the theoretical acoustical terms and concepts, 
we introduced the radiation factor, a, as a measure of efficiency of energy transform 
mation (from vibrational energy to sound energy) for a radiator with vibration ve­
locity V.  We saw that even for the simplest geometrical shapes, i.e., for spherical 
and infinite cylindrical radiators, the formulae of a are very complex and 
complicated, and therefore, in practice, we use nomograms instead (see the curves 
of Figs 1.4 and 1.5).

In reality, the shape of electrical machines is more complex than the ideal geo­
metrical shapes, so their radiation properties are studied on various simplified 
models. Alger considered the machine as a cylinder of infinite length (the corre­
sponding set of curves a is shown in Fig. 1.4). This model, however, gave acceptable 
results only for the middle section, even for machines with large l/D ratio (/ is the 
length, D is the diameter of the machine), where the end effects due to the finite 
length of the machine are negligible. The Czech Narolski also gave his vote 
to the cylindrical radiator model [82]. Jordan gave preference to the spherical 
model (see the curves in Fig. 1.5). In England, Ellison, Moore and Yang investigated 
by calculation and experiment the variation of the relative radiated sound power 
factor for various real machine proportions to determine which model is most 
appropriate in the individual cases. The results of their investigation were published 
by Yang in 1975 [143].

When the machine is bounded by large plane surfaces (as in the case of rectangu­
lar parallelepiped figure so common today), it is a good approximation to assume 
the machine as a plane radiator.

In the literature on small- and medium-sized machines, we frequently find 
contradicting standpoints as outlined above. In the following, we try to review 
that changes in the value of a result when different radiator models are used to 
simulate the common machine forms. We consider the diameter D of the cylinder 
accommodating the machine as the most characteristic dimension concerned. The 
vibration produced by the force wave that deforms the machine gives rise to 
deflections which travel round this cylindrical surface. This dimension corresponds
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Fig. 5.1. The radiation factor for cylindrical radiators of various ///) ratio, where k D ß — 1

to the diameter of the spherical or cylindrical radiator. Therefore, instead of kr 
indicated over the horizontal axis of Figs 1.4 and 1.5, we write kD!2. Let us look at 
Fig. 5.1 and see how the value of a changes for kD/2— 1 (where k=2nf/c). The top 
curve gives the values of a for the deformational waves of mode number r — 1 for 
a cylindrical radiator of finite length or for real machines of different //D ratio. 
The bottom curve belongs to mode number r = 2. Under each curve we indicated 
by a small circle the value of a for the spherical radiator at //D = 1, since this 
cylindrical radiator shape is the closest approximation of the spherical radiator. 
Now let us see how the value of a changes in Figs 5.2 to 5.4 for kD/2=2, 5 and 10. 
Note that for higher values of kD  the relative radiated sound power is independent 
of the ratio l/D, disregarding the mode number. This suggests that at higher 
frequencies and for large machines it is immaterial which model is used for the 
calculation of the airborne noise. At lower frequencies and for small machines, 
however, there are significant differences between the values of a obtained by 
different model radiators.

The airborne sound power emitted by an electrical machine with r.m.s. 
vibration velocity v can be determined from eqn. (1.22), if we have decided which 
model radiator to substitute for the machine. Apart from the model selection, we 
can make a general statement that small machines (with small value D) are poor 
sound radiators, while large machines are good ones. From experiments conducted 
in Hungary, one may conclude that the sound radiating capability of the housing 
of fully enclosed low and medium power motors is only slightly affected by the 
ribs on the surface.
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Fig. 5.2. The radiation factor for cylindrical radiators o f various I/O ratio, where к 0 /2 = 2

Fig. 5.3. The radiation factor for cyclindrical radiators of various l/D  ratio, where kD/2 = 5
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Fig. 5.4. The radiation factor for cylindrical radiators of various l/D ratio, where k D ß —10

5.2 Calculation of structure-borne sound transmission 
and emission

The electrical machine, together with its environment (e.g., machine base plate 
foundation) can be considered as a single mechanical vibrating system. This 
complex system can be analysed only in a complex way that takes the whole system 
into account. As a first approximation it is easier, and—in many cases—sufficient, 
to determine the resonant frequencies of each element separately (e.g., the electrical 
machine, the foundation, etc.) and compare them with the frequencies of the 
exciting forces, analysing their relative position. If any coincidence or tight closeness 
is found, then we may expect dangerous vibrations to occur. In certain complicated 
cases, we may have to refine the calculations, taking into account the coupling 
between subsystems. In the case of rigid coupling between the machine and its 
environment it can happen that the environment modifies the resonance frequencies 
of the stator of asynchronous machines as if reacting to it. This can explain the 
fact that a vibrationless machine set up on a foundation classified as non-dangerous 
still can give rise to strong vibrations. To avoid the flow of vibrational energy to 
the surroundings, the machines are mounted on vibration absorbing materials. 
The application of these materials requires careful consideration, because over; 
looking certain points might lead to disappointment. Ideal, “omnipotent” damping 
material does not exist. The damping material is just as frequency-dependent as, 
say, an electrical oscillatory circuit. It can be an excellent absorber for a given
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frequency and its close neighbourhood, but completely inefficient at more remote 
frequencies. Therefore the damping materials must be selected and dimensioned 
for a given specific application. The calculation is quite simple if the spectral 
composition of the exciting force is “clear”, that is, contains only one or two 
dominant frequencies to which the damping material can be “tuned”. In other 
cases, the designer faces a really tough job.

Considering the question from the point of view of system theory, the inter­
connection and interaction of the electrical machine and its environment, and also 
the resultant vibration can be analysed in terms of a mechanical-electrical analogy. 
In this system, the electrical motor is a mechanical power source that works on an 
external mechanical load. The mechanical system is simulated by a model of 
discrete components connected in series and in parallel, since the potential displace­
ments are normally proportional to the exciting forces causing them to stay 
within the elastic limit of the material.

The discrete elements are the masses, springs and damping components involved 
in the vibration. The constituents and the configuration of the system do not 
change in time, and consequently the set of differential equations that describes 
the behaviour of this invariant system comprises equations of constant coefficients.

One of the most important characteristics of a mechanical power source is its 
output impedance [19], denoted Z m. Also important are the output force, Fr, 
which can be measured at the output of the rigidly fixed, “blocked” power source 
(as output we mean the interface between the power source and the environment), 
and the “free” vibration velocity, Vp which is measured at the output with the 
vibrating system suspended on a soft spring. The resonant frequency of the 
composite system comprising the suspension spring and the power source must 
be tuned far below the lowest-frequency force component of the power source to 
ensure unhindered vibration generation in all directions of space.

The relationship of the three characteristic parameters can be expressed as :

The values of Fr and Uy should be measured at the output of the mechanical power 
source in the three main directions of space. These directions are the radial, axial 
and transversal directions with respect to the electrical machine.

Across the terminals a and a' shown in Fig. 5.5, the electrical machine is substi­
tuted by a power source with internal impedance in terms of vibration. Moving 
away from the source, each mechanical element in the row can be substituted for 
by a passive quadrupole. Since the deflections induced by the vibration do not 
exceed the elastic limit, these passive elements are linear in nature. Thus we arrive 
at the well known tandem connection of four terminal networks. In order to be

z  = » £v / (5.1)
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Fig. 5.5. The linear model of the asynchronous machine and its surrounding in vibration theory

able to use the established methods and symbols of electrical network analysis 
first we have to change over from the mechanical system to an electrical system.

If we compare the general equation of motion for a one-dimensional damped 
mechanical oscillating system (5.2) with the equation of a circuit comprising 
R, L  and C components and connected to an a.c. power supply (5.3), then the 
formal analogy between the equations suggests analogy between the related 
phenomena as well. In this case, if we find the solution of the differential equation 
for one of the systems, then we have the solution for the other system:

m ^ г + к  — + ~ = F 0 cos cot, (5.2)

L ~ - + R ~ - + ^ = U 0coscot, and i ' = ^ .  (5.3)

In our case, the most suitable corresponding mechanical and electrical parameter 
pairs are the following:

F ~I7  k ~ R
/  c ~ C  Z e~ Z m= — .V

m ~ L  y ~ Q

The basic limitation of the model shown in Fig. 5.5 is that it applies only to one 
frequency and one direction. In reality, the vibration comprises many components 
of different frequencies.

In most practical cases it is enough to set up the model discussed above for 
one or two dominant components. The limination regarding the direction may be 
resolved by making an equivalent circuit for each of the three main directions. 
Determining the exciting components of the active two-terminal network, i.e., 
the exciting forces of the electrical machine, knowing the passive mechanical 
elements and applying the theory of cascade quadrupoles, the vibration velocity 
can be calculated for any point in the surroundings of the electrical machine. As is 
well known, the matrix form of the fundamental equation is written as :

С / 1 _  A !  [  — - ^ 1 2  U 2
/ ,  ^21 —^22. J l .

where the so-called chain parameters A , j  can be found in published parameter



94 5. Generation of airborne noise in electrical machines

tables (see for example [33]), according to the configuration of the passive quadru- 
pole (Г-network, rr-circuit or other).

In order to be able to determine the components of the circuit diagram by 
measurement, it is necessary to measure the “blocked” force and the “free” 
vibration velocity at each terminal denoted by different letters, such as a a', 
b-b', . . . ,  k-k ', . . .  (see Fig. 5.5). From the results, the internal impedance of the 
active two-pole and the elements of the passive four-poles can be determined. 
Since the impedances of the two-pole and four-pole networks are complex quan­
tities, then in contrast with the usual procedure, it is not enough to measure the 
r.m.s. value of the force and the vibration velocity, but the phase angle of the 
measured quantities must also be recorded.

Using the model discussed, the vibrational energy at any point of the surround­
ings of the electrical machine can be determined from the vibration velocity and 
the vibrating mass. From energy considerations, the airborne sound produced by 
the vibration can be calculated as outlined before.



6 . TH E EFFECT O F C H A N G ES IN  R U N N IN G  
CONDITION ON THE NOISE  

OF ROTATING ELECTRICAL MACHINES

6.1 General interpretation of the concept of load

No-load operation of electrical machines is rare and, apart from laboratory 
testing, they almost never run uncoupled. The primary function of the machines 
is to transform electrical power into mechanical rotational energy or vice versa, 
while they are in constant mechanical connection with the environment and the 
load. The size and type of load and the nature of interaction with the environment 
strongly affect the vibroacustical behaviour of the electrical machine. Our present 
discussion focuses on the commonest rotating machine, the asynchronous motor.

First of all, let us consider what happens when the load is increased from no- 
load to the rated load. According to the classification of literature normally 
applied, all three kinds of noise appear in the no-load operation, namely noises of 
electromagnetic, aerodynamic and mechanical origin. The magnitude and fre­
quency of noises of mechanical and aerodynamic origin are normally 
proportional to the speed, so they do not vary too much with load in the case of 
asynchronous motors owing to their tight speed characteristic. Hovever, we may 
have quite considerable changes in noise of electromagnetic origin. As is well 
known, the interaction of flux density harmonics in the air gap gives rise to 
exciting force harmonics. The loading directly alters the magnitude and phase 
angle of the current flowing in the conductors and the slip. Owing to these direct, 
primary changes, the magnitude and frequency of the exciting force will change, 
too, while the main flux and the leakage reactances are modified as a consequence 
of saturation. The mechanical connection with the environment affects the reso­
nance frequencies, and through them the so-called magnification factor character­
istic of the vibration generation process in the motor. Also, as a result of the 
latter factor, the noise radiating capability of the asynchronous motor is affected. 
Considering that only a part of the changing parameters tends to increase the 
noise, the other part may increase or decrease it alike, so we cannot state in gen­
eral that loading increases noise. The sense and magnitude of change must be 
determined for each dominant noise component of electromagnetic origin in each 
case separately, and only on this basis can we conclude whether the noise 
changes on loading and, if it does, in what sense and by how much. There is not
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much coverage on the subject in the literature and if it is mentioned at all, only 
general observations are communicated. In 1970, in a public debate published 
in the Proceedings of the IEE, Ноге in [105] stressed the importance of noise 
measurement under load conditions. From empirical facts, he suggests measure­
ments to be conducted in the acoustical near field.

In the same publication, Stephen sets out that there is not much difference 
between the sound power emitted by small machines under no-load and load 
conditions. This empirical observation might be backed by theoretical considera­
tions on the basis that the mechanical resonance frequencies of small-power small- 
sized machines are generally higher than the exciting force frequencies and, apart 
from this, they are poor radiators because of their small size, therefore the difference 
between the no-load and the rated current is not substantial. Based on his measure­
ments, Brozek [12] found considerable increase in noise on loading in high-power 
motors. The mechanical resonance frequencies of large machines—he explained—are 
relatively low, so the odds of coincidence with exciting force frequencies are better, 
and also the larger machines are better radiators and the no-load current is much 
less than the rated current. The power machines of today with high power output 
exhibit an opposite trend. The intensive utilization of active materials has raised 
the cooling requirements considerably, and consequently noises of aerodynamic 
origin have become dominant almost independently of the pole number. These 
noises are almost insensitive to load size.

Japanese researchers [61] used a theoretical approach to the problem of noise 
variation with load and published formulae to determine the variations in electro­
magnetic force wave magnitudes. Unfortunately their calculation was limited to a 
specific motor, so the results cannot be generalized.

The analysis of noise variation with load arose as a problem to be solved 
because the users are subject to noise exposure during the normal, loaded operation 
of the machine, and the relevant safety regulations give limit values to this noise. 
In most cases, however, the standard noise measurements are carried out under 
no-load conditions, because it is very hard to simulate the “field” load conditions 
in the laboratory, or the special acoustical testing room with the shaft led through 
its wall in a sound-insulating manner is not available.

The change in operating conditions due to loading and the consequent change 
in noise can be investigated in a broader sense. Abrupt changes in operating 
conditions, the transient conditions, might have important vibroacoustical 
consequences. In the tool engineering industry the main problem results from the 
fact that modern machine tools use different asynchronous motors for each work 
element, therefore the different modes of operation—starting, idling, braking, 
reversing, etc.—frequently follow in succession, so the transient operation is more 
typical of these machines than the steady-state running. The amplitudes and
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frequencies of electromagnetic exciting forces and also the indirectly changing 
parameters may vary over wide range. Since these electrical motors form a part of 
the complex machine tool and therefore the vibration of the latter as a complete 
system must be investigated, it is essential to know the resonance frequencies of 
the motor and the machine tool, and also the coupling frequencies of the 
composite system. Many machine tool designers are of the opinion that owing to 
the high number of mechanical resonance frequencies and the variation of exciting 
force frequencies over a wide range, the transient resonance in machine tools is 
inherent and inevitable. Thus they suggest design of the control system of automatic 
precision machine tools so that starting, braking and reversing of motors serving 
the auxiliary motions are avoided during the period the workpiece is worked on.

Special problems arise in connection with the asynchronous machines equipped 
with a pole changing switch, used in elevator drives. These machines normally 
incorporate two stator windings of different pole number. When the elevator cage 
approaches the selected landing, the low-pole-number winding is switched off 
and the high-pole-number winding is switched on, decelerating the motion in 
the generator braking mode of the asynchronous machine. The elevator arrives at 
the landing at a low speed, when the mechanical brake is activated and stops the 
cage. In the transient operation during starting and switch-over, the electro­
magnetic force frequencies often pass through the resonance frequencies of the 
asynchronous machine, causing the motor to race.

6.2 Calculating the noise variation on loading the 
asynchronous motor

The noisiness of asynchronous motors is measured in no-load condition, with the 
motor isolated from its surroundings (no structure-borne sound generation!). One of 
the components of the emitted sound power level is L Wr 0. When the load is 
coupled to the asynchronous motor (structure-borne sound generation to be 
avoided again), the emitted sound power level at rated load is L w r Now the 
change in sound power level induced by the application of load can be expressed 
for the given noise component a s :

ALWy= 10 log
r fr ,  0

(6 . 1)

Substituting the formulae discussed in Chapters 3, 4 and 5, we get:

AL — 10 logZ lb^r-lU 10g —
Л, о°я, оЛ, 0 n jn . 0 °0

(6 .2)
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In the following sections, we examine for what reason, to what extent and in 
what senses the individual factors in eqn. (6.2) change:

ALW =  10 log - | f ^ +  10 log 10 log ф -+ 10 log -5 ^ 1 + 1 0  log ^  .
/<, 0  " a, 0  J r .  0  jn.O  ° 0

Assigning serial numbers to the terms, respectively

AL -̂\- AL2+ AL2~\~ AL4“Ь ALy

6.2.1 Variation of stator flux density harmonics

One of the components participating in the generating process of force waves, 
important with respect to noise and vibration, is always the stator flux density 
harmonic. This can be the stator winding harmonic itself or, when the so-called 
slotting permeance harmonic of the same order exists, their vectorial sum, taking 
the correct phase angles into account. In no-load operation, the amplitudes of the 
stator slot harmonics are normally much higher than those of winding har­
monics, and so the slot harmonic dominates in no-load noise. The amplitude 
of the slot harmonic is independent of the load, while, on the contrary, the 
amplitude of the winding harmonic is proportional to the stator current. For 
squirrel-cage asynchronous motors operating in the low and medium power 
range, the value of the ratio 7, ///1>0 is about 2 to 3. Accordingly, the change in 
in sound power level defined by eqn. (6.2), caused, in the case of winding har­
monics, by the increase in stator current, can be as high as A Lt= +9  dB. If the 
slot plus winding harmonic plays the dominant role in no-load noise genera­
tion, then this increase is much less, since the slot harmonic dominant in 
no-load operation is independent of the load. The load-dependent change in 
the amplitude of the slot harmonic can result in considerable change in noise, 
only if the effective slot width changes due to tooth saturation, and therefore 
the Carter factor also changes.

6.2 .2  Variation of rotor flux density harmonics

The other flux density components of importance in the generating process of 
electromagnetic force waves dangerous with respect to noise are the rotor flux 
density harmonics, which may originate from eccentricity, saturation or winding 
plus slotting. (While we are talking about squirrel-cage machines, each slotting 
harmonic has a corresponding winding harmonic of the same order. These rotor
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harmonics must be summed as vectors, takint phase angles into account.) The 
above details on the slot harmonics apply here as well, namely they can be 
considered independent of load. The amplitude of rotor winding harmonics 
increases by a factor of

*1.1608 Pi./
* 1 ,0  COS 99 t  o

as a result of loading. For the machines concerned, taking the highest possible 
value of the above ratio, form eqn. (6.2) we get a possible change of AL2= +16 dB 
in sound pressure level. Since the slot harmonic is still same, the value of AL2 is 
smaller in reality, probably + 7  dB. The amplitudes of rotor harmonics due to 
eccentricity vary only slightly with loading, and this variation may be neglected 
because of the logarithmic scale.

The ratio of the amplitudes of saturation rotor harmonics for the loaded and 
the no-load case is about 0.8 for small and medium power machines, which 
corresponds to a sound power level change of AL2— —1.0 dB.

6.2.3 Variation of exciting force frequency

As discussed in Chapter 3, the electromagnetic components that change on loading 
are given by the products of stator rotor flux density harmonics.

The slip of asynchronous motors also increases on loading, and consequently 
the frequency of exciting forces decreases by :

Afr= f \ S- ~  As. (6.3)

The value of Aris normally from 3 to 5 percent. Table 6.1 shows typical Af. values 
for S 2=28 and different pole pair numbers. The magnitude of frequency variation 
in relative units is given by :

fr, 0 ~  4 / r
fr. 0

The value of this quotient is higher for machines with lower frequency and lower 
pole number.

Table 6.1. The values of A fr for low-order harmonics, Hz

p
1 2  3 4

\g\ ____________________________________ ________________

1 42 21 14 10.5
2 84 42 28 21
3 126 63 42 31.5
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6.2 .4  Variation of the magnification factor

The second term of the system function discussed in Chapter 4, denoted H]n, is 
called the magnification factor:

#-(i)T+bC
The magnification factor comprises three parameters. D is the damping factor 
whose main source is the friction in the winding and within the core lamina­
tions. Fj is the mechanical natural frequency and f r is the frequency of the exciting 
force. The maximum expected relative frequency variation is about 5 percent. If 
we want to estimate the effect of magnification factor variation on the emitted 
sound power level variation, then we take the 5 percent change with respect to 
the maximum value of the magnification factor, i.e.,fr0=Fj.

Based on eqn. (6.2), the change in sound power level due to the change in 
magnification factor as a result of slip variation on loading, can be expressed a s :

AL4= 10 log .
1 jn , 0

Taking D=0.01 and a 5 percent variation in f r, the maximum change is given as 
J L 4max—14.5 dB. The sense depends on the value off r0with respect to Fj. Iff r,0>Fj, 
then the noise increases, and if f r 0<Fj, then it decreases. Of course, a variation 
of that magnitude is not too common. In Fig. 6.1, the variation of sound pressure 
level is plotted versus A f j f r, in dB (at Z)=0.01).

So far we assumed that the mechanical resonance frequency of asynchronous 
motors is independent of load. This is true, if the noise measurement for the load 
and the no-load operation is done at the same level of assembly and machine 
mounting. In practice, however, the situation is different. The no-load noise 
measurement is done on a non-rigid, soft-elastic set-up of the free-standing 
machine, applying the assumptions set out in Chapter 4 and widely used in the 
literature for the calculation of resonance frequencies. The assumptions of impor­
tance in our discussion were as follows:

— The asynchronous motor is perfectly cylindrical with infinite number of 
symmetry planes.

— Only the lowest of the infinite number of resonance frequencies that belong to 
each vibration mode should be considered, because the others are outside the 
audible range.

The truth of the latter hypothesis is confirmed by the values found in practice, but
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the former immediately proves wrong when the feet of the machine are rigidly fixed 
to the foundation. Doing this deteriorates the perfectly symmetrical cylindrical 
shape, while the rigidity of fixation and the position of the feet, characterized by 
the so-called foot angle (the central angle in the machine cross section corre­
sponding to the radii belonging to the feet), considerably affect the mechanical re­
sonance frequencies.

Thus in our case, and as found in practice, the third parameter of the magnifica­
tion factor, namely the mechanical resonance frequency, also changes, although not 
directly as a result of loading, but between the no-load and load noise measure­
ments. The value of the mechanical resonance frequency calculated by taking the 
foot angle into account may differ by a maximum of 10 percent from the value 
calculated for the symmetrical cylinder. If this change is considered together with 
the typical change in exciting force in calculating the magnification factor varia г 
tion, we find that the variation of the magnification factor estimated at Ai 4max=  
— 25 dB can occur. This detuning of natural frequencies due to fixation and the 
resultant effects on noise are seldom taken into consideration in the preliminary 
noise calculations because of their specific, uncertain nature.

6.2.5 Change in the radiation factor

The sound radiation factor covered in Chapters 1 and 5 depends on the machine 
size (the diameter D of the spherical sound radiator) and the vibration frequency 
f r. If  the value of к  is so high—large machine size and high frequency for a given 
mode number—that we are on the plateau section of the curve a, then the change 
in f r due to loading does not result in any change of <r, that is, the emitted 
sound power level remains the same. If, however, the size of the machine or the
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value off r is so small that we are on the slope section of the curve a for the given 
mode number, then ALS can be as high as 3.8 dB in negative sense for just the 
largest decrease in f r :

AL5—10 log —=  — 3.8 dB. 
ao

As we see in Fig. 1.5, for a decrease in f r, ALS is always negative, i.e., it tends to 
decrease the radiated sound power level.

6.2.6 Estimating the maximum variation of electromagnetic noise 
due to loading

In the previous sections, we investigated by factors how a component of the 
sound power level changes with the load. In Table 6.2, are listed the expected 
maximum and minimum values of AL.

Table 6.2. The extreme values of sound power level changes due to loading

Öt-min Fantnr Maximum value Minimum valueurigm j raeiur dB | dB

Вu ALX +  9 0
B, AL2 +  7 0
f r AL~ 0 -0 .5
H in AL4 + 20  - 2 0
a '  ALS 0 -3 .8
Resultant ALWr +36  —24.3

From the bottom row of the table, we can deduce that the noise component of 
electromagnetic origin may increase by 36 dB or decrease by 24.3 dB on loading 
in extreme cases, i.e., — 24.3^ ALIV r^ + 36 dB. This does not mean, however, 
that the А -weighted power level of the asynchronous motor would change the 
same amount. (The values +36 and —24.3 would be the two extreme cases 
imaginable, anyway.) If the noise component concerned were negligible in no-load 
operation, then even an increase of +20 dB can be negligible. Therefore the tests 
outlined in this chapter must be done individually by noise components, starting 
with the component that already dominates under no-load condition. It can 
happen that most of the electromagnetic noise components will increase on 
loading, but owing to the decrease in or constancy of dominant components, the 
resultant sound pressure level might remain unchanged or even decrease. Thus one 
cannot make any general statement regarding the sense and magnitude of motor 
noise variation on loading.
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Special attention must be paid to the variation of the magnification factor, 
because it can provide the major part of the change in noise level induced by 
loading. If the slip-dependent frequency of the exciting force becomes equal to 
the mechanical resonance frequency for a load smaller than the rated load of the 
machine, then the highest emitted sound power level is experienced at an inters 
mediate load value. Predicting the sound power level variation on loading, we 
cannot overlook the fact outlined above that the noise of the machine is a product 
of mechanical, aerodynamic and electromagnetic noises, and the constancy of the 
former two definitely moderates the effect of the variation of the electromagnetic 
component.

6.3 The effect of starting, reversing and pole-changing 
on the noise of asynchronous machines

Discussing the field analysis in Chapter 3, we saw that the frequency of force 
waves acting on both the stator and the rotor of the asynchronous machine is a 
function of slip and speed. Rearranging eqns (3.25), from the product of stator 
and rotor winding flux density hamonics we get force waves of frequency:

f = g S 2n + A fl, (3.250
where A = 0  or 2,

n — the speed,

and from the product of stator winding and rotor saturation flux density harmonics 
we obtain force waves of frequency:

f = g S 2n + A fx, (3.25b0
where A = 2 or 4,
and from the product of stator winding, rotor dynamic and eccentricity flux 
density waves we have force waves of frequency:

f r=(gS2± i)n + A fx, (3.25a0
where A = 0  or 2.

The force wave frequencies obtained, as we see, are directly proportional to the 
speed, so they give a line in the f r—n coordinate system, the so-called sound line. 
When the machine does not rotate, forces with frequency A fx are produced, and 
during acceleration the sound line ascends with a slope of gS2 or gS2+ 1. Two of 
these lines belonging to g=  +1 are shown in Fig. 6.2 (see eqn. (3.25')) in the top 
right (positive-positive) quadrant. If  in the speed range of 0 to nnom, f r becomes 
temporarily equal to one of the resonance frequencies F;, then transient resonance
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Fig. 6.2. The sound line for the acceleration of a six-pole asynchronous motor (S2= 30)

occurs, and the vibration and noise increase considerably. This resonance cannot 
develop completely in rapidly accelerating machines owing to the short time 
available, but it can give rise to serious problems in slow motors.

In reversing mode, the frequency of the first two force waves practically varies 
within the same range as mentioned in the starting case. The only difference is that 
there is the possibility of having transient resonance twice, if we find any resonance 
frequency Fj within the range.

The frequency equations derived from eqns (3.25) also apply in the case of 
phase changing. Consequently, the f r variation range of the phase changing 
action is always within the frequency range of small pole-number starting.

In the analysis of transient noise, we may generally apply the simplifying 
assumption (as in the previous reasoning) that the electrical transients, because of 
their much smaller time constant, have died away by the time the mechanical 
transients arise. If  more precise analysis is required and we cannot accept the 
separation of electrical and mechanical transients, then the differential equations 
describing the process can be solved only by numerical analysis. The measurement 
of transient noise and vibration phenomena is also a difficult task, but we will 
return to this subject in more depth in Chapters 14 to 16.



7 . D E SIG N  C O N SID ER A T IO N S TO  R EDU C E  

N O ISE  A N D  VIBRATIO N  

OF ELECTROMAGNETIC ORIGIN

The struggle against noise starts right at the design stage and cannot be separated 
from the struggle against vibration. As we saw in Chapter 2, the causes of noise and 
vibration were the same, so if we can get rid of the causes or at least reduce the 
vibrating tendency of the mechanical system of the electrical machine, than we also 
reduce the noise and vibration considerably.

7.1 Reducing the flux density in rotating machines

We saw in Chapter 3 that the radial magnetic force wave is proportional to the 
square of the flux density in the air gap. According to Chapter 4, the vibration 
velocity of electromagnetic origin varies directly with the exciting force. The 
vibration of electromagnetic origin is governed by the square law in terms of 
flux density. As we showed early on, in Chapter 1, the airborne sound power 
emitted by a vibrating body is proportional to the kinetic energy, that is, to the 
square of the vibration velocity, and thus the airborne sound power varies as the 
fourth power of the flux density, so the first possibility of noise reduction is 
automatically presented: we should reduce the flux density. If the airborne sound 
power P  corresponds to the air gap flux density B, then, reducing flux density 
to the cth, the new flux density of B'=B/c  would give rise to a sound power of 
P '—P/c4. Calculating in levels as usual, the reduction of sound power level caused 
by a reduction in flux density can be found as :

AL=  —10 log c4. (7.1)

There are two ways to reduce air gap flux density. If the supply voltage is given, 
then we can increase the number of turns in the winding at the manufacturing 
stage, or we can make reductions with the supply voltage at the user end. Although 
this might seem an easy way of reducing noise, it is very rarely applied in practice, 
because not only the flux density, but the output power and torque of the ma? 
chine are reduced too at the same time, just like the stray losses produced by
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flux density harmonics. If the deterioration of torque characteristics is tole: 
rable, then one might cut back the diameter of the rotor, thus reducing flux den­
sity, extending air gap length and decreasing slot harmonics.

7.2 Selecting the right slot number and dimensioning 
the geometric sizes

In order to eliminate or reduce noise caused by electromagnetic origin, the first 
and most important task of the designer is to determine the right stator and rotor 
slot numbers, and to arrive at the proper slot number combination. By selecting 
the correct slot numbers, one must above all avoid the generation of small-mode- 
number force waves as outlined in Chapter 3. The mode number of the force is 
given by r=p(fi±%) (the orders /г and Л can be calculated from the equations set 
forth in Section 9.1.2), and this is the parameter to be used to determine the ratio 
of the stator slot number to the rotor slot number.

In the last 70 years, many engineers have tried to find the optimum slot number 
combinations. New rules arose one after the other, but soon they proved to be 
applicable only in specific cases and for specific machine sizes, to provide quiet 
operation. In the mid-thirties, Sequenz published an almost complete list of slot 
number rules [100]. Since then, most of the rules were found to be mere repetitions 
of other rules rewritten in a different form and also, if all the rules were to be 
observed, we would fail to find any matching combination within the bounds of 
reality. When the slot numbers are selected, noise is not the only aspect that must 
be taken into account. There are also the torque of the motor, the parasite torques 
present during acceleration, the effects on losses and feasibility of fabrication, 
which are to be considered seriously. Table 7.1 lists the most widely used slot 
number rules, indicating the name of the authors. The first six rules reflect general 
considerations, while the remaining eight were established specifically for the 
purpose of noise reduction.

Regarding variable-speed asynchronous motor drives the literature concluded 
that in the design of mass produced asynchronous motors and those to be used in 
inverter drives, less attention should be paid to slot number selection, and the 
skewing of slots should be avoided in order to minimise stray losses. It seems to be 
worthwhile discussing this subject in a little more depth. As we saw in Section
3.1.2 covering the field analysis, the amplitudes of slot harmonics are generally 
much higher than those of the other flux density harmonics, therefore in most 
cases it is enough to confine our efforts on them when we try to evaluate the restric­
tion on mode numbers to yield a quiet and vibrationless machine. Realizing
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Table 7.1. Summary o f the main rules to select the slot numbers

Rule Author

S2* S 1 Arnold-la Cour, Rummel
Krondl, Aparoff

|Sj —S2| to be small Galincev, Heubach
|S, —S2|= íl0  Raskop
52- S ,  Heubach, Linker
S2-= 1, 4S, Krondl
S2<  1.25(S2 +  2p) Aparoff
S2^2p(6g+l) Arnold-la Cour, Kade, Kron
S2 ̂  2p(3g + 1) Dreese
|S2- S 2|? íl ,  3, 5, . . .  Heubach, Raskop, Möller,

{2p Krondl, Kron, Aparoff,
0 ± 1 , ± 2 , . . .  Jordan, Schuisky

IS,— S2\^ p  Kron, Aparoff
|S , - S 2| ^  Aparoff
Should not have winding with fractional slot 
number Kade

S | — S2^6p, 12p Nürnberg

the condition of avoiding force waves with mode number less than 6, we have 
to observe the following inequality:

r= l(giSi+p)±(g2S2+P)l=~5. (7.2)
The relation (7.2) presents a stipulation regarding the ratio of stator and rotor 

slot numbers. And what if we do not adhere to it? Do we necessarily have a noisy 
machine? No, not necessary. As we know, we get considerable noise and vibration 
when the exciting force frequency is close to one of the mechanical resonance fre­
quencies of the machine. So we can accept small-mode-number exciting forces 
in our machine,provided that the frequencies are farfromthe resonance frequencies. 
Now let us see how the type of supply affects the ease of observation of the fre­
quency stipulation.

For an asynchronous motor supplied directly from the mains / ,  =  50 Hz, the 
frequency of the exciting force, e.g., the frequency of steady-state flux density 
harmonics of winding harmonic origin, is expressed as :

/ . 5 0 =  50 i ^ ( \ - s ) + ( 2Q =50 ~ ~ + \ q00 Hz, (7.3)

where g =  0, ±1 , ± 2 , . . . ,
S2 — rotor slot number, 
p  — pole pair number, 
s — slip.
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So to avoid steady resonance, we must avoid f r 50 to get close to any of the me= 
chanical resonance frequencies Fj. During acceleration, thef requency varies within 
the range 0 to f r,50, but here only transient resonances may occur, if the function 
f r(s) takes the value of Fj for a short period of time. (Owing to the fast change of 
f r, full resonance cannot develop in most cases, anyway.)

For machines of mains supply, we could always find a design that allowed the 
suppression of noise and vibration. Selecting the right slot number combination, 
we can more or less eliminate the smalbrnodemumber forces. The only force that 
remains with “risky” mode number, if any, can be reduced by skewing or pitch 
shortening.

We saw in Section 3.2 that the inverter supply multiplies the number of exciting 
force frequencies, and therefore improves the chances of resonance. Despite this, 
some authors advise to pay less attention to slot number selection!

The experts advocate the reduction of the slot number rules and a less limited 
slot number selection than before, because the inverter allows the acceleration of 
the machine up to the rated speed by gradually increasing the supply frequency 
from zero to the frequency that corresponds to the rated speed, while the slip is 
nearly constant and maintained at a low level. Thus the seizure-causing effect of 
parasitic synchronous and asynchronous torques produced by the flux density 
space harmonics during acceleration becomes negligible.

Theoretical analyses have found, however, that the variable-frequency inverters 
working in the usual range 0 to 100 Hz are very dangerous from the vibro- 
acoustical point of view, because of the low, gradually changing supply frequency. 
In the case of the inverter supply, the exciting force frequency may cause steady 
resonance anywhere within the range twice the frequency range calculated from 
eqn. (7.3), owing to the changing supply frequency (and we have not even taken 
into consideration the time harmonics produced by the inverter). The precondition 
of quiet operation can be expressed in mathematical form as a function

(7.4)

which cannot take the value of any Fj, even though the supply frequency varies 
within the range 0 max ( / 1>max is usually 100 Hz).

In view of the fact that none of the supply frequencies within the range 0 to 
/i .  max can be eliminated on grounds of noise and vibration considerations when 
inverter supply is used, the condition of resonance avoidance cannot be satisfied 
with respect to frequency. The quiet and vibrationless operation can be realized 
only if we prevent the generation of small-mode-number exciting forces by 
carefully selecting the stator and rotor slot numbers. Thus the correct selection of 
mode numbers is even more important than before.
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If rm is the smallest acceptable exciting force mode number, then the following 
specifications should be met in selecting the rotor slot number, taking into account 
the practically important force, slot and eccentricity flux density harmonics.

The effect of the first two stator slotting harmonics on the generation of exciting 
forces with mode numbers smaller than rm can be eliminated by selecting S2 to 
satisfy the following relations (assuming the usual relation of S,1>iS2):

i i ± ? s + p ^ S i ^ S l- r m-2 p .  (7.5)

From relation (7.5), we can deduce the minimum stator slot number that can 
eliminate the stator slotting harmonics for a given rm and 2p so as not to contribute 
to force harmonic generation. To satisfy (7.5), the required stator slot number is 
S[>4rm+6p.

If the geometrical sizes of the machine would not allow so high a value of S, 
that could eliminate more than the first two stator slot harmonics from the gene­
ration of force harmonics, then a quiet motor can be designed by selecting S 2 to 
meet the relation (7.5), and by skewing the rotor slots by half the stator slot pitch. 
With this compromise, the additional losses introduced by the inverter supply 
can be reduced and favourable vibroacoustical parameters can be achieved. In 
short, the principle of correct slot number combination selection is to avoid 
resonance in the machine of a given geometrical construction by adjusting the 
mode number and frequency of the exciting force to values outside the “danger 
zone” of noise and vibration generation. Of course, one can avoid resonance by 
modifying the vibrating capability of the machine, i.e., by changing the value of 
resonance frequency, in other words, by detuning the system. Starting out from the 
equations outlined in Chapter 4 for the calculation of mechanical resonance fre­
quencies, we can see that the resonance frequency increases considerably if the 
radial dimension hy of the stator yoke is extended. The proportional decrease of 
machine sizes also tends to raise the resonance frequencies. This type of interference 
should be done with proper care though, because the increased built-in iron 
volume makes the machine too heavy and expensive, while decreased sizes will 
increase the flux density for a given flux, which equally increases the noise and 
iron loss in the machine, deteriorating the efficiency.

If we cannot change either the exciting force frequencies or the mechanical 
resonance frequencies, then we can still reduce noise by increasing the structural 
damping D in the magnification factor Hjn. For example, soaking the stator 
laminations of small asynchronous machines in epoxy resin will improve damping.

When the slot shape is designed, there are two things to be borne in mind. 
First, there is the change in thickness of the tooth left behind after the slots have 
been cut out. In the case of slots with parallel walls, the cross-section of the tooth 
changes along the height. As most part of the flux passes through the tooth, it
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generates saturation at the “bottleneck” of the path, that is, at the smallest cross- 
sectional area zone, which give rise to so-called saturation harmonics owing to 
the non-linear magnetization curve of the iron.

Second, there is the effect of slot opening on the noise. The fully open slots are 
advantageous, because they reduce leakage paths, but they increase the excitation 
current and lead to considerable slot harmonic generation because of the 
strong fluctuation of air gap magnetic permeance, increasing noise especially in 
no-load operation. If the slot opening is closed or magnetic wedges are inserted, 
we may experience substantial improvement mainly in no-load noise. Of course, 
we have to pay the price with an increase in leakage flux and stray losses.

Pitch shortening mainly influences no-load noise favourably. Before we decide 
on the amount of pitch shortening, we must carefully analyse the excitation curve 
to identify the harmonics whose elimination by pitch shortening would improve 
the noise characteristics substantially.

7.3 Skewing the rotor slots

Another favourable measure that contributes to noise reduction is the skewing of 
slots.

The slots of low- and medium-power asynchronous machines have been skewed 
for a long time. In the course of testing the effects of skewing, it has been shown 
that the coupling of rotor is reduced with respect to flux density harmonics, and 
the short-circuit current and the torque are also reduced. If the rotor slots are 
skewed and the coils or bars are not correctly insulated from the laminated core, 
then equalizing currents flow in the core, leading to local overheating, adversely 
affecting even the torque characteristic. Different measures were tried to improve 
the insulation (burning, etching, reannealing, etc.), but these methods proved to be 
costly.

The skewing factor known from the literature is :
t _  sin (jipb/D)
4,5 [ipb/D

where b -  the amount of skewing round the periphery of the rotor,
D — outside diameter of the rotor, 
p — pole pair number,
/i — order of flux density harmonic.

The skewing modifies the radial bending displacement by a factor of £s. In the 
case of medium and large asynchronous machines with a long rotor, torsional
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vibration (Флт) is experienced as well. The radial displacement Yrrcs is the resultant 
of the bending and torsional displacements:

r  = ] [ y ' + * ^  
х /*, res ] л г, s '  |2  ’

where Yr =SsYr,
Фг т — amplitude of torsional vibration angle, 

l j — rotor iron length.

( 7 . 6 )

Since the emitted sound power is proportional to the square of the vibration 
velocity, then for the case of skewing:

Pr,s= k ^ Y 2r s + ^ y

and without skewing:
Pr=kY,,

while the change in sound pressure level is found to be:

ЛЬ— 10 log (Pr S/Pr). (7.7)

Thus we can have an increase or decrease in sound pressure level depending on the 
relation of the decrement in the radial bending displacement due to skewing, and 
to the increment in the displacement due to the torsional vibration. In small and 
medium machines the torsional vibrations are not significant, and thus the airborne 
noise emission can be controlled by proper skewing. Generally the stator’s first 
slot harmonic is the most dangerous factor in force wave generation, and so 
the amount of skewing equals the stator slot pitch in most cases. The expected 
reduction in sound pressure level is :

AL=  20 log | s. (7.8)

7.4 Low-noise transformer design considerations

A straightforward way to decrease the magnetostrictive noise of transformers is the 
decrease in flux density, as clearly inferable from Section 3.5. We saw there that an 
average noise reduction of 20 to 25 dB/Т results from the decreasing flux density. 
The decrease in flux density, however, leads to an increased core size, since the 
mass of the iron core is inversely proportional to the flux density. Flux density 
reduction is a rather expensive solution, so it is applied only when we want to 
decrease the iron loss as well, or the other possibilities of noise reduction have all 
been exploited.
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Another method to lower electromagnetic noise is the use of Hi В laminations. 
This material has lower loss and magnetostriction factors compared with other 
materials for the usual flux density of 1.6 T. Another advantage is that this material 
is less sensitive to mechanical impact. By using laminations made of Hi-В material, 
a noise reduction of 4 dB can be achieved in large transformers, and 2 dB in medium 
ones.

Discussing the design considerations that can lead to noise reduction in trans­
formers, we started from the fact that the vibration and noise emission of the core 
is determined by the magnitude of flux density. Large transformers are placed in 
a tank which plays a multiple role from the acoustical point of view. On the one 
hand, the tank must be an effective sound insulator to retain as much of the sound 
power emitted by the core as possible to control radiation to the surroundings. 
On the other hand, however, a part of the vibrational energy of the core passes 
onto the tank through the oil and the rigid fixing frame of the core, then to the 
mechanical elements such as radiators mounted solidly on the tank, turning 
them into secondary noise sources.

The sound insulating characteristics of the tank can be improved by absorbing 
material padding, in most cases of sandwich construction. The insulating efficiency 
depends on what percentage of the casing surface can be covered by the absorbing 
material and also on the design of the padding.

In order to eliminate structure-borne sound bridges, the transformer core as the 
active part of the transformer is mounted on vibration damping elements. In the 
course of dimensioning these damping shims, the work is complicated by the 
assumption that the mass of the machine mounted on the shims is much less than 
the mass of the foundation onto which it is fixed, and that the foundation is very 
rigid. In our case, these assumptions are not valid, since the transformer tank 
cannot be considered rigid in terms of vibration theory, and also its mass is smaller 
than that of the iron core.

Some transformer manufacturers place the active part in a double-walled 
tank. The inside tank contains the winding and the core immersed in oil. This tank 
is mounted on damping elements inside the other tank. The acoustical efficiency 
of the outside tank is improved by insulating and absorbing materials fixed to 
the external and internal surfaces, respectively. The latter is necessary to prevent 
the amplification of sound power level between the two tanks due to reflection 
on the smooth internal surfaces. We will reconsider this subject in more detail in 
Chapter 10. In all cases, in the design of the double-walled tank, care must be 
taken toavoid the introduction of anew structure-borne sound bridge in the system 
by the installation of the oil inlet to the radiator, and to control the sizes of the 
second tank, not to produce handling and transport difficulties.

When the noise of transformers with forced cooling is tested, we should bear in



7.4 Low-noise transformer design considerations 113

mind that the transformer core and the cooling system produce noise in different 
frequency ranges. The magnetostrictive noise of the transformer core is typically 
in the range below 1000 Hz, while in the range above 1000 Hz aerodynamic noise 
of the cooling system dominates. It is well known that the damping effect of air is 
stronger at higher frequencies, and so first of all we have to deal with the reduction 
of magnetic noise, provided that the transformer is located far from residential 
buildings (where very strict immission standards must be adhered to), because, 
assuming that equal amounts of electromagnetic and aerodynamic noise power are 
emitted, less aerodynamic noise will reach the buildings, causing less nuisance than 
noise of electromagnetic origin.

Table 7.2. Summary of the constructional methods to reduce transformer noise,
based on [28]

Serial number Decrease in sound Possible
of the technical Technical solution pressure level combinations

solution /1/.^, dB

1 Covering the transformer 1-7 2.3 and 4
tank with sound 
absorbent lining

2 Placing the active part 1-2 1.3 and 4
on vibration absorbers 
(damping elements)

3 Reducing flux density (20-25)/T  1.2 and 4
4 Double-walled tank* 13 3 and 4

* Applicable only to transformers smaller than 100 MVA owing to the increased dimensions

The constructional methods of noise reduction in transformers are summarized 
in Table 7.2, indicating the achievable levels of noise reduction and the feasible 
combinations of the various methods.



8. MECHANICAL NOISE AND VIBRATION

In this chapter, we shall investigate only the commonest mechanical noise and 
vibration sources that occur in electrical machines. Regarding other sources that 
do not form an organic part of the electrical machine, such as gear noise, belt drive 
noises, etc., we refer to the literature [65].

8.1 Bearings

Bearings that allow the relative displacement of the rotor and the stator are 
essentially mechanical elements in electrical machines. They have different contri­
bution to noise and vibration emission, depending on the type of machine. Their 
effect becomes more and more substantial with speed.

Both the basic two bearing types (sleeve and rolling) are used extensively in 
electrical machine manufacture. Sleeve bearings are better choice in terms of noise 
and vibration, because their probable sound pressure level is lower than that of 
rolling bearings. As they are made in small volumes, the price is relatively high. 
Their installation and maintenance require special care, so they are very rarely used 
in small or medium machines except when extremely quiet operation is needed. 

The following factors affect the vibroacoustic behaviour of the sleeve bearings:

— roughness of sliding surfaces,
— lubrication conditions and their changes,
— stability and whirling of the oil film in the bearing,
— manufacturing and installation technology and its faults.

Exciting force with a given frequency is produced by

— rotor unbalance and/or eccentricity at the rotor rotational frequency:

f n=n, (8.1)
where n — the r.p.m,

— axial grooves
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/ ах= / Л  (8.2)
where N  -— the number of grooves,

— bearing oil film instability. Oil whirl gives rise to self-excited vibration 
generally with a frequency equal to the critical speed of the rotor.

Manufacturers of electrical machines mostly incorporate roller or ball bearings 
in their machines. The frequency of the exciting forces induced by rolling bearings 
can fall anywhere within quite a wide range, 10 Hz to 5000 Hz, owing to the variety 
of possible causes.

The following factors affect the noise (vibration) of bearings:

— the accuracy of bearing elements, namely the track geometry, dimensional 
discrepancies between the rolling elements (balls and rollers), sphericity of the 
rolling elements,

— the mechanical resonance frequency of the outer ring,
— the running speed,
— the lubrication conditions,
— installation procedure and tolerances, clearances, and the alignment of shaft, 

bearing and bearing block,
— the load, if it increases the load on the bearing, as in the case of belt drive and 

gear drive,
— the operating temperature,
— the presence of foreign materials, etc.

The nature and frequency of the listed effects can only be estimated on a statistical 
basis. Therefore we have to approach the problem of parameter prediction also 
on a statistical basis. The frequencies of the most probable components of ball 
bearing noise are as follows.

The unbalance and eccentricity of the inner rings and the rotor produce a discrete 
noise component with a frequency equal to the rotational frequency of the ro tor:

fib, e ft' (8.3)

The irregularities in the ball cage and the rolling elements produce noise at the 
frequency of the cage speed:

fbc~ r,+ ro
n,

where r , — radius of the inner contact surface, 
r0 — radius of the outer contact surface.

(8.4)

The frequency of the vibration of the rolling elements due to their irregular 
shape, while turning about their own axis:



Fig. 8.1. The effect o f inclined line of load on ball bearings noise

Of course, the frequencies are influenced not only by the above listed factors, 
but also by the surface finish and the fit between bearing and the housing. We 
should note that roller bearings emit more noise than ball bearings and their 
frequency spectrum is also wider owing to the higher probability of sliding 
between the rollers and the tracks.

The frequency analysis of bearing vibrations provides useful information on 
bearing defects, fabrication inaccuracies and installation errors. The noise increases 
as the second power of the misalignment. In order to diminish bearing noise a 
preloading spring is sometimes installed parallel to the bearing to maintain the 
axial position of the rotor. The optimal level of axial preload is determined by test, 
because a weak spring is useless and too strong a spring would shorten the lifetime 
of the bearing. By placing elastic inserts between the bearing and the end shield, 
one can limit the vibration transfer to the end shields and the housing. If the inserts

' - Ä * -  (8'5)
where rr — radius of the rolling element.
Defective rings rise vibration at the frequency:

f = - ^ - Z bn, (8.6)
' / t ’ o

where Z b — the number of balls.
The stiffness of the bearing varies with the relative position of the ball elements 

with respect to the line of load at a clearance C2 (Fig. 8.1). It results in a vibra­
tion with the frequency:

f s ~ n  Z hi, (8.7)
, . . .  '/+ '0  where i — a positive integer.

116 8. Mechanical noise and vibration
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are good insulators, they then also hinder the generation of unipolar flux and, 
through this, the emergence of unbalanced magnetic pull. There are bearings made 
with plastic cages which produce less noise than bearings with metal cages. Sealed 
bearings are also available, and these prevent the ingress of dirt to the balls.

8.2 Brush noise

In certain types of electrical machines sliding contacts are required to establish 
current transfer to the rotating parts. Just like any other sliding part, the sliding 
contact is also a potential noise and vibration source.

The two basic systems, i.e., brush-commutator and brush-slip-ring systems, 
behave differently in terms of noise and vibration.

The brush-slip -ring system reacts to the forces, deformations, frictional resistances 
and load changes during operation in a very favourable way. The uniform radial 
forces exert an expanding effect on the annular slip ring, lifting it from the seat, 
so that the sliding surface becomes eccentric. To avoid this, slip rings are fitted 
prestressed on the shaft. If this prestress is larger than the centrifugal force, the 
ring does not become deformed and no vibration-exciting force will be produced. 
The intensity of noise generated by the friction between the sliding surfaces is quite 
low, and therefore negligible beside other machine noises. Any defect on the ring 
may be noticed visually. The frequency of the noise produced by eccentric slip- 
rings is f = n .

The brush-commutator system is more complicated and an unfavourable 
construction in terms of noise, one of the main noise sources in d.c. machines. 
The construction of the brush-commutator system, the manufacturing technology, 
the tolerances and the deflections under load have a determining effect on brush 
noise. Among the causes, the following factors should be considered:

— the brushgear design, rigidity of mounting,
— the clearance between the brush holder and the brush,
— the clearance between the brush and the commutator, the unsupported brush 

length,
— the brush pressure,
— the material of the brush and the commutator, the coefficient of friction 

between them,
— size and shape tolerances, the amount of residual unbalanced masses,
— deflections of the commutator sliding surface during rotation,
— the physical condition of the brushholder-commutator system, the defects on 

sliding surfaces,
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— the current load and sparking of brushes,
— the surface temperature of the commutator,
— environmental effects: dust, humidity, etc.

The effect of the various factors cannot be separated because of their interrelations. 
The typical high-pitch brush noise is produced by friction between the brush and 
the sliding surface. The friction itself is a function of the condition of the film, the 
patina formed on the sliding surface consisting of copper oxide-graphite dust and 
moisture. The friction is largest on fresh, patina-free surfaces, while the brush is 
dusting, and a shrieking sound is heard. Patina is formed during operation under 
current, the colour of the sliding surface becomes bronze, the friction decreases to a 
minimum, and the brush sound dies away. In idle and low-current operation, the 
patina layer diminishes, while overload causes it to overgrow, forming an insulating 
layer that breaks down here and there. This process again deteriorates the frictional 
conditions, and the brush sound grows louder. The discrete lines in the noise fre­
quency spectrum are found to be f b— iZcsf n, where i is a positive integer, Z cs 
is the number of commutator segments.

As far as we know, an accurate calculating procedure to determine the sound 
pressure level of the emitted noise does not exist at present because of the random 
nature of the various interrelated causes. The magnitude of noise can be controlled 
by robust cast brush holders and stiff mounting brackets. Proper operation, howev­
er, depends more on building-up and maintaining the platina layer.

The application of covers to enclose the system is not effective because of ven­
tilation. Tightly closed but easily removable covers would be required to allow 
proper operation and maintenance.

8.3 Rotor unbalance

8.3.1 Types, causes and modelling of residual rotor unbalance

Rotor unbalance is one of the most important causes of mechanical vibrations. If 
the rotor mass distribution is non-uniform, then it exerts a dynamic force on the 
bearings during rotation, exciting vibration with the rotational frequency due to 
the inertial force which varies with the square of the speed.

This adverse effect may be eliminated if we put a surplus mass in the rotational 
plane of the centre of gravity, on the opposite side of the existing eccentricity, 
which offsets the moment of the centre of gravity. This simple method, however, is 
only applicable to rotating parts having disk shape. The exact location of the 
rotational plane of the centre of gravity of cylindrical rotors is very hard to deter=



8.3 Rotor unbalance 119

mine, and it is also very difficult, if not impossible, to place the balance weights 
there. In this case, we have to attach split balance weights near the bearings in the so; 
called balancing planes. If the ratio of the parts is not correct, only static balancing 
is achieved, i.e. the rotor is balanced in any angular position, but during rotation 
the centrifugal forces of the eccentric centre of gravity and the incorrect balance 
weights cause the rotor to vibrate. The basic function of modem balancing rigs is 
to determine the proper location and size of balance weights within the sensitivity 
of the rig. This process is called dynamic balancing which involves static balancing 
as well.

The main causes of rotor unbalance are manufacturing faults. Unbalance 
results from asymmetry in shape, material non-uniformities, non-observation of 
working tolerances, misalignment of bearings, asymmetric elastic deformations 
due to the centrifugal force, asymmetric thermal deflections, aerodynamic un­
balance.

Rotor unbalance affects the vibroacoustical parameters of the asynchronous mo­
tor both directly and indirectly. The direct effect is purely kinematic. The un­
balanced rotating mass having rotational frequency gives rise to a centrifugal 
force that acts on the flexible coupled system comprising the rotor and the stator, 
which is capable of vibrating. We have already discussed above one of the indirect 
effects of rotor unbalance, that is, the fluctuation of air gap permeance due to 
dynamic eccentricity and the resultant flux density harmonics. The frequencies of 
the force waves produced a fall in the range of several hundred to several thousand 
Hz.

The direct vibration-exciting effect of unbalance is very complex. Therefore the 
real problems are analysed on models. Now we shall review which models may be 
selected for the individual cases on the basis of the vibration generating process 
involved.

The most detailed physical model is the so-called continuum model. This model 
has been applied in the literature [141] only to the rotor to determine the critical 
speed by using the section matrix method, and the motion of the bearings, end shields 
and stator was ignored. The section matrix method requires the use of large 
digital computers. The accuracy of the continuum model is required in the case 
of large and high output machines with flexible shaft. For small asynchronous 
machines, however, the use of this model is not justified, because the rotational 
frequency of the rotor is much lower than the first critical speed of the shaft, and 
the exciting forces can be simulated by centrifugal forces produced by Active 
unbalance concentrated in the balancing planes.

Another type of physical model is the lumped parameter linear kinematic model. 
Inertial masses, bodies, and springs loaded within the limit of proportionality 
participate in the motion. This kind of model is a very useful aid in the work of the
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designer, who designs the structure and construction of the machine. This work is 
itemized in nature, because the parameters of the lumped parameter physical 
model, i.e., the masses, the spring constants of the shaft, end shields and bearings, 
the type and size of bearings, may be modified and altered. The designer investigates 
the effect of each parameter on the vibration of the machine. Since the individual 
phenomena are studied separately the important point is the analysis of a function 
that relates the residual unbalance to the radial vibration velocity with a frequency 
that equals the rotational frequency, excited by the unbalance and measurable 
on the stator. The equations that describe the properly simplified lumped par­
ameter linear model are normally solved by digital computers. By means of the 
approved program once designed for the purpose, the engineer can follow up the 
effect of any parameter selection on the vibration of the machine, taking advantage 
of the speed of the computer, through the communication link between man and 
machine.

The asynchronous motors are balanced in two planes, the so-called balancing 
planes. The location of these planes can vary depending on the construction of the 
rotor. In squirrel-cage motors equipped with metal fan, one of the balancing planes 
is the drive-side face of the rotor core, while the other is on the opposite side, the 
plane of the fan blades. The unbalance measured at these planes is a fictive, 
concentrated mass, characteristic of the amount and type of unbalance (see Fig. 
8.2). Rotor unbalance may be described by three quantities, namely A lx and Al2 
in mm g and the angle a between the radii directed towards the two fictive masses.

To analyse the vibrations produced by the rotor unbalance in asynchronous 
motors, a lumped parameter linear kinematic model can be set up. The model 
selection is justified by the fact that only inertial masses and bodies participate in

8.3.2 Lumped parameter linear kinematic model

Fig. 8.2. The fictive masses of unbalance
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the motion as springs loaded within their limits of proportionality. If we want to 
investigate vibration excited by rotor unbalance, then we investigate the asynchron 
nous motor in itself, isolated from its surroundings by a soft spring (see Chapter 
12 on vibration measurement). So we obtain the arrangement shown in Fig. 8.3. 
(for a squirrel-cage rotor equipped with’metal fan blades).

Fig. 8.3. The kinematic model comprising masses and springs to analyse the vibration inducing
effect o f unbalance

The stator core, the housing and the end shield, this rigidly coupled system, may 
be characterized by an inertial mass M s and a moment of inertia J s. The rotor core 
and shaft, also rigidly coupled, may be characterized by M r and J,. Weightless 
bars project from the masses, interconnected by springs in the plane of the bearing. 
These springs can be derived from shaft deflection and bearing flexibility. The shaft 
can be considered as a so-called rigid shaft, since the first resonance frequency of 
small- and medium-power asynchronous motor shaft is much higher than the 
operating speed of the machine. Two exciting forces act on the vibrating system 
shown in Fig. 8.3, the two centrifugal forces due to unbalance in the two balancing 
planes. The exciting force on the side opposite to the drive acts on the mass of the 
fan, which is negligible in comparison with M r and M s.

Let us briefly summarize the simplifying assumptions made during the model 
adaptation:

— The endshield, housing and stator core are ideally rigid, rigidly coupled with 
each other.

— Because of the undertuning of suspension springs, the electrical machine 
vibrates freely and independently of the surroundings.

— The exciting forces act in the balancing planes and are proportional to the 
rotor unbalance.

— The internal damping of the system is negligible.
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—  T h e  sp r in g  c o n s ta n t  o f  th e  sh a ft  a n d  b ea r in g s  is  c o n s ta n t  a n d  in d e p e n d e n t  

o f  lo a d . T h e  sp r in g  c o n s ta n t  o f  th e  b ea r in g  m a y  b e  c a lc u la te d  a s  g iv e n  b y  P o n o m a r -  
j o v  [86 ].

—  T h e  g y r o s c o p ic  to r q u e  is  n e g le c te d  in  th e  e q u a tio n s  o f  m o t io n , b e c a u se  th e  

r o to r  c o r e  is  n o r m a lly  in  th e  m id d le  b e tw e e n  th e  tw o  b ea r in g s , so  th e  r o ta t io n a l  

p la n e  o f  th e  r o to r  a s  a  r o ta t in g  d isk  re m a in s  p e r p en d icu la r  t o  th e  a x is  o f  r o ta t io n .

T h e  e q u a tio n s  th a t  d esc r ib e  th e  k in e m a tic  m o d e l sh o w n  in  F ig . 8 .3  are  a s f o l l o w s :

R = K e K a ,+ *) w h e re  К = А 1 {ы 2, (8 .8 a )
F = F e Jm‘ w h e re  F =  Л12ш2. (8 .8 b )

T h e  e q u a tio n s  o f  m o t io n :

K +  F - M X - - X + а Ф - X - ( X , - е Ф - X s+ е Ф , ) = 0 ,  (8 .9 )C i С 2
м i i

-  М Х +  —  ( Х г + а Ф г - Х , - а Ф А + —  ( X -  еФ г —Х 3+ е Ф 5) =  О, (8 .1 0 )С i С 2

F b - R d +  / Д + —  (Х г + а Ф , - Х , -  а Ф ) - —  { X - е Ф -  Х , + е Ф , ) = 0 , (8 .1 1 )  
С1 с2

j ß - -  ( Х г + а Ф г — X -  о Ф , ) + f  ( X - е Ф - Х $+  е Ф ,) = 0 .  (8 .1 2 )
М £2

In  v ie w  o f  th e  sy m m e tr y , a = e .  In tr o d u c in g  th e  fo l lo w in g  s u b s t itu t io n s :

— I----= 0 .  a n d  —------— = 0 2,
C1 2̂ £'l 2̂

a n d  try in g  to  find  th e  d isp la c e m e n ts  d u e  t o  th e  p e r io d ic  e x c it in g  fo r c e s  a c t in g  o n  th e  

lin e a r  sy ste m  in  th e  fo rm  o f

Х = Х ге Кш,+е\  ф г=  ФгеКт,+Р\  (8 .1 3 )

X =  X se Km,+a\  Ф$=  Ф / (,'"+ г),

a fte r  a p p r o p r ia te  tr a n sp o s it io n s  w e  o b ta in  th e  fo l lo w in g  se t  o f  e q u a tio n s  in  
m a tr ix  f o r m :

-О , -а 0 2 (0 i - M rw2) а02 \ \ х , е ’6
(О ,-M w 2) öO, - 0 ,  —а02 Ф/>»

— а02 —а2 0[ а02 (a20j—J/n2) Xre'-
. а02 (а20 ,—Jsw2) — а02 - яО, J М>У*

’ Ke J\ F  '
О

~~ Kde‘*—Fb ‘
. О

(8.14)
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Solving this linear set of equations of the first degree in four unknowns by 
applying Cramer’s rule, we obtain:

X ß > ° = ^  and Oselv= ^ .

Now the vibration velocity component of rotational frequency due to unbalance 
in the driverside bearing plane is found to be :

vyl= X s+ a 0 s,, (8.15)
and in the opposite-side bearing plane:

vy i = X - a & r  ( 8. 16)

Substituting the specific data for the given machine, the vibration velocity to be 
measured on the stator end shield can be determined. The determinants directly 
contain the material specifications and geometrical sizes of the machine, so the 
direct causal relationship between the electrical motor parameters and the vibration 
can be followed. Of course, the model discussed is only a simplified reflection of 
reality, since, just an example, the spring constant of a bearing is non-linear in 
most cases and can be determined only by complex calculation.

8.3.3 Reducing vibration by balancing

The precise balancing of the rotor can improve the pe rformance of asynchronous 
machines in terms of vibrations up to a certain limit considerably, and this is fa-. 
voured from both technical and economical aspects.

The production engineer is in need of a simple “handy” formula or diagram in 
everyday routine work to be able to instruct the worker operating the balancing 
machine, especially when the client specifies an upper limit for the vibration velocity 
as a quality requirement, giving the maximum permissible error percentage on 
delivery. This, of course, refers to the vibration velocity range that can be affected 
by balancing. The client is interested in the vibration severity controlled by the rel­
evant standards (i. e., the highest r.m.s. vibration velocity measured at the standard 
measuring points discussed in detail in Chapter 12). We can instruct the balancing 
machine operator to go below the specified limit, Alm. So the production engineer 
has to establish a relation between the maximum permissible unbalance—disre­
garding the balancing plane—and the vibration severity. This relation can only 
be stochastic in nature, since a physical relationship between the two variables 
cannot be established owing to their large “separation”. The residual unbalance 
is directly the cause of the vibration velocity of rotational frequency. Adding 
to this the other components, we get a resultant vibration velocity, the largest
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giving the vibration severity. This means thatwe need a function of given dispersion 
band or a mathematical model that best fits the values measured at various points 
on sample machines representative of the tested series manufactured in accor­
dance with a given procedure.

From technical considerations, a causal relation exists between the maximum 
permissible unbalance and the vibration velocity. The determination of this 
relationship, the qualitative and quantitative establishment of the governing 
rules, would be quite beneficial in practice in that it would allow safe estimation of 
the maximum allowable unbalance to be observed in the manufacturing process, 
from the limit value specified for the vibration velocity as standard, based on 
technical and/or economic considerations. Of course, we could bypass the question 
by declaring: “Let’s balance the rotor perfectly!”. This instruction, however, does 
not make any sense from a practical point of view. On the one hand, the perfection 
of the balancing is limited by the limited sensitivity of the balancing rig. On the 
other hand, any refining costs time, energy and money. Thus the correct question is 
that which is the maximum acceptable residual unbalance which, if observed, 
ensures that the vibration severity remains safely below the specified limit 
value. Thus the aim is to work out a procedure on the basis of the function 
nsev—/(zl/max)- Unfortunately, this function is not known in the present state of 
the art. To derive or assume a funtional relationship between these two physical 
quantities is not justified, because:

-— The effect, the independent variable, /1/max is the larger of the two unbalance 
values measured in the balancing plane.

— The cause, the dependent variable, the vibration severity depends not only 
on the maximum unbalance but also on other variables and, as we stated at the 
beginning of this chapter, it is the result of deliberate selection.
Therefore we are searching for a stochastic relationship between the maximum 
unbalance and the vibration severity.

To better understand how to set up the mathematical model, we first discuss the 
evaluation procedure of test results.

Figure 8.4 shows a simplified sketch of the asynchronous machine as a vibrating 
system. As a first approximation, the whole machine is considered as an ideally 
rigid, inertial system excited by the centrifugal force produced by one concentrated 
unbalanced mass in each balancing plane:

F= Al2a)2eJ'"' and R = A lico2eKa,+a>). (8.17)

According to the basic rules of mechanics, the forces Fand  К  can be transposed to 
the centre of mass O, establishing the vibrating force F+ K. A vibrating moment of 
K0.5k—F(0.5k+12+ /„) is also produced. The overall inertial mass of the stator and
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rotor counterbalances the former, and the polar moment of inertia of the rigid sysr 
tem comprising the stator and rotor counterbalances the latter. In the subject case 
of balanced series of asynchronous machines, the effect of the vibrating force has

Fig. 8.4. Simplified kinematic model

been found to be smaller than that of the vibrating moment in practice, therefore 
we shall neglect the effect of the vibrating force and discuss the case of pure dynamic 
unbalance (a=  180°).

As we want to establish a dimensionless relation, we introduce the following 
simplifications:

AI у =  AI2= AI, so K= -  F= P.

In this case the vibrating moment is found to be P(k+l2+ lv). This moment is 
counterbalanced by 0 oe, where 0 O is the second degree polar moment of inertia of 
the rotating machine with respect to 0, e is the angular [acceleration about 0. 
Now let us express the values of 0 O and e.

0Q can be expressed by the first scalar invariant Л)1 of the inertia tensor I0. In the 
coordinate systems of the principal axes, the matrix of the inertia tensor is given 
by:

[(3 r2+ k 2) 0 0
I0= £  0 (3r2+ k 2) 0 . (8.18)

L 0 0 6r2.

M = M S+ M r, where M  is the total mass of the motor, while M s and M r are the 
mass of the stator and rotor, respectively. The following equation applies:

/„ , =  {(3r2+ k 2)+ (3 r2+ k 2) + 6 r2], (8.19)
therefore

0 o = f2 (6 r 4 k 2). (8.20)
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e can be expressed by the circumferential acceleration which is the derivative of 
the vibration velocity measured on the end shield with respect to tim e:

B==j 2 ’ a = l f ’ K 0 = /2 u 1.m.s/ ‘”'.

The amplitude of the acceleration is /2t>r.msco, hence

„ _ 2/2 iW s.w  
/

The equation of the moment is :

Al(o2(k+ l2+lv)eia,= ^ { 6 r 2+ k 2) 2>̂ 2^ m-s W eimt. (8.21)

Transposing the equation and expanding the denominator on the left side by 
M jM r, we obtain:

_____________ 1 /______________ __  v r. m . s .

M №  ^ 6 r 4 ^ ) - c o ( k + l 2+lv) ■
' {Mr y 61 J

Both sides of the equation contain a bracketed factor in the denominator with 
dimension of length. Let us denote them by k J  and k 2l, respectively. Now we 
obtain:

m r ^ m -  (8-22)

For machines of identical pole number and construction, the ratio k j k 2 is 
constant, so we obtain the following dimensionless relation between vibration 
velocity and unbalance:

< 8 ' 2 3 )

Another advantage of this dimensionless expression of unbalance is that it 
includes the quantity e= Al/M r, known as specific unbalance in the literature, 
which is an important factor in specifying the manufacturing procedure.

Now let us return to the original question of the relation between the significant

vibration velocity and the maximum imbalance. Let and ^ ~ = y ,
M rl cal

indicating the direction of the cause and effect relationship, and, to keep the 
physical meaning constantly in mind, we shall denote x  as unbalance and у  as 
vibration velocity. Figure 8.5 shows the results of measurements of this kind, 
indicating the corresponding x —y  values for all nine standard four pole machine 
sizes. The set of points obtained shows a kind of homogeneity and is suitable for 
the approximation with a single mathematical model.
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Also, if we examine carefully the distribution of the points, we see that it 
implies certain order over the plane, and is readily suitable for approximation 
by a curve or a function. The correlation is reasonably good. Having small

Fig. 8.5. Specific vibration velocity as a function of specific unbalance

unbalance, the set of points tends to congregate; this range corresponds to the 
machines with precisely balanced rotor. If we extrapolate zero unbalance, we see 
that the curve intercepts the у  axis at a definite value. This is expected on a technical 
basis, since, as we said before, there are other vibration components of other 
origin with frequencies close to the rotational frequency. We can also see that a 
sort of saturation is reached when the value of the maximum specific unbalance 
is increased.

Simply connecting the points or arbitrarily fitting a curve to them is a rather 
rough method. As we know from mathematics, we always find a so-called inters 
polation polynomial of degree (и— 1) that fits all the n points concerned. The deter­
mination of this polynomial, however, is quite laborious and unnecessary. First, 
it would result in a function that depends on the number of measuring points, and 
secondly, it would take the measured values as accurate values, though we know 
that we have a measurement error in terms of both x  and y.

Therefore we should find an empirical function fitting our measured data by 
means of regression analysis. The aim of regression analysis is the quantitative and 
qualitative assessment of relations between different quantities. The technique 
applied is called the method of least squares. The results are then analysed by
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statistical test [138]. Looking at the cluster of points shown in Fig. 8.5, a third- 
degree function seems to be the most appropriate approximation.

The general form of the function in question:

y = a + b x + c x 2+ d x 3. (8.24)

Our task is to find the constants a, b, c and d by the method of least squares so 
that the expected value of the square of the error y —a — bx— cx2— dx3 is a mini­
mum, that is,

M {y—a —bx—ex2— dx3}2=minimum, (8.25)

equation stands.
This expression is the function of a, b, c and d. If we denote this function as 

g(a,  b, c, d), the parameters giving the minimum solution can be determined by 
solving the following equations:

- ^ - = 0  - ^ - = 0  - ^ - = 0  da ’ Ob U’ dc ’ dd ‘
The function g  may be written in the following form :

g(a, b, c, d)= J  J  (y—a —bx—cx2—dx3)2/(xy) dx dy, (8.26)

where /(xy) is the common probability density function of the random variable 
pair X, y.  After differentiation and reduction, we obtain the following linear set of 
equations for the unknown parameters a, b, c and d :

1 M {x } M {x2} M {x3}' f a ' M{y} '
M {x} M {x2} М {хъ} M {x4} b _  M {xy}
M {x2} M {x3} M {x4} M {x5} c M {x2y } ’
М {хъ} M {x4} M {x5} M {x6} d M {x3y }

In general form:

J  J  (ХУ) dx dy= M {xk }, (8.28)

where M {xk} is the expected value of the random variable x k, and k=  1, 2, 3, 4, 5, 
6 :

/ /  x ly f  {xy) dx dy= M{x'y }, (8.29)

where M{xfy) is the expected value of the combined moment x'y, and /= 0 ,1 , 2, 3.
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As we do not know the common density function of the random variable pair 
x, y, we can only estimate the coefficients of the regression equation from the 
sample. We have at our disposal the observed discrete values (X,-, Y,) regarding 
the continuous random variable pair (x , у ), so we obtain the following normal 
equation system:

n E{X) E(X2) Д А 3)] a l  E(Y)
X(X) E(X2) E(X3) E(X4) b E(XY)
E(X2) E(X3) E(X4) E(X5) c E(X2Y) ' ( ’

.E(X3) E(X4) E(X5) E(X6)J Ld Ye (X3Y).
The unknown variables of this set of equations, i.e., the coefficients of the third- 
degree regression function, may be expressed by Cramer’s rule a s :

a - —-  b - —  с - —  d - —
De ’ De ' C~ D e ’ D /

The deviation of the calculated value Ye/ at a given point, X,-, from the measured 
value Yj  is given by the residual a s :

z —Y —Y—  1  i  1 e i -

The variance §% is the estimated variation of Ye about the empirical function:

2 ( ^ )
S z= S 2y = ^ ----- . (8.31)y n—m

The degrees of freedom are found in the denominator which is simply the number 
of elements in the sample reduced by the number of constants in the regression 
equation. The estimated variation of the estimated regression equation practically 
means that 68 percent of the measured Y  values fall within the range Ye±  Syx, and 
nearly 95 percent within the range Ye±2Syx.

However, we do not yet have the answer to the question of the strength of the 
dependence of the dependent variable on the independent variable. This dependence 
is characterized by the correlation factor, defined a s :

2  ( Y - Y ) ( X , - X )
r ——---------------------- (8.32)

nSySx У }
or rewritten as : _______________

\ l  J , ( Y - Y eiy

Гух= /  1_ ^ { Y - Y f  ’ (8'33)
t

where Y  is the arithmetic mean value of the sample. Several authors suggest
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that the square of the correlation factor, the so-called determinational index, is a 
better measure of the closeness of the correlation:

dyx=r)x. (8.34)

For the production engineer, the model obtained allows quick determination of 
the balancing limit to be specified for the worker operating the balancing machine.

The question the technologist must ask is what acceptable unbalance /1/max 
should be specified for the balancing work in order to control vibration velocity 
below nmax with a safety of p percent.

Further, the model allows the determination of the minimum vibration velocity 
together with its dispersing band for each standard machine size, which can be 
achieved by balancing, and also the residual imbalance level that is worth achieving 
by balancing. As the shape of the curve suggests, we can determine a reasonable 
unbalance level. We could reduce vibration by going below this level, but the 
required amount of time and cost is not in proportion to the gained improvement. 
We note that this mathematical model applies only to a given technology, materials 
and machine design. If  any of these changes, the model must be set up again to 
reflect the new conditions, or in other words, the mathematical model should be 
“maintained” on a continuous basis.
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The major part of the sound power emitted by low-power high-speed machines 
(such as two-pole asynchronous motors) and medium and large rotating electrical 
machines is noise of aerodynamic origin. In the noise of power transformers, that 
produced by the external forced cooling system can be predominant as well. For 
at least 50 percent of machines running today, noises of fluid flow origin are the 
greatest. This situation is the result of two factors. First, the increased utilization 
of active parts in the machine resulted in increased machine losses, and con­
sequently the cooling intensity had to be improved. Secondly, engineers have 
achieved significant results in reducing noises of various origins.

The cooling air in power machines either circulates in a closed internal circuit, 
transferring the heat to water or ambient air in a heat exchanger, or exits to the 
ambient after warming up, letting the fresh cool air flow in from the outside 
environment. In either system, the air flow is driven by a fan or group of fans. 
During its passage, the direction and rate of air flow changes continuously owing 
to deflections and friction on the walls, so that the air pressure steadily decreases. 
This pressure drop is compensated by the fans. The capacity of the fan is determined 
by the amount of heat to be transported (required volume flow rate) and the 
pressure boost required to maintain the flow. Experience proves that obstacles 
placed in the air stream produce sound, therefore the basic source of aerodynamic 
noise is the fan itself. Based on the spectral distribution of the fan noise, we talk 
about broad-band noise and siren noise.

The sound power that gives rise to the broad-band noise is continuously distrib­
uted over the frequency range of 100 Hz to 10.000 Hz. Broad-band noise is 
caused by turbulence and separation of the flow (vortex and separation noise). 
These noises are inherent in the operation of the fan and cannot be eliminated 
but at best reduced to a reasonable and acceptable level.

Siren noise is characteristically tonal and certainly an unpleasant sensation of 
hearing. It is produced when a stationary object is placed near the rotating impeller, 
building up a vortex field around it. From the frequency of the pure tone, the 
noise source can be identified in many cases. At present, no exact calculation
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procedure exists to predict the magnitude of siren noise. Siren noise may be 
eliminated by increasing the distance between the impeller and the stationary 
obstacle.

9.1 Broad-band noise

9.1.1 Theoretical background of broad-band noise generation

We talk about flow-induced noise when certain flow parameters, like velocity v 
or pressure p, fluctuate in time in a section of the flow space, and this fluctuation 
propagates at the speed of sound.

The cause of the noise produced by an air stream injected into a medium at 
rest is the fact that the kinetic energy of the air stream is consumed by the friction 
along the periphery of the stream, slowing down the flow. Now the fluctuations 
in velocity, pressure and tangential stress within this space section generate sound 
which is radiated to the surroundings. The varying direction of air flow, aiming 
at the fan blades or aerofoil, gives rise to a fluctuating pressure on the surface. This 
way the surface of the obstacle becomes a sound source fed by the kinetic energy 
of the flow.

The theory of flow-induced noise is based on the laws of fluid mechanics, in 
particular, on the non-homogeneous wave equation (derived from the continuity 
equation and the equation of motion), since the homogeneous wave equation of 
classical physics governs only the propagation of sound. The non-homogeneous 
second-order linear differential equation, apart from representing all classical 
acoustical phenomena (sound diffraction, dispersion, etc.), takes into account the 
tangential stresses, rates and pressure fluctuations in the stream and on bounding 
solid surfaces, involved in the flow process. Integrating the equation, we arrive at 
the so-called KirchhofFs formula [112], which allows the computation of the 
sound pressure, provided that the flow parameters representing the inhomogeneity 
of the equation are known. This last criterion is very rarely met, and so the theory 
set up by Lighthill in 1952 has very seldom yielded correct quantitative results. 
Nonetheless, the theory contributed a technique of immense importance to the 
technical world, albeit only of qualitative nature.

Each term of the Kirchhoff integral may be substituted for by the known 
quantities of classical acoustics, namely by monopoles, dipoles and quadrupoles, 
respectively, whose strengths are determined by the actual flow conditions. Now 
the propagation pattern can be computed using methods of classical acoustics for 
the system of singularities representing the true flow regime.

A monopolé arises when a varying mass flow appears in the space at rest or 
leaves it. A pulsating sphere, for example, represents a monopolé. A monopolé
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can replace any throbbing air stream, like the exhaust gas. The finite number of 
fan blades may produce a similar pulsating volumetric flow.

When forces that vary in time act on a medium, we talk about a dipole. These 
forces may arise as a product of vibrating boundary walls, but also from pressure 
fluctuation of the flow over wall surfaces. A vibrating solid sphere may be con­
sidered as a dipole radiator. A dipole can be derived from the concept of two 
monopolé spheres pulsating in a push-pull fashion, at infinitesimal separation. 
The blades of the fan, for example, can be considered as dipole-like radiators.

Quadrupoles are generated when the normal and tangential stresses in the flow 
vary in time. A quadrupole can be derived from two dipoles. An unbounded 
turbulent flow or the whirling of the central stream may be considered as a quadru­
pole-like radiation.

For compact sound sources /<кЯ, where / is the overall measurement of the 
sound radiator and Я is the wavelength, in the acoustical far field where the 
sound pressure and the particle velocity excited by the sound are in phase, the 
power laws compiled in Table 9.1 apply. These laws govern the dependence of 
the radiated sound power P on the parameters of flow and geometry. These power 
laws can be derived from the Kirchhoff integrals, so they are not purely empirical 
relationships but are based on theory. The laws use three typical parameters: 
velocity, V, characteristic of the flow; the so-called Mach number, which is the 
ratio of the above velocity to the speed of sound, c, that is, Ma =v/c; and the 
characteristic geometric size of the coherent radiator, /, g is the density of the 
medium and L w is the radiated sound power level.

Table 9.1. Power laws in flow acoustics

Sound power, W  Acoustic
Sound power level, dB efficiency
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For a cooling system of large electrical motors, the Mach number is small 
(Ma<0.3), and so only monopoles and dipoles play important role.

The power functions give information about ratios only. The quantity L w j is 
characteristic of a given fan design, in most cases determined experimentally.

In principle, the power functions allow noise diagnosis, since the source and 
pole number of the noise can be determined by altering the flow rate (this can be 
achieved by controlling the speed of the fan) and measuring the resultant sound 
power. Unfortunately, reality is a little more complicated, because L WJ can also 
depend on the speed, since, for example, the Reynolds number involved is a func­
tion of flow rate. Therefore it can occur that instead of the expected sixth power 
we measure the fifth, fourth power for fans whose noise is typically dipole in 
nature because of blade force fluctuation. The situation is further complicated by 
the fact that a dipole placed inside a tube behaves like a monopolé, and a quadru- 
pole, like a dipole. However, this occurs only under well defined conditions, so 
in general we can say that the power laws outlined provide only indications.

Measurements reveal that the noise spectrum emitted by fans is continuous with 
superimposed peaks of pure sounds here and there. A certain pressure distribution 
pattern can be measured on any fan blade, whether it is of a radial-flow or an 
axial-flow type. This pressure distribution pattern depends on the direction of 
the fluid stream and on the size of the blade. If this direction or strength changes 
or fluctuates, then a dipole-like sound source will be produced. There can be 
various reasons for changes in direction or strength. The stream itself can be 
strongly turbulent, which means that the flow rate inside the stream fluctuates 
about a constant mean value. This fluctuation is stochastic, the response is poorer 
to high-frequency (fast) changes owing to the inertia of the flow. Therefore pres­
sure distribution cannot strictly follow the excitation, and the spectrum conse­
quently tails off for high frequencies. As the vortex sizes cannot grow infinitely 
in the turbulent flow, the spectrum tails off in the direction of low frequencies 
as well. Strong turbulence can result in an increase of 10 to 15 dB in the sound 
power.

The turbulent flow should not be mixed up with the separation flow which 
contains large vortices (vortex shedding). Owing to the positive pressure gradient 
being built up along solid walls or in the trail of obstacles in the air flow, vortex 
shedding develops, since the flow pattern cannot follow the gradient. The prevail­
ing large vortices give rise to substantial low-frequency excitation which makes 
the machine “growl” and “hammer”. Vortex shedding may occur in radial-flow 
machines across the face of large wheels, induced by poor intake conditions, in­
correct inlet box design or through “stalled” blades (i.e., too large attack angle). 
The latter is a result of a poor fluid mechanical design, e.g., in the case of 
incorrectly calculated radial blading or a blading used in reversing mode, or
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under operating conditions when the actual volume flow rate is well below or 
above the design value.

Even the smoothest and most precise inflow pattern gives rise to a certain broad­
band spectrum. The reason is the so-called trail noise. When the split streams 
flowing along the two sides of the blade meet behind the blade, the mixing boundary 
layers give rise to a vortex trail as shown in Fig. 9.1. The drifting vortices induce

circulation and pressure disturbances on the blade, manifesting a dipole sound 
source. Removal of this trail by suction or by eliminating the boundary layers 
through cleaning is still beyond today’s technology.

9.1.2 The sound power level of the fan

The complicated theories of flow acoustics proved to be excellent means for 
practical purposes, but there is still no reliable procedure at our disposal 
for the exact calculation of fan noise. We do have, however, an approved empirical 
formula, which is suitable for practical applications:

L w= (4 0 ± 4 )+ 10 log ^ - +  20 log , (9.1)
'  0 /JPt, 0

where V  is the volumetric flow in m3 s_1, Ap, is the total pressure increment 
produced in Pa, V0= l  m3s~l, Apt 0— \ Pa. The ± 4  dB in the constant term 
indicates the spreading range of the formula. The correctness of the formula can 
be proved on an exact theoretical basis for axial fans without guide vanes. The 
important point of the formula is that the minimum value of the radiated sound 
power depends on the volume flow rate (delivered volume) and, in particular, 
on the total pressure increment produced. We should note, however, that we may 
get results 3 to 5 dB higher by measurement, compared with those yielded by the 
formula, if the actual volume flow rate differs by ±50 percent from the design 
value. If strong pure tone components are present in the spectrum, then the 
formula may underestimate the real sound power level by 8 to 10 dB.
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To sum it up, the formula gives only the minimum level to which the produced 
noise can be brought down, and highlights the fact that we can reduce the 
noise considerably by reducing the losses (Ap,) in the flow circuit. In the 
Slavonic literature, Gorodeckij, Pazout and Zavadil used the following formula 
to calculate the bmeter sound pressure level [150]:

Lp= 10ß log f  +10 log - ^ + 2  K„ (9.2)
v0 /=1

where v — the circumferential velocity of the fan blade; v0= 1 m s -1 ; S0=
= 1 m2,

ß — the power used in the power law, normally ß= 6  is taken,
D,b, — the trailing surface area of the fan blade,

К , — correction factors that take into account the following:

— volume flow rate,
— geometric sizes of the fan blade, and their ratios,
— number of blades of the fan wheel,
— sound absorption of the fan enclosure,
— inherent error of the measuring method, etc.

In order to improve the accuracy of eqn. (9.2), we can approximate the depen­
dence of power ß on the peripheral speed and the changing importance of the 
individual acoustic singularities in the process, as

ß=-5 v215, (9.3)

on the basis of regression analysis of measured data.
At first sight, eqn. (9.2) seems to imply that the noise produced by the fan 

depends mostly on the peripheral speed. However, this is only apparent. A given 
cooling function can be realized with different peripheral speeds (a given amount 
of heat to be transported corresponds to a concrete V  — Ap, value pair). If  the 
peripheral speed is increased by increasing the diameter of the fan, then it is true 
that the first term of eqn. (9.2) increases, but in this case a much smaller b2 is 
required to solve the same cooling problem, so the second term decreases just 
as several correction factors (K), and therefore the radiated sound power remains 
almost the same.

9.1.3 Predicting the spectral composition of broad-band noise

The formula (9.1) gives the unweighted total sound power level radiated in the 
whole frequency range. The spectral distribution depends on the fan type. For 
preliminary calculation purposes we achieve acceptable results, if the octave-band
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sound power level is determined by using different correction factors for each 
octave band in order to correct the value of sound power level calculated from 
eqn. (9.1). The correction factors (ZlL0Ct) are given in Table 9.2 for a 400 mm dia­
meter opening (the one closer to the fan, normal suction). If the diameter is inc­
reased, the low-frequency components grow. If the diameter is decreased, the 
low frequency components diminish.

Table 9.2. The values of d £ oct for different centre frequencies, in dB

LWoct~Lw dLoct.

In many cases it may be necessary to predict the probable A-weighted sound 
pressure level in the vicinity of the motor. To accomplish this task, first the 
octave-band sound power levels should be calculated from the total sound 
power level determined by eqn. (9.1) After that the octave-band unweighted sound 
pressure levels L ,  should be computed from the distance of the observation point. 
Now the Lj  values should be corrected according to the damping characteristic of 
the А -weighting filter and summed, just as in eqn. (9.4):

L A= 10 log 2  10al(t*~ 'A,), (9.4)
/= i

where LA — the А -weighted sound pressure level at the observation point,
L, — the octave-band sound pressure levels at the observation point, 
n — the number of octave bands,

KAj — the damping of the А-weighting filter in the ith octave band.

9.1.4 Cooling system and noise. Noise reduction through design

Almost all low-power asynchronous motors are equipped with straight radial fan 
blades in order to allow operation in both rotational directions. These blades are 
unsatisfactory from the point of view of aerodynamics, and are noisy, so it is 
very hard to reduce their noise. There is no generally approved method to cure

_________________________fb__Hí___________________
63 125 250 500 1000 | 2000 4000 | 8000

Straight-blade radial-flow fan 13 10 13 13.5 15 20 23 26
Backward-curved-blade
radial-flow fan 14 11 11 11.5 13 16 19 22
Axial-flow fan 17 14 9 T5  8 ÍÍ 16 ÜT”
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the problem. The sound power emitted by medium-sized and large asynchronous 
motors depends strongly on the design of the ventilation system, so we will dis­
cuss this subject in a little more detail. The commonest ventilation systems and 
the main aerodynamic noise sources are shown in Fig. 9.2.

Fig. 9.2. Relationship between the ventilation system and the causes of noise

There are two main flow paths of the cooling air inside the electrical machine. 
One of them leads through the winding heads and the air duct between the stator 
core and the housing. This route is characterized by a relatively small pressure 
drop and high volume flow rate. The other path leads through the vent sections 
between the lamination packs of the rotor, the air gap and the vent sections of 
the stator. This route is characterized by a large pressure drop and a relatively low 
volume flow rate. The cooling air streams passing through the two different routes 
coalesce and exit to the atmosphere or enter the heat exchanger and in closed 
machines start the flow circulation again. In short machines, the internal ventilation 
system is located on one side, while in long machines, on both sides. The two-sided 
ventilation is better, because the temperature distribution within the active part 
of the machine is more uniform, the volume of air fed to each fan is smaller by 
50 percent, and the total pressure drop to be maintained, Apt, is reduced by almost 
50 percent. The acoustical consequence is a 4 to 5 dB reduction in aerodynamic 
noise, as obtained from eqn. (9.1). The flow of the internal cooling air is maintained 
by radial-flow fans in small machines, and by axial-flow fans in large machines. 
The stator and rotor vent sections and their radial spacer bars behave as a poor 
efficiency fan.
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Closed machines that employ an air-cooled heat exchanger are equipped 
mostly with a radial-flow outer fan wheel, but sometimes with an axial-flow type. 
Figures 9.3a and b and 9.4a show examples of the three commonest constructions

Fig. 9.3. The cooling system of totally enclosed asynchronous machines with air-cooled heat 
exchanger and radial-flow internal fan: (a) one-side cooling, (b) two-side cooling

for closed machines. As shown in Fig. 9.4b, it is possible to mount the axial 
fan system on a tube which separates the air passing through the vent section 
from the air cooling the winding head. The two parallel flow routes incorporate a 
fan that is more suitable for the aerodynamic situation.

One straightforward way of reducing noise by design is to take advantage of 
the inherent noise level difference between the various protection grades of 
rotating electrical machines and the corresponding cooling systems. For a given 
speed and output, the quietest machines are, of course, the totally enclosed 
machines equipped with a water-air heat exchanger. The first example of 
deliberate utilization of selected cooling methods for the reduction of noise was 
set by SKF, when they equipped their totally enclosed asynchronous motors of 
132 mm axial height with a liquid surface cooling system (water or oil). This way
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i

Fig. 9.4. The cooling system of totally enclosed asynchronous machines with air-cooled heat 
exchanger and axial-flow internal fan: (a) two-side cooling with axial-flow fan, (b) two-side

cooling with axial-flow fan on tube

they could decrease the noise of two-pole asynchronous motors fed from a 100 Hz 
supply by 35 dB.

The noise of totally enclosed high-power 50 Hz asynchronous motors could 
be reduced by 17 dB just by replacing the air-cooled heat exchanger with a 
water-cooled design.

Surprising reduction may be achieved in the ventilation noise of electrical 
machines at the installation site by connecting the machine into the closed external 
ventilation duct. In this case, the fan of the motor becomes unnecessary, of course. 
A solution similar in principle was adopted by English ventilation system manu­
facturers, who removed the fan, which was a poor design from an aerodynamic 
point of view, from the electrical machine, and rerouted the air flow driven by an 
aerodynamically optimized driven fan wheel so that it cooled the electrical machine 
as well.

It is no coincidence that the small two-pole motors available on the world
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market are very similar with respect to noise quality—there are no prominently 
quiet machines.

The rotational sense of medium-sized and large motors is normally given, and 
they can therefore be equipped with unidirectional fan blades. The noise level of 
backward-curved blades is lower, but the pressure produced by them is also lower. 
If the pressure is not enough, then we must be satisfied with fans of small angle of 
attack but of radial outflow. The noise of the latter, however, is larger than the 
noise of that with backward-curved blades. According to the experience of ASEA, 
8 to 10 dB noise reduction is feasible in the case of two-pole machines, if unidirec­
tional fans with backward-curved blades are used, with correct aerodynamic 
design.

The transfer from radial-flow fans to axial-flow types can result in a noise 
reduction of 4 dB. However, this change in design is feasible only if the lower 
pressure produced by the axial-flow fan is sufficient for the required air flow.

In the case of custom-built or small-series electrical motors, mostly in the 
medium and high output range, we frequently encounter the task of machine 
noise reduction, mostly of aerodynamic origin, without changing the design of 
the machine. In such a case, we first have to see whether the machine has some 
thermal margin or not. If not, then we can only adopt the secondary noise reducing 
procedures set out in Chapter 10.

In many cases, the loading test carried out on the completed machine reveals 
that there is still a thermal margin in the machine. In such a case, it is worth­
while checking the cooling system of the completed machine by calculation, taking 
into consideration the actual characteristics of the machine. The measurement of 
the actual losses provides accurate information on the amount of heat to be 
transported. On this basis, we can calculate the required volume flow rate which 
is normally lower than the nominal value. The total pressure increment decreases 
with decrease in volume flow rate squared. Both of these changes tend to reduce 
noise. The smaller fan that corresponds to the new values of volume flow rate 
and total pressure may be made in most cases easily by machining down the 
diameter of the original fan. The amount of diameter reduction is closely propor­
tional to the ratio of the original volume flow rate to the new value. The reduction 
is limited by the fact that the length of the blades decrease faster than proportion­
ally to the diameter. The achievable decrease in sound power is given by a L w= 
=  50-log (Dk nej D k o[d). We should bear in mind, however, the thermal effect of 
such a noise reduction. With the same ambient temperature the air temperature 
at the outlet of the cooling system will be higher. If the air temperature incre­
ment at the outlet is At, then the same parameter inside the machine is only At/2.
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9.2 Pure-tone ventilation noise, the siren effect

Á pure tone is produced if a periodic disturbance of the inflow acts on the fan, or 
if air leaving the blade hits a stationary obstacle near the fan. The resultant sound 
A phenomenon is mostly the product of the interaction between the equispaced 
blades of the fan and the stationary obstacles. Owing to the tonal character of 
the produced sound, the phenomenon is called siren effect. As the frequency of 
the pure tone is given by:

f=Nbn, (9.5)

where Nh is the number of blades and n is the rotational speed, this component 
and its harmonics can be readily identified in the noise spectrum of the machine.

If more than one stationary obstacle exist near the rotating fan, experience 
shows that each one behaves like an individual sound source. The magnitude of 
the pure sound produced is strongly affected by the distance of the stationary 
obstacle from the rotating fan and the angle of attack of the flow with respect 
to the boundary surfaces of the stationary obstacle.

The following formula is widely used in the literature as an empirical inequality 
to be observed if we want to avoid the appearance of pure-tone components in 
the ventilation noise spectrum:

(9.6)

where d is the distance of the stationary obstacle from the rotating fan in mm and 
V is the peripheral speed of the blade in m s_1.

If the shape and speed of the blade and the size and profile of the stationary 
obstacle is constant, then the experimentally determined sound pressure level 
established by the fan varies with the distance <5 as shown in Fig. 9.5. If we sub-

Fig. 9.5. The variation of the sound pressure level produced by the fan in terms o f <5, when a
pure-tone component is also present

* - s -
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stitute the values given for the measuring equipment described in [93] into eqn.
(9.6), the minimum value of 6 is found to be 37 mm. This corresponds with the 
observation that at such a distance the pure-tone component diminishes and the 
broad-band noise of the fan at around 75 dB becomes independent of the value 
of b. We can also see that the pure-tone component may decrease considerably 
at a distance of one third of the value calculated from eqn. (9.6) for 6. In certain 
cases, however, the installation space of the electrical motor is so limited (as in 
the case of traction motors) that there is no way to increase the dimensions and 
hence b.

BBC engineers solved this problem by changing the profile of the obstacle 
with constant distance d [85]. They experimentally determined the most favourable 
shape that gave rise to the lowest sound pressure level. This solution took advantage 
of the fact that by modifying the profile of the obstacle they also modified the 
angle of attack of the air flow with respect to the obstacle, thus finding the acous­
tical optimum in a hit and miss fashion.

As we have seen, evenly spaced blades are required to produce pure-tone noise. 
This fact readily suggests the other method of pure-tone ventilation noise reduction, 
namely the use of unevenly pitched blades.

Based on experiments, the following formula has been found for the determina­
tion of uneven pitch angles:

(9.7)

where a,-— the central angle between the ith and (/+  l)th blades, in degrees, 
Nb — the number of blades, 

g — 1  or 2 ,
ß  — the degree of non-uniformity in the blade spacing, 0</3< 1 .

The sum of these blade pitch angles, 2oc,., must of course be 360°. For this reason, 
the values a , obtained by eqn. (9.7) must be adjusted by a factor of 360/2a,-.

The stator and rotor cores of large rotating machines incorporate radial vent 
sections to provide adequate heat transport to prevent heat build-up between 
lamination packs due to iron loss and coil losses in coils axially bridging the vent 
sections. The width of the vent section is maintained by means of spacer bars. 
The rotor itself, with its vent sections, spacer bars and coil bars, behaves like a 
fan. If  the rotor is axially positioned so that its vent sections face the vent sections 
in the stator, then the siren effect may arise in the machine. In this case, the stator 
spacer bars, the stator winding and the key bars serve as stationary obstacles.

Experiments were conducted to determine the effect of the relative axial position 
of stator and rotor vent sections on noise generation within these sections. It was

360
• л ’

N b + g ß c o s  — ^  (/-0 .5 )
_ ’ b
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found that as far as the siren effect was concerned, the worst case resulted when 
the vent sections were positioned face to face. When the rotor vent section was 
shifted in an axial direction, the pure-tone component decreased and, consequently, 
the А -weighted sound pressure level also decreased. Unless the vent sections do 
not “see” each other, we always have a prominent pure-tone component in the 
noise spectrum. By mismatching the axial position of vent sections, the noise can 
be reduced by as much as 10 dB.

In view of the fact that the noise produced by vent sections arises inside the 
machine, it can seriously effect the emitted sound power only if the machine it 
not closed. In the case of totally enclosed machines, the sound insulating effec 
of the enclosure is strong enough to suppress the internal noise considerably, so 
it cannot become predominant in the measured noise.

In non-sealed motors, there is usually sufficient free space to place absorbing 
materials inside the housing and route the air flow through them to allow properly 
damped sound power enter the acoustic space surrounding the machine. If this 
damping is not adequate, then the secondary noise reducing procedures described 
in Chapter 10 must be used.



10. SECONDARY NOISE REDUCING MEASURES

The technical measures aimed at noise reduction comprise the so-called primary 
and secondary solutions. Primary solutions are those which modify the active 
noise source itself. We have discussed these solutions in detail in the previous 
chapters, when we talked about design considerations regarding the reduction 
of noises of electromagnetic origin, or about rotor balancing and then the various 
ventilation systems. These primary measures, almost without exception, can be 
implemented only at the manufacturing factory, mostly in the design or assembly 
stage. The only exceptions are the several aftermeasures, though considered 
primary, such as operating the asynchronous machine at reduced supply voltage, 
extending the air gap length by cutting the rotor diameter, or replacing the bearing 
or fan wheel.

It follows by logic from the above that secondary intervention does not modify 
the design of the electrical machine but rather applies additional noise reducing 
elements, e.g., an enclosure, insulating panels, etc., in order to reduce the measur­
able sound pressure level in the vicinity of the machine. In other words, the complex 
system comprising the electrical machine and the additional noise reducing 
elements, emits less sound power to the surroundings than the initial machine 
alone.

The vibration absorbing foundation is also considered to be secondary inter* 
vention, although the situation here is a little different. Normally the noise reducing 
measures reduce the airborne sound power emitted by the electrical machine. In 
the course of the standard noise measurement, usually for small and medium - 
sized machines, we prevent the vibrational energy of the machine being transmitted 
to the surroundings, so we measure only airborne sound power, since structure- 
borne sound cannot be transmitted there. When the machine is set up on its 
foundation, structure-borne sound bridges are produced, so it is possible that a 
part of the vibrational energy transferred to the environment is transformed into 
airborne sound, increasing the sound pressure level measured in the vicinity of 
the machine. If we eliminate the sound bridges by means of vibration absorbing 
materials, then we do not actually decrease the sound power emitted directly by
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the electrical machine, but rather reset the measured level to the level emitted 
directly by the machine.

We have to be very careful in applying either primary or secondary noise 
reducing measures. We should constantly bear in mind that any interference with 
the electrical machine as a system will have some consequence. If we decrease fan 
noise by decreasing the diameter of the fan, we inevitably raise the temperature 
inside the machine. If we decrease flux density, we also decrease the rated output, 
etc. Also, we should not forget that the secondary measure of putting an enclosure 
around the machine will deteriorate the conditions of ventilation within the ma­
chine. Before the noise reducing measures are implemented, the technical and 
economic consequences of these measures should be thoroughly considered and 
reviewed.

The two most important types of secondary measure aimed at reducing ventila­
tion noise are noise damping and the use of enclosures. The enclosure can be a 
shell-type arrangement mounted on the surface of the machine (mostly on the 
plane boundary surfaces of large machines) or a separate housing at a certain 
distance from the machine. Secondary noise reducing measures are usually used 
on high-power, large-sized machines, and only rarely on small and medium­
sized machines.

10.1 Reducing ventilation noise by damping elements

If the external cooling air of non-sealed machines or those equipped with air­
cooled heat exchanger is routed through properly configured noise damping 
elements at the inlet and outlet, the noise can be reduced quite effectively, by 
up to 15 or 20 dB, and the costs involved are generally much lower than those of 
building an enclosure for the machine. In the literature [9], noise dampers are 
divided into two basic groups, namely, reactive and absorptive noise dampers.

The acoustical efficiency of reactive dampers is mostly determined by their 
geometric arrangement and shape. Reactive dampers are the chambers, resonance 
devices, pipes, branches, ducts and their various combinations. These elements 
introduce mismatches in the flow path of the acoustical energy, so a part of the 
energy flow is reflected back towards the noise source or tends to create strong 
pressure fluctuations in the chamber through multiple reflections. The reactive 
dampers can reduce noise considerably, even with few sound absorbers. None­
theless, reactive dampers are relatively seldom used for noise damping of electrical 
machines.

The acoustical efficiency of absorptive dampers is defined by the sound absorbing 
materials placed in the flow ducts. These materials absorb a part of the sound
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energy flowing in the duct, transforming it into frictional and thermal energy; 
An absorbing material is characterized by its acoustic absorption coefficient a and 
its specific flow resistance, rsf:

_  sound energy absorbed and transmitted 
incident sound energy

_  4P
sf~  c d  ’

( 10. 1)

where Ap — sound pressure drop across the absorbing material of thickness d, 
c — speed of sound in the absorbing material, 
d — thickness of the absorbing material.

One of the most commonly used damping devices is the absorbent-plate silencer.
A wide range of silencers designed for ventilation systems which are to be 

installed in the air duct, is available commercially. Their damping effect is based 
on absorption. The silencers are generally 1 m long pieces with square-section 
connecting port, but cylindrical, straight and 90° elbow sections are also available. 
The various forms are common in that they are most efficient in the medium- 
frequency ranges of f k= 500 to 2000 Hz where their damping effect can reach 
30 dB. At low frequencies ( / fc=63 Hz) only a few decibels may be expected, but, 
fortunately, the code requirements in most cases specify the reduction of the 
А-weighted noise level and the importance of low sounds is negligible in this 
respect.

If  the suction of the built-in fan opens to the ambient, then the silencer should 
be mounted on the inlet port. This may, however, increase the length of the machine 
unacceptedly and therefore the insertion of an elbow might be necessary (Fig. 
10.1). When selecting the connecting cross-section, we should take care not to 
reduce the free flow area compared with the original suction port of the machine. 
As for most silencers, the ratio of the clear opening to the contact surface area is 
50 percent (or only 33 percent), the connecting port cross-sectional area should 
be at least twice that of the inlet port.

a a
Fig. 10.1. Silencer on the suction side : a — motor, b — fan, c — silencer, 

d  — heat exchanger
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Downstream of the heat exchanger, at the air outlet, normally less damping 
is required, so those types with large clear openings are also acceptable. Drive- 
side installations frequently give rise to problems because of the driven machine. 
In such cases, the use of 90° or 180° change in direction is almost inevitable (Fig. 
10.2). It can be a good solution to split the air flow and route the two branches 
separately.

Fig. 10.2. Silencer on the discharge side: a — motor, b — fan, 
c — silencer, d— heat exchanger

If the cooling air enters the fan section on the drive side, the situation could 
be truly complicated owing to the lack of elbow room. From the point of view 
of fan operation, it is essential that the flow in the inlet path is even and smooth. 
This requires a lower flow rate, that is, larger clear opening, upstream of the 
suction port. This can be achieved by an inlet box which covers the clutch. In this 
configuration, the silencers are positioned on the two sides of the motor, as shown 
in Fig. 10.3.

Fig. 10.3. Silencers on both sides with inlet box on the suction side: 
a — motor, b — inlet box, c — silencer, d— heat exchanger

Silencers cause pressure drop. The size of this loss may be determined from 
design data. The computation is done first for the original volume flow rate, V, 
that corresponds to the conditions without silencers. Following the installation 
of the silencers, the originally required total pressure boost of Apt should be
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increased to Apf. Now we have a new working point in the fan characteristic at 
a lower volume flow rate. We must check whether or not this decrease in volume 
flow rate gives rise to unacceptable heat build-up inside the machine. To compute 
the resultant drop in noise level, we have to know the original octave-band noise 
spectrum measured without the silencers in position. Then we deduct the damping 
specified by the manufacturer of the silencer for the corresponding medium- 
frequencies from each octave-band level and immediately add the correction 
necessary due to the change in working point of the fan, which can be determined 
from eqn. (10.2):

AL=  10 log 20 log ф - ,  dB. (10.2)
V Ap,

Since V  decreases and Ap, increases, the sign of this correction term can turn out 
to be positive or negative.

Now the weighted noise level can be computed from the corrected octave-band 
levels according to eqn. (9.4). The size or installation circumstances may demand 
that one-off silencer designs be applied. The operation of these custom-made 
silencers that match the specifications of the given motor is also based on sound 
absorption. The correct solution is to line the internal surface of the air duct 
wherever possible with absorbing material. Of course, this must be done so that 
the clear opening is not reduced substantially along the flow path, for the increased 
flow rate could give rise to sounds when hitting mounting ribs, grids or other 
structural elements, and the flow losses would grow strongly as well. If possible, 
we should avoid flow speed higher than 15 ms-1.

In custom-made sound damping devices, the flow (and the fan noise) passes 
between parallel sound absorbing links. Their thickness should be at least 80 to 
100 mm, and the same values apply to the width of the channel between them. In 
sections normally shorter than 1 m, the damping is proportional to the length, 
measured in the direction of sound propagation. Nevertheless, sections shorter 
than 0.5 m should not be used.

The sound absorbing enclosure itself should be commercial product, if possible. 
It is beneficial if the volume mass is small, typically less than 100 kg m~3. Surfaces 
in contact with the flow should be protected against dusting out. The utilization of 
glass-fibre-lined commercial sheets is expedient. The plastic and, especially, alu­
minium foil covering layer strongly lowers the sound absorbing efficiency. The 
absorbing sheets may be glued to metal surfaces. The mechanical strength may be 
improved by anchor pins piercing through and holding down the absorbing 
material to the metal surface to be lined.

When custom-made damper designs are used, the additional pressure drop that 
arises along the air flow path should be calculated for each section, using the
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original (measured or computed) volume flow rate V  in the calculation to find 
the corresponding total pressure boost Ap* required, which is higher than the 
original value. The intercept of the new loss curve and the fan characteristic gives 
the new, reduced volume flow rate, V*. Its acceptability must be checked with 
respect to the heating of the machine. Figures 9.3 and 9.4 show custom-designed 
noise damping elements.

The calculation of expected damping is rather uncertain. In the case of parallel 
absorbing links, we may use the available measured data on commercial dampers 
of similar size. If the length is different, we use a correction factor proportional to 
the length.

The approximate estimation of damping due to absorbent lining of air duct 
sections is possible. If we have a section of this kind, i.e., a straight piece of air 
duct with length 800 to 1000 mm and a maximum width of 300 mm, about 12 dB 
may be assumed in the medium-frequency bands { fk= 500 to 2000 Hz), 6  dB at 
7^=4000 Hz, and we neglect the damping of the other bands.

If we sum the damping values calculated for each frequency-band according 
to the above procedure, subtract the sum from the spectrum expected without 
dampers but corrected as required to take the shift of working point into account, 
we then obtain the expected octave-band spectrum from which the weighted noise 
level can be computed.

If the sound energy propagating in air impinges on a solid surface, i.e., on a wall, 
it is partially reflected, partially absorbed or spreads in the wall as structure-borne 
sound, and a substantial part passes along on the other side of the wall as air­
borne sound. The sound power entering the wall, Pv the exiting airborne sound 
power, P2, and the transmission loss of the wall, R, are interrelated a s :

where r  — the acoustic transmission factor, r —P2IPv
From the sound pressure difference between the two sides of the wall, (p t—p2), 

and the wall vibration velocity cw due to the airborne sound, the so-called wall 
impedance is found to b e :

10.2 Enclosures

R=  10 log ^1=10 lo g - ,  dB,
X  9 X

(1 0 .3 )

ry P\~Pl  z w— --------S
ciV

(10.4)

For an infinite, homogeneous, plane surface:

„  B(k4 sm 4 > -k AB) 
w~  f l n f

(10.5)



where В is the stiffness factor
p _  E\v h3 

( 1 -Л*2) 1 2 ’
where Efy the modulus of elasticity,

h— the thickness of the wall,
H— Poisson’s ratio (between 0.3 and 0.4), 

к and kB—the wave numbers in air and in the wall, respectively:

a
4 __

where M  is the so-called sheet mass of the wall, that is, M —qJi where qw is the 
density of the wall material.

If #  is the angle of incidence made with the normal to the wall, then the trans­
mission loss is given a s :

Ä = 2 0 1 og | l + ^ c o s # j  , ( 1 0 .6 )

where gc=408 N s m -3, the characteristic impedance of air. From the above we 
may deduce that the transmission loss of the wall depends on the sheet mass M  
and stiffness В of the wall, and on the angle of incidence and the frequency of the 
sound.

From the above equations, it follows that in the case of к 4  sin4  ft—k*B= 0, the 
wall impedance Z w and the transmission loss R of the wall are also zero. In reality, 
we have some transmission loss due to the internal damping of the wall, but, 
especially in the case of metallic materials, there is a steep fall in the transmission 
loss-frequency curve (about 10 to 20 dB) (Fig. 10.4). Assuming a diffuse sound 
space, the coincidence frequency is given by:

< 1 0 Л >

As a good approximation (h in mm, /  in H z):

— for steel, aluminium and glass hfc= 1 2  0 0 0 ,
— for concrete /г/с=  16 0 0 0 ,
— for brick hfc —30 0 0 0 .

Below the coincidence frequency, i.e., k < k B, we may assume that:

Z w^ j ln fM ,  (10.8)

10.2 Enclosures 151



152 10. Secondary noise reducing measures

^resonance f  coincidence

Fig. 10.4. The transmission loss o f a wall

so the transmission loss in the wall is found to be :

R=20  log | l  +  cos dB. (10.9)

In practice, the 1 in the argument is negligible compared with the imaginary term, 
and by comparing the calculated values and the values found by measurement in 
the diffuse sound space, we arrive at the following formula that has proved very 
useful in practical application:

R=  20 log ^ ^ - 5  dB. (10.10)
QC

We see that doubling the sheet mass, i.e., the wall thickness of a given material, 
results in an increase of 6 dB in the transmission loss. In the transmission loss- 
frequency curve, the same relationship is found in terms of frequency (Fig. 10.4).

For walls of finite dimensions, the internal damping of the wall becomes worse, 
so the transmission loss found above can be considered as a maximum. For steel 
plates where h — 1 to 5 mm,

k m„  =  20 lo g /+  20 log й — 27.5 dB,
( h Vapplies, provided that ?j%1000 l — l , where rj is the loss factor of the steel plate

and 21 is the minimum distance of the plates, e.g., the distance between the reinforc­
ing ribs. The minimum transmission loss without internal damping is given a s :

-̂ min— lo g /+ 5  log A +10 log /—12 dB.

The above discussion indicates that the maximum achievable improvement in 
transmission loss by the application of absorbent lining is :

AR= Rma\— Rmin-
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At frequencies higher than the coincidence frequency, again assuming a diffuse 
sound space:

Rf>fc= 2 0  log 1 0  log 1 0  log . ( 1 0 . 1 1 )
6C Jc л

As we see, this expression contains the third power of the frequency, that is, by 
doubling the frequency, we may expect 9 dB increase in transmission loss. Since 
the transmission loss also depends on the method applied to fix the plates in 
position, we may expect different transmission losses for different methods of 
fixing the same plates.

The lower limit of the frequency range, where the sheet mass M  predominates 
in the determination of the transmission loss, is the resonant frequency f r which 
corresponds to the natural frequency of the plate (Fig. 10.4). Within this range, 
the transmission loss is solely determined by the internal damping of the wall.

In the frequency range below the natural frequency of the plate, the transmis­
sion loss is determined by the stiffness of the plate. It is obvious that the value of 
the resonant frequency is of great importance: if the damping range falls within 
the range of sheet mass dominance, then a resonant frequency as low as possible 
is preferable, but if we want to damp low frequencies, then the stiffness of the wall 
should be predominant, so the resonant frequency should be “tuned” higher. 
This is noteworthy because, owing to the limited design possibilities, only the 
requirements on mass or stiffness can be economically met, that is, we cannot 
improve on both parameters without unacceptedly raising the costs.

A plate of given sides a and b and thickness h may vibrate in various modes. 
The frequency is the lowest when the vibration nodes are at the corners of the 
plate. In this case, the resonance frequency f r is found to b e :

Д ' = 0 ' 4 8  f E - H  ( 4 + i ) , H ,  (10.12)

Thus, if we want to increase the natural frequency, then we have to select a 
material with high ^EIqw value, that is, the propagation speed of longitudinal 
waves is high in the material.

The above facts clearly prove that the transmission loss is a combined function 
of the sheet mass, material and design. Proper selection of the various parameters 
is possible only on the basis of the frequency range to be damped.

The transmission loss in the high-frequency range (/>1000 Hz) can also be 
improved by placing absorbent material on rigid wall. The transmission loss of a 
300 mm thick absorbent layer with a sheet mass of only 3 kg m - 2  is about 60 dB 
at 1000 Hz. This level of damping could be achieved with a wall of fifty times that 
thickness and a sheet mass of 150 kg m-2. At 250 Hz, however, the absorbent 
layer yields a transmission loss of only 10 dB, while the other gives 42 dB.



154 10. Secondary noise reducing measures

To improve the transmission loss in the low-frequency range, the absorbent 
layer is covered with a membrane, which can be a thin metal foil, asphalt paper 
or lead vinyl plastic layer. The aim is to form a layer as thin as possible but with 
considerable sheet mass. A layer like this is most efficient in the frequency range 
200 to 500 Hz, but also affects the damping characteristics at higher frequencies 
(Fig. 10.5).

Fig. 10.5. The transmission loss o f a laminated structure: a — A= 1.3 mm aluminium, 
b — same as (a) plus 50 mm fine fiber glass layer, c — same as (a) plus 75 mm 

fine fiber glass layer + h =  1 mm aluminium sheet (membrane)

10.3 Secondary methods to reduce transformer noise

In order to decrease transformer noise, normally a constructional solution is 
applied at the installation site. If the noise is to be reduced only in one direction 
and the facility to be protected is more remote than 100 m and 8  dB reduction is 
sufficient, then it is enough to erect a brick or panel wall between the transformer 
and the facility to be protected. As shown in Fig. 10.6, this wall is built at a distance 
of 1  m from the transformer to allow access to the transformer for maintenance 
and inspection purposes.

(a) lb) Ic)

Fig. 10.6. Various noise screening walls: (a) simple solid wall,
(b) sound absorbing wall made from absorbent blocks, (c) solid wall with absorbent block lining
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If adequate absorbent materials are used as illustrated in Figs 10.6b and c, the 
noise reducing effect can be as high as 10 to 12 dB.

The height of the wall is a very important factor in determining the amount of 
noise reduction that can be achieved. Figure 10.7 illustrates how the amount of

hix
Fig. 10.7. Decrease in sound pressure level due to the noise screening wall: 

h — height of the wall with respect to the observation level,
Я — wavelength o f sound, /  — frequency, у — sound diffraction angle, В  — observer

noise reduction, 4L, varies with the height of the wall, h, at the observation point 
В positioned at two third the transformer height (the height of the wall is measured 
with respect to the level of the observation point). The parameter of the set of 
curves shown is the diffraction angle, y, which increases with increasing h. It can 
be seen that for a given geometric configuration the amount of noise reduction 
achievable by means of a screening wall decreases with decreasing frequency. 
Further reduction is feasible, if the wall is covered with absorbent lining and 
the cooling system is set up separately with separate damping measures. This way 
the noise reduction can reach 20 dB.

If the noise must be reduced considerably in all directions in the transformer’s 
surroundings uniformly, then walls are erected on all sides of the transformer and 
the unit is covered with a roof as well. This solution is quite efficient but gives rise 
to other types of technical problems. The walls of this outside housing should be 
at least 1 m from the transformer to facilitate access. If the internal surface of this 
transformer chamber or cell is smooth and reflects sound, then the sound pressure 
level will be higher in the space between the transformer and the cell owing to the 
internal multiple reflections, than in the same place but before the walls were 
erected. This build-up in sound pressure level is given in Fig. 10.8 in terms of the
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Fig. 10.8. Sound pressure build-up in the surroundings of the transformer 
caused by placing the transformer in the cell

ratio of the internal surface area of the cell to the surface area of the transformer. 
The sound pressure level increment, AL, may be computed from the following 
expression:

/ l L = 1 0 1 o g | l +  4 ( 1 ~ a ) ^ r j  , ( 1 0 . 1 3 )

where a — the average sound absorption coefficient of the inner surface of the 
cell,

AT — the surface area of the transformer,
A c — the surface area of the boundary surfaces of the cell.

Since the transmission loss of the cell walls must now be subtracted from the 
increased internal sound pressure level, the inner surfaces of the cell should be 
lined with sound absorbent materials. Further, we should not forget about the 
disposal of heat due to transformer losses, i.e., an adequate cooling system 
should be provided. It is easier to set up the cooling system at a certain distance 
from the transformer, that is, outside the cell, because in this case noise reduction 
is accomplished by noise reduction of the fan and only the ductwork transporting 
the cooling medium must be erected in a vibration fashion. If, however, the trans­
former and the cooling system form an integral unit, then the cell must be designed 
so that the necessary air flow is led in and out through proper noise damping 
elements. It should be noted that the totally closed cell design requires the use of 
really large high-voltage bushings. In spite of these, this solution is the most 
efficient, since up to 35 dB noise reduction is possible, but, of course, it is most 
costly at the same time. The erection costs of noise screening walls and cells may 
be reduced by using prefabricated wall panels.

It is useless to say that any after-measures in noise reduction are expensive.
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Table 10.1. Posterior noise reducing methods and their costs for a 400/120 kV 
power transformer not equipped with forced cooling system, 

with rated output of 350 MVA

„  , .. • Percent noise
С • , ™  t u • i , r ■ A T  reduction costsSerial The technical solution of noise А-weighted related to the cost 

number reduction sound power of the standard
level in dB desjgn

1 Optimal noise screening cell 20 6.9
2 Same as 1 except for no

screening at the bushings 18 6.6
3 Same as 2 except that the cover

plate is not covered by
absorbent lining either 14 5.7

4 Same as 3 except that the narrow
side the transformer is not 
covered by absorbent lining
either 8 5.0

According to a feasibility study conducted in FRG [89], the efficiency and cost of 
added noise reducing measures varies as shown in Table 10.1, for a given flux 
density and design.

If in the example illustrated in Table 10.1 not only a screening cell is used to 
cover the transformer casing but also the flux density is decreased simultaneously 
and the laminations are made of Hi-В sheets, then, plotting the costs of noise 
reduction against the decrease in iron loss due to the decreased flux density, i.e., 
against improvement in efficiency, we arrive at a truly informative diagram (Fig. 
10.9) The horizontal axis indicates the relative incremental cost AK. (By definition,

AK.%
Fig. 10.9. Reduction o f the noise of a 400/120 kV 

transformer with rated output of 350 MVA, not equipped 
with cooling system, as a function of the resultant incremental cost: 

a — standard design, b — case covered with absorbent lining, 
c — the same as (b), but Hi-В  laminations used
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AK=  resultant incremental cost/normal design cost). Two curves correspond to 
each design type, including normal design. The values of the dashed curve were 
determined by attributing an investment cost decrement of £300 to each decremem 
tal kilowatt of iron loss reduced by the decreased flux density. This decrement 
represents a decrease in power requirement from the power plant. The solid lines 
were drawn by taking £100 for the above parameter. If, for example, Hi-B 
laminations are used, the walls of the cell are covered with absorbent lining, and 
we want to realize a noise reduction of 14 dB, then (assuming an investment cost 
decrement of (200£/kW), we find the corresponding flux density value as 1.58 T 
which corresponds to an overall cost increment of 5.8 percent. Of course, an 
economic feasibility study should be made for each individual case, because the 
circumstances may not be the same in all respects. When analysing the economic 
ramifications of noise reduction, we should bear in mind that the concrete cost of 
noise reduction is charged to the investing company, while the recurrent operating 
cost savings due to the reduced losses appear in the balance of the operating 
organization.
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O F N O ISE  A N D  VIBRATIO N PH EN O M EN A

11. M EA SUR IN G  N O ISE  A N D  VIBRATION  

PH E N O M E N A

11.1 General features

The measuring process comprises a series of different activities. First we 
set the target of the measurement, then we work out the most appropriate 
procedure and select adequate measuring tools, and only at this point are we 
ready to start the measurement itself. The final phase is the processing of the results 
obtained. The determination of the measuring procedure and the selection of 
measuring tools may involve making some necessary preliminary measurements.

It is certain that the measurement itself requires the least time in the process 
outlined, although it is still generally believed that the measurement is the heart 
of the measuring process, and therefore usually insufficient time is allotted for 
preparation and evaluation. In such cases, the measurement is generally faulty, 
but this might not become apparent at all owing to the perfunctory evaluation. 
We should constantly bear in mind that even results obtained with up-to-date 
techniques and computerized instruments must be evaluated and processed to 
determine if they are faulty or not.

Setting the target of measurement tends to cause problems of increasing im­
portance. This target is frequently set by an engineer who is expert in measuring 
techniques, rather than an expert in the object to be measured. In other words, 
if we want to identify operating troubles on the basis of the noise spectrum of an 
electric motor, then only engineers who know the operation of electric motors can 
set the targets of measurement. Now, it is true that their requests must be translated 
into the language of measurement techniques and, in turn, the results must be 
converted into the language they understand, otherwise the costly measurements 
turn out to be useless.

To sum up, measuring activities require the cooperation of an interdisciplinary 
team. In this team, the experts of measuring instruments and procedures are 
permanent members, while the engineers setting the target and evaluating the 
results change as the object of measurement changes. The two former functions, 
i.e., the procedure and the equipment, are normally not separated, although the 
jobs of the two engineers are completely different. The first selects the procedure 
that best matches the target, based on an estimation of the physical properties
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the signals to be measured might reveal, or on actual preliminary measurements 
of these properties. It is the engineers’ responsibility to determine the limits of 
applicability of the procedure selected, and to carry out the preliminary error 
analysis. It is a frequently overlooked fact that the measuring procedure itself 
has an inherent error and this absolute error limit cannot be improved even by 
the best instruments available of the subject kind. The only way to improve on 
such a limit is to select another procedure with lower inherent error. It is also the 
job of the first engineer to make preliminary evaluation of the results obtained and 
to check the accuracy of the estimated error. The second engineer selects the 
measuring instrument or system to meet the accuracy and functional requirements 
set out in the procedure. The engineer is the one who sets up the measurement, 
checks if the selected instruments comply with the specifications and makes sure 
that the whole measuring system operates as required.

Of course, the functions and responsibilities outlined above cannot be separated 
categorically. To be able to carry out their work successfully, the members of the 
team should know and understand each other’s work.

In the case of vibroacoustic measurements, the well-known triad of questions 
arises: what to measure, how to measure and by what means? To answer these 
questions correctly, first we have to see the purpose of the measurement clearly. 
We can talk about informative research and qualification measurements according 
to standards, and within each group we have accurate, technical and indicative 
types according to the accuracy level of the measurement. In the case of the latter 
standard qualification measurements, most standards clearly specify which physical 
quantities to measure, while the available equipment and the local circumstances 
normally determine the procedure to be applied, the instruments to be used and 
the accuracy to be obtained with the available instruments. In the case of measure­
ments of other purposes, the decisions are made by the engineer carrying out the 
measurement. Before he tries to answer the questions of how and by what means, 
he must examine the character of the physical quantity to be measured. The choices 
are as follows:

— single non-repeatable,
— single repeatable,
— periodic single,
— deterministically repetitive single,
— continuous phenomenon.

On the basis of time response, the phenomena can be constant or variable. The 
variation can be small, large, slow, fast or pulsed.

When the phenomenon to be measured has been properly assessed, we have 
to set up an adequate measuring system. The measuring system can be a special
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configuration of general-purpose or universal instruments or a single-purpose 
equipment. The signals flowing in the system can be analogue, digital or subject to 
multiple conversions during processing. The conditions under which the measure­
ment is to be carried out also affect the configuration of the measuring system. 
From this aspect, we may have laboratory measurements, factory measurements 
and special field measurements.

The selection of a proper measuring system for vibroacoustical measurements 
requires a thorough preliminary survey that takes many factors and aspects into 
account. Among the listed factors, we have mandatory ones which are technically 
essential for the accomplishment of the measurement. Another factor is economic 
in nature and serves to find the optimum of technical and economical aspects 
of the measurement. This is the point where numerous other considerations must 
be assessed with care. Our decision may be influenced by the available level of 
instrumentation, that is, we need only several supplementary items to be added 
to the existing equipment in order to be able to carry out the measurement con­
cerned, or we have to equip the laboratory with brand-new instruments or units. 
When substantial investment is involved, we depend on the available financial 
resources (investment capital).

The measuring instruments or their components may be connected in various 
configurations. There are two basic groups into which these configurations can be 
divided. The first contains the direct measuring techniques or, using a widely 
known computer term, on-line systems. These systems are characterized by a 
continuous signal flow between the primary detecting element and the displaying 
instrument, so the function of measurement and data processing are integral parts 
of the system. In most current cases, such a system comprises direct reading 
analogue or digital instruments, but it can be realized by on-line computers as 
well. The second group contains the indirect measuring techniques or, again using 
a computer term, off-line systems. In these systems, the signal flow is broken by 
an analogue or digital storage facility (memory unit) placed between the primary 
detecting element and the displaying unit. This storage separates the actual 
measuring from processing, in both time and space.

Many factors determine which measuring technique to use. One of them may 
be the existing conditions at the research centre where the measurements are to 
be carried out, the other is the ever present economic factor, since if the data 
processing system is much faster than the measuring part of the system because 
of the microprocessor or computer used, then more measuring units may be 
connected to the data processing unit. In such systems, the application of indirect 
configurations is, of course, the most appropriate choice. The third factor could 
be the target or purpose of the measurement. Now let us discuss in more detail 
the relationships which can be established between the fields or purposes of the
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measurement and the direct or indirect types of measuring technique to be applied.
The direct measuring technique provides the real-time value of the vibroacous- 

tical signal being measured. This feature may be necessary in the following tests 
or fields of research:

(1) Medical or physiological examinations
In most cases, the doctor or physiologist conducting the examination must see 
the immediate response of the patient to various vibroacoustical stimuli. It is 
necessary to see the values of the vibroacoustical parameters and their effect 
simultaneously. The researcher must sense the immediate physiological or psy­
chological responses induced by the individual parameters. The observations 
involved can be deduced from the words or behaviour of the patient, which can 
hardly be recorded by means of objective measuring instruments. Of course, the 
physiological effects that can be measured must be measured and recorded, but 
this work expectedly falls within the scope of indirect measuring techniques.

(2) Safety hazard tests on the installation site
Instruments should indicate immediately if there is any hazard that could be 
directly or indirectly harmful to humans. This hazard can be either noise or 
vibration.

(3) Preliminary checks
Preliminary checks made by direct reading instruments serve to determine if there 
is any harmful noise or vibration that warrants a detailed investigation to be 
initiated and carried out by means of indirect types of measuring technique.

(4) Comparative tests
These tests involve real-time comparison of test items at different locations or 
within the same area.

The instruments used for the above purposes should be portable with simple 
operation. The present state of microprocessor technology makes this objective 
feasible. It is a basic requirement that these instruments must display the value 
of the quantities concerned without delay, and therefore the built-in microprocessor 
calculates and displays the measured values straight away or stores them tem­
porarily to allow recording at the end of the measurement.

The basic function of direct measurement is the quick determination of the most 
important, decisive characteristics of vibroacoustical phenomena.

Indirect measuring techniques are used mostly in the following fields:

(1) Physiological examination of hazardous noises and vibrations are harmful 
to human beings. As we outlined above, doctors frequently need a direct type of 
measuring instrument that displays the measured values at once, because this is 
the only way to identify the physiological and psychological effects. In addition, 
however, it is interesting to determine the effects of various noise and vibration
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parameters or their changes on the human constitution, e.g. in terms of the follow­
ing physiological parameters and their changes: blood pressure, pulse rate, blood? 
sugar level, vasoconstriction, skin contraction, perspiration, certain reflex re? 
sponses, etc. The main characteristics should be stored for the time of the measure­
ment and further for future use. The time required to process the physiological 
data and to convert them to proper electrical signals is usually so long that it does 
not allow real-time display, and so provision must be made for storage and com­
puter processing of the corresponding values of noise, vibration and physiological 
parameters.

(2) It is worthwhile preparing computer programs for analysing relations 
between the vibroacoustic parameters, and their changes, and the physiological 
effects induced by them. It is also worthwhile plotting the results in a diagram to 
facilitate comprehension. This kind of data processing requires an indirect method.

(3) The use of indirect measuring techniques is beneficial when the test must be 
repeated a large number of time in order that statistically correct results be ob­
tained. On the one hand, the same individual must be subjected to the test of noise 
and vibration effects in different parts of the day or under different external 
influence (e.g., weather fronts). On the other hand, many individuals must be 
subjected to the same test and the correct resultant of the physiological reactions 
must be determined. This requires computerized data processing, which means 
an indirect method.

(4) The main target of vibroacoustic testing is not only the determination of the 
effects of noise and vibration, but also their elimination. Physiological examina­
tions reveal the harmful vibroacoustic parameters. Then we have to analyse the 
noises and vibrations for the physical phenomena that give rise to them. On the 
basis of this analysis, the sources can be identified, at least partially. Since the 
tests require detailed analysis, high-capacity computers should be used. The 
analysis of the measured and stored signals is done by off-line processing with 
special computer programs.

The measuring system to be used for vibroacoustic measurements must satisfy 
the following functional requirements:

— sensing and signal conversion,
— signal shaping, with single or double integration, if necessary, amplification,
— spectral information on the signal,
— magnitude information on the signal,
— signal recording.

The last four requirements refer to the processing phase and their order of 
sequence may change depending on the nature of the measuring system.
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11.2 Development o f noise and vibration measuring systems

First of all simple noise and vibration measuring instruments appeared, which 
generally characterized the physical quantity to be measured with a single value, 
and they were used for the measurement of weighted levels. During development, 
various supplementary units were added to the basic noise measuring in­
strument to allow the accomplishment of sophisticated functions, like spectrum 
analysis. The birth of microprocessors and digital techniques resulted in certain 
standardization trends which culminated in the appearance of ultraspecialized 
instruments. However, this was not the end. The everyday reality proved to be 
far more complicated than could be handled by a single instrument, however 
marvellous it was. The next stage and, at the same time, the present stage of 
development is the application of general-purpose elements, memory units and 
computers to provide new measuring functions. The instrument of the future is 
again a compact unit, but owing to the simplified design and operation of micro­
processor-based computers and memory units, these compact instruments can 
combine the advantages of a measuring instrument and a sophisticated computer 
system so that the resultant intelligent instrument is easily reprogrammable for 
a given task, matching the actual requirements with surprising versatility.

When setting up a vibration or noise measuring system, we should always bear 
in mind that the terminal point in terms of evaluation and interpretation is the 
user, who is a human being. Human sense organs, the eyes, the ears and the brain, 
are capable of receiving only a limited amount of data at a limited rate. In the 
beginning, the information rate of measuring instruments lay far behind human 
capability, in terms of both quantity and rate. Today, if we collect all the data 
and information provided by the measuring systems, we are simply unable to 
understand and use them. Think of a moderately sophisticated and moderately 
fast real-time analyser which measures 40 spectra each second. If  we store this 
information in some memory device on mass storage media and slowly read the 
data for evaluation, the time required for processing is incredibly long. Users of 
the up-to-date powerful and fast instruments frequently encounter a situation 
when most of the information gained from the instrument is lost, owing to the 
substantial difference between the conprehensive capability of the human brain 
and the information rate of modern devices. In such a situation, expertise and 
self-control are essential traits allowing the selection of the most important in­
formation types, ignoring all the rest.

A further step in the development process is seen when the designers of a 
complicated measuring system incorporate several data processing and evaluating 
programs in the system as integral parts, providing for data selection and reduce 
tion. This way, a kind of balance can be achieved between the human comprehen­
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sion rate and the information rate of the measuring system. At this point, however, 
we face one of today’s gravest problems. Operators of the measuring equipment 
become mechanical figures pushing buttons just as they were trained to do, since 
the data processing and evaluation is done by the built-in programs of the equip­
ment, so the complete noise and vibration measuring technique is in the hands of 
instrument manufacturing brain trusts. This danger might be avoided if future 
development takes the direction of versatile programmable microprocessor-based 
measuring systems, as mentioned above.

11.3 The sensor used for vibration measurement

For machine vibration measurement, purely mechanical instruments were used 
in the past. These instruments measured the vibrational displacement. Owing to 
their nature, they could measure only small-amplitude low-frequency vibrations, 
and also reacted on the system to be measured because of their considerable mass. 
As the development of measuring technique made it possible, these instruments 
went out of fashion.

According to the requirements of the modern measuring technique and, in 
particular, the modern signal processing technique, we try to convert the mechanic 
cal signal into an electrical signal as soon as possible also in the field of vibration 
measurement, since there has been an immense development in the measuring 
technique of electrical signals for several decades. We intend to use such sensing 
element in which the mechanical-electrical transducer is an integral part.

As is well known, the vibrating body is in motion. As motion in general is 
essentially a relative phenomenon, the sensing of motion must be essentially 
relative as well. Depending on the reference to which the motion of the machine 
or machine part to be measured is related, we have two different measuring 
methods.

In the non-contact vibration measurement, the sensor is fixed to a body con­
sidered motionless in the surroundings of the vibrating machine. If  the distance 
between this “fixed” vibration detecting element and the vibrating body changes, 
it is considered to be due to the motion of the vibrating body. This hypothesis, on 
which the non-contact vibration measurement is based, readily implies one very 
serious deficiency of this method, namely, it is impossible to find an absolutely 
motionless point close to the vibrating machine to be tested. In certain cases, 
however, the non-contact method is the only applicable way to measure vibration. 
(We discuss this in detail in Section 12.3.) Furthermore, this method is used when 
direct contact should be avoided for whatever reason (e.g., safety, technical, or 
because of the small mass of the object being measured).
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There are two kinds of non-contact transducer in general use: electrodynamic 
and capacitive transducers. Their other deficiency, apart from that mentioned 
above, is that they are extremely sensitive to the surface finish, material and paint 
coat of the vibrating body, and also to magnetic disturbances and changes in air 
permittivity. Also, the relationship between the output signal of these transducers 
and the displacement of the vibrating body is non-linear. We should note that 
the non-contact transducers sense displacement, so the other two vibration 
characteristics, namely, the vibration velocity and the vibration acceleration 
cannot in practice be measured with them. Although in theory it is possible to 
produce signals proportional to the vibration velocity and acceleration, by de­
termining the first and second derivatives of the time function of displacement 
with respect to time, unfortunately the signal noise and fluctuation content 
of the measured signal would turn out to be misleading because of the deriva­
tion—but would even get special emphasis. (This error does not manifest itself 
when the signal is integrated.)

The second group of vibration -measuring transducers includes the so-called 
contact transducers. In this case, the transducer is directly and rigidly fixed to the 
vibrating body. The commonest type of contact transducer, the piezoelectric 
transducer, consists of three basic parts. One part, which is normally called the 
housing and is hollow, is rigidly fixed to the vibrating body in order to follow its 
movements in all respects. An inertial mass m is placed within the housing, coupled 
with a piezoelectric crystal in compression or shear. There is no direct mechanical 
coupling between the inertial mass and the housing. If the vibratory motion of 
the vibrating body and the housing attached to it is characterized by an accelera ? 
tion a, then the inertial mass m exerts a force of magnitude та on the crystal which 
gives rise to a piezoelectric signal proportional to the force and the acceleration, 
the mass m being constant. This type of sensor is also called an absolute vibration 
sensor. This signal, which is proportional to the vibration acceleration, can be 
integrated once or twice by means of simple circuits to produce a signal propor= 
tional to the vibration velocity or vibration displacement, respectively. Another 
advantage of these piezoelectric acceleration sensors is their low mass. Their 
sensitivity allows their application in the range from several mm s-2 to several 
ten thousand m s-2, and their frequency response is linear over a wide range, 
constant in time and insensitive to environmental effects.

Figure 11.1 illustrates the construction of two different kinds of piezoelectric 
accelerometer sensor. The classic design is the compression type (b), while in the 
other solution a shearing force acts on the crystal (a). The latter called “Delta 
Sheer” can be much more sensitive than the compression type.

The housing of the accelerometer, the piezoelectric element, the inertial 
mass and the other ancillary parts constitute a vibratory system characterized by
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а) Ы
Fig. 11.1. Two types of general-purpose accelerometers: (a) shear-type, (b) compression type

a mechanical natural frequency. If the frequency of the measured vibration is 
equal or close to this natural frequency, then the output signal of the accelerom? 
eter is not proportional to the exciting vibration because of the resonance that 
develops. Figure 11.2 shows the typical frequency response of a piezoelectric 
accelerometer. The curve clearly shows the frequency range where the sensi? 
tivity is constant. The upper limit of this range is at one third the natural frequency 
/ res of the sensor. The typical natural frequency of standard accelerometer is 
about 25 kHz.

Fig. 11.2. The frequency response of the sensitivity of piezoelectric accelerometers

The piezoelectric accelerometer should be brought into contact with the 
vibrating body. There are various methods of fixation, which are illustrated in 
Fig. 11.3. The best is that which employs a stud bolt. Beeswax or even epoxy resin 
gluing is also very good. The quality of fixation depends on how much the fixation
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Fig. 11.3. Methods of fixation for accelerometers. The ratio of the mechanical natural 
frequency / ' res of the system comprising the fixing element and the accelerometer to the natu­

ral freq u en cy ^  o f the transducer in the various cases:

fixation a b o d e  f
f ' t j f t e s 1 0 0.98 0.96 0.95 028  0.07

modifies the natural frequency of the transducer. The methods of fixation shown 
in Figs 11.3a, b, c and d do not alter the operating frequency range of the 
transducer in practice. A fast method for attaching the sensor to bodies made of 
magnetizable material, like most electrical machines, is the magnetic mounting 
shown in Fig. 11.3e. Of course, this latter solution does not provide a mecham 
ical coupling as good as a bolted mounting, so the operating frequency range 
of the sensor is reduced to less than one third. For standard transducers, this 
range still gives a relatively high cut-off frequency (about 2 to 3 kHz) that meets 
the requirements of standard vibration measurements.

Feeler mounting is acceptable only up to 600 Hz. When the measuring system 
is set up, due attention must be paid to avoid the formation of a ground loop 
through the sensor housing and the ground wire of the signal cable, since the 
ground current flowing through the instrument would invalidate the results of 
the measurement. A good solution is the application of an insulated bolt and an 
insulating disk under the sensor, as shown in Fig. 11.3c.

Care must be taken to ensure that the mass of the transducer used for the 
measurement is much smaller than that of the body measured, otherwise the
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mass of the transducer would influence the results by modifying the amplitude 
and frequency of the vibration. If the mass of the accelerometer exceeds 10 per­
cent of the mass of the body to be tested, then the correction shown below should 
be applied to the measured value of vibration acceleration and frequency, as 
given by eqns (11.1) and (11.2), respectively, to obtain true figures by spectrum 
analysis of the measured signal:

ms+ma
>n„

( 11.1)

where am — the measured vibration acceleration together with the accelerometer 
attached to the body,

as — the true vibration acceleration of the tested body without the accele­
rometer,

ma — the mass of the accelerometer, 
ms — the mass of the tested body,

fs=fn {
m +m a

( 11.2)

where f m — the frequency of the signal measured by the accelerometer,
f s — the vibrational frequency of the body without the accelerometer.

Now we arrived at the point where we can stop talking about the special char­
acteristic of the vibration measurement and start to apply general methods of 
electrical signal processing.

The output signal of the piezoelectric crystal, that is, the potential difference 
across the crystal armatures, is directly proportional to the acceleration of the 
transducer housing and, consequently, to that of the vibrating body. This signal, 
however, is very small, and so it must be amplified. There are two general types 
of pre-amplifier used for this purpose. The output voltage of voltage amplifiers is 
proportional to the input voltage. Their construction is simple, and they are 
relatively cheap, but, especially at low frequencies, they are very sensitive to the 
resistance and capacitance of the cable connecting the sensor with the pre-amplifier.

The other type is called a charge amplifier. Here the output voltage is pro­
portional to the charge on the sensor. This pre-amplifier is more expensive than 
the other type, but it is insensitive to the cable impedance, so we can use longer 
cables to connect the sensor with the amplifier and the pre-amplifier may be 
located further away from the vibrating body tested. At the same time, the pre­
amplifier serves as an impedance transformer, matching the sensor with the 
instrument following the amplifier. Figure 11.4 shows the equivalent circuit to 
the system comprising the accelerometer, signal cable and charge amplifier.

The old, mainly mechanical engineering, standards specified the measurement
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Fig. 11.4. Equivalent circuit o f the accelerometer, the cable 
and the charge amplifier: U0 — output voltage of the pre-amplifier, 

qa — accumulated charge, A — gain, Upa — input voltage 
of the pre-amplifier, Ca — capacitance of the accelerometer,

Cc — capacitance of the connecting cable, Cpa— input capacitance 
of the pre-amplifier, Cy— feedback capacitance

of vibrational displacement (or, incorrectly used the word, amplitude) within the 
scope of possibilities provided by the available, purely mechanical, instruments 
of those days. Recently, vibration of the machine has been characterized by the 
vibration velocity or its r.m.s. value. The national and international standards 
effective today equally follow this principle, basically for the following reasons:

— From the three vibration characteristics, acceleration, velocity and displace­
ment, the vibration velocity is related linearly to the subjective sensation of vi­
bration intensity, independently of frequency.

-— It is the vibration velocity with which the kinetic energy of the vibrating 
body is in closest relation. A given energy content corresponds to a given vibration 
velocity, while the acceleration signal enhances the importance of high-frequency 
components and the displacement signal, the low-frequency ones (Fig. 11.5).

— The vibration velocity that corresponds to a given vibrational energy is not 
dependent on the frequency. This means that if we set a limit to the vibrational

Fig. 11.5. The interrelations of vibration acceleration, 
velocity and displacement as a function o f frequency
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energy, we also set a limit to the vibration velocity owing to the unique relationship 
between vibrational energy and velocity.

— The vibration components commonest in electrical machines and other 
rotating equipment can be studied on the basis of the spectrum analysis of vibration 
velocity, since this choice provides the best opportunities for taking advantage of 
the dynamics of sensitivity that characterize the measuring system, over the widest 
frequency range.

11.4 The sensor used in noise measurement

In the previous section, discussing vibration measurement, we stated that only 
the transducer, usually accelerometer, is a special element connected with the 
vibration measurement. All the other components (e.g., amplifier, filter, r.m.s. 
circuit, indicating instrument, memory, etc.) are general electrical signal con 
ditioning and processing elements. If we compare the measuring systems used 
for vibration and noise measuring, we find that the only substantial difference is 
between the sensors used. In noise measurements today, a condenser micro: 
phone will be used, and the frequency range of the filters is naturally different, 
because the acoustic frequency range of interest is not the same for noise mea­
surements as for mechanical vibration measurements. Even this latter difference 
is eliminated when the structure rborne noise is measured by means of a vibration 
pick up.

In modern noise measuring instruments condenser microphones are employed 
because of their numerous advantages. The transfer characteristics of condenser 
microphones are constant over a relatively wide frequency and dynamic range. 
These features are retained for a long time and are relatively insensitive to environ: 
mental interferences like humidity, magnetic field, etc. Calibration is easy, the size 
of the microphones is small. The construction of condenser microphones is 
shown in Fig. 11.6. The microphone contains two armatures, one of them is a 
diaphragm, the other is rigidly fixed in the housing, providing a capacitor structure. 
If this capacitor is charged, any deformation of the diaphragm will result in a 
change of voltage owing to the change of capacitance. As we see, the consender 
microphones require a bias voltage for their operation, supplied by the pre: 
amplifier.

The commonest standard microphone diameters are 1", 1/2", 1/4" or 1/8". As 
the diameter decreases, so does the conversion sensitivity (mV/Ра), but the working 
frequency range in turn increases.

The frequency range of 1" microphones is the audible range (with upper cut-off 
frequency of about 20 kHz), which is appropriate for the analysis of steady:State
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Fig. 11.6. The construction o f a condenser microphone

noises. If, however, we want to study transient or, by any chance, pulsed noises, 
then we have to raise the upper limiting frequency further to allow high slew rates 
(which means high frequency) to follow the pressure pulses closely. The working 
frequency range of 1/8" microphones can be as high as 140 kHz. We should note 
that consender microphones measure pressure, which is a scalar quantity.

The means of presenting information related to the frequency characteristics of 
vibroacoustic signals can be defined by taking many aspects into consideration. 
First we need to consider the purpose of the measurement. If the vibration measure - 
ment is aimed at the standard qualification of the machine in terms of vibrations 
or at testing the machine for certain characteristics, then we present the required 
information in the form of a single value. The standards relevant to vibration 
measurements of machines accept the resultant r.m.s. vibration velocity of com­
ponents within the frequency range 10 to 1000 Hz as a single-value characteristic. 
This value is produced by allowing the electrical signal, which is proportional to 
the vibration velocity, through a wide-band filter of lower and upper cut-off 
frequencies of 10 Hz and 1000 Hz, respectively. Thus the components within the 
transmission band of the filter are not attenuated in practice, with a tolerance 
specified for the vibration measuring instrument by the relevant standards, while

11.5 Analogue methods o f spectrum analysis

11.5.1 Weighting filters



11.5 Analogue methods of spectrum analysis 173

the components outside the range limited by the cut-off frequencies are attenuated 
with a slope also specified by standards.

As accepted internationally, the so-called А-weighting filter is used for testing 
electrical machines and other mechanical noise sources. This weighting filter 
(normally placed between the pre-amplifier and the final amplifier of the measuring 
system) simulates the average frequency response of the human ear in the neigh­
bourhood of the commonest sound pressure levels of 60 to 90 dB. The A-weighting 
network is a band-pass filter with cut-off frequencies (that correspond to an 
attenuation of 3 dB) in the neighbourhood of 700 Hz and 10.000 Hz. The use of 
А-weighting filters is beneficial in allowing quick determination of the single value 
that represents the noise level, in most cases in close correspondence with the 
subjective human sensation of hearing. It is disadvantageous, however, that the 
results may differ from the human ear response at low and high sound pressure 
levels and we do not obtain any information on the individual noise components 
and their frequencies. From a noise nuisance point of view, it is not the same when 
the given sound pressure level in А-weighting is the resultant of broad-band hissing 
noise or we hear a pure tone at a well defined frequency. In many cases, the 
spectrum analysis is beneficial even in qualification type of measurements, while 
definitely, essential in research.

The frequency response of А -weighting filters is illustrated in Fig. 11.7 together 
with the frequency response of so-called В-weighting and C-weighting filters. 
The sensitivity of the human ear improves at lower frequencies at higher sound 
pressure levels, so the В-weighting and C-weighting filters better simulate the 
human hearing in this range. To allow comparison, the relevant standards specify 
the use of А-weighting filters at all sound pressure levels for the testing of mechan­
ical noise sources.

Fig. 11. 7. Frequency response of weighting filter attenuations
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11.5.2 Band filters

We are frequently eager to know what components make up the vibration or 
noise of the machine tested. In such a case, a spectrum analysis is carried out. 
The objective of this analysis is to determine the frequency and amplitude of each 
component. In the past, and in many cases even today, an analogue frequency 
analyser is used as part of the measuring system. The electrical signal, which is 
proportional to the vibration or noise, passes through a filter system. Each band= 
pass filter within this system (Fig. 11.8) is characterized by an upper and a lower

Fig. 11.8. The typical frequency response of band-pass filters

cuToff frequency (/„ and f ,  respectively) limiting the pass-band, where the signal 
passes through practically unaltered, while for components with frequencies below 
f i  or above f u the attenuation is strong. The centre frequency f c is defined as the 
geometric mean of the upper and lower cut-off frequencies, that is, f c= í f ;f u.

In industrial practice, the constant percentage or constant relative bandwidth 
analysis is used most frequently. This means that the following relationship 
applies to any z'th band: /„,,7/i, —constant. Constant percentage analysis is 
feasible in two ways: first, using a set of filters with standardized centre frequencies 
f Ci i or, secondly, using a single variable-frequency filter whose centre frequency f c 
can be tuned continuously. The spectrum analyser with fixed centre frequency 
contains as many band-pass filters as there are bands to be used in the measure^ 
ment. The transmission bands of the filters cover continuously the whole frequency 
range to be analysed, with For simple applications, the ratio of the
upper cut-off frequency to the lower cut-off frequency equals 2 for each band, 
that is, / „ , / / / , ,—2= fcJ f cJ _ x. This analysis is called octave-band analysis. 
A more detailed picture of the ̂ spectrum is obtained from the one-third-octave=
band analysis, where Д  ,/Д .= V2=/c> Jfc < v

The band centre frequencies are specified by international standards. The 
constant percentage fixed-centre-frequency filters normally satisfy the analysis
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requirements of factory measurements, although the bandwidth of the in­
dividual filters increases with increasing frequency, the discrete frequencies of 
vibration components of electrical machines are also becoming more and more 
separated as the frequency increases. The absolute bandwidth that increases with 
increasing frequency at the same time facilitates the economic execution of the 
measurement, since the analyser quickly runs through the high-frequency range 
that contains only a few components. The frequency spectrum obtained by fixed - 
centre-frequency constant-bandwidth frequency analysis looks like a histogram in 
that we cannot separate the individual components, if any, within a given band, 
because the measurement made through a given band-pass filter yields the resultant 
r.m.s. value of vibration components within the frequency range f t , to

The international standards specify the following centre frequencies for octave- 
band analysis: 16,31.5,63,125,250,500,1000,2000,4000, 8000 Hz. For one-third- 
octave-band analysis, the standardized centre frequencies are 10, 12.5, 16, 20, 25, 
31.5, 40, 50, 63, 80, 100, 125, 160, 200, 250, 315, 400, 500, 630, 800, 1000, 1250, 
1600, 2000, 2500, 3150, 4000, 5000, 6300, 8000, 10 000 Hz. In the case of octave- 
band filters, the upper and lower cut-off frequencies may be obtained by multiply­
ing and dividing the band centre frequency f c by Í2, respectively. For one-third-6_
octave-band analysis, the factor to be used is Yl.

The constant percentage filters with continuously variable centre frequency 
provide a more accurate picture of the dominant vibration components, their 
frequencies and magnitude. The highest usual value of f j f ,  is 1.23 (which means 
that the resolution of the oneThird-octave-band analysis is 23 percent), and drops 
as low as 1.01 (1 percent) in the case of precision filters. This resolution is sufficient 
even for the most delicate operating requirements. The frequency spectrum drawn 
by a constant percentage filter with continuously variable centre frequency is a 
continuous curve with local maxima and minima, where the loci of maxima give 
the frequencies of the individual vibration components, while the peak values give 
the magnitudes. A flat peak and the moderate slope of rising and faffing edges 
indicate that the resolution is not enough, and more than one components are 
merged into a single local maximum.

If the bandwidth is decreased too much, the analysis time becomes unacceptably 
long, despite the more accurate results yielded. On the one hand, the drawing 
and reading of the numerous components take too much time, and on the other 
hand, the filters themselves pose a new problem. When the signal to be analysed 
is applied to a filter network, it takes a certain time before the steady-state condition 
is achieved in the network. This is called the response time of the filter, and we 
must ensure that the signal is applied to the filter for at least this long. The response 
time increases proportionally with the decreasing bandwidth of the band-pass
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filter. The accuracy of the measurement is acceptable, if the following relation is 
observed:

( L - f , ) T ^ K ,  (11.3)

where T  is the time during which the signal is applied to a given filter. For harmonic 
signals, K=  1, for combined signals, 10, depending on the analysis method
and the applied trigonometric function. Higher values of К  correspond to more 
accurate results. When deterministic signals are tested, the test time should be 
at least 3 to 5 times the cycle time of the lowest-frequency component tested.

If more accurate analysis is required than that provided by a factory test, and 
it is necessary to separate components that are very close to each other, then a 
constant absolute bandwidth (or heterodyne) analyser should be used with con­
tinuously variable centre frequency. In this case constant. The results
obtained are accurate, but the measuring time increases considerably.

Above all, there is one thing we must be cautious with when using the analogue 
analysers discussed above. The spectrum obtained by analysis of the noise or 
vibration signal reflects reality only if the signal is continuous in time with constant 
magnitude. Otherwise, in view of the essentially finite speed of the analysis, it is 
not the same signal that is applied to the input of the individual filters owing to 
the changes in the signal, and consequently the various components of the spectrum 
correspond to different signals. This problem can be solved only with digital 
technology that cuts analysis time substantially.

11.5.3 The realization of an analogue frequency analysis

The classic method of determining the components of an electrical signal is 
leading the signal through filters with various pass-bands and measuring or record­
ing the output signals. The result is the amplitude distribution of the tested signal 
as a function of frequency, or the power spectrum, if a squaring circuit is in; 
corporated in the instrument. The frequencies of the band-pass filters may be 
determined by one of the following methods.

When the signal is switched from filter to filter of different fixed band centre 
frequency and the output signals are evaluated and recorded individually, the 
method is called step-by-step filter switching. The resolution achieved with this 
method is practically the one-third-octave-band level, because the increase in 
the number of filters applied means a more expensive instrument and the analysis 
time would be unacceptably long.

The tuned filter method is used mostly for narrow-band analysis so that the 
signal is fed to the input of the filter and the components are measured and
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recorded at the output by continuously tuning the filter over the selected frequency 
range (e.g., one decade). The filter itself can be the constant percentage or constant 
absolute bandwidth type.

The two former methods are suitable only for analysing signals that are constant 
in time, since if the signal changed, we would measure different signals at different 
frequencies. In real-time parallel analysis, the signal to be measured is fed simul­
taneously to the input of all filters with centre frequencies of interest, and the 
output signals are also read and recorded simultaneously. This is one of the fast 
analysis methods. From our previous discussion, we see that this method is 
suitable only for one-third-octave-band analysis at reasonable costs.

T i m e - l a p s e  un it T u n e d  a n a ly s e r  D ig ita l c o n v e r t e r

Fig. 11.9. Real-time parallel analyser: Fi —  low-pass filter, AD  — analogue-to-digital converter, 
M  —- recirculation memory, Q — clock, DA —  digital-to-analogue converter, G — voltage- 
controlled generator, X  — mixer, F2 — filter, E  — measuring instrument, A — averaging network

The time-lapse method (Fig. 11.9). From eqn. (11.3), we see that T  can be 
reduced only if the bandwidth is increased without impairing the selectivity (re­
solution) of the measurement. These limitations can be circumvented by recording 
first the signal to be measured, then playing it back N  times faster and applying 
this time-lapsed signal to the input of appropriate filters. Now the individual 
components will appear at frequencies N  times higher, and T  can be reduced by a 
factor of N  by increasing the bandwidth by the same factor, while the original 
selectivity is maintained. Recording and playback is feasible with a magnetic 
tape unit, but the maximum speeding is only of the order of ten. A much better 
solution arises when the signal to be tested or its time sample is stored in a digital 
memory unit, because we can retrieve it at a rate of several thousand times the 
original speed.

Let us consider the special case when the factor of speeding equals the number 
of components to be identified. From the relation

T ~ N ( f u- f , ) ^ K ,

we find that the bandwidth has increased by a factor of N, while T  has decreased 
by the same factor. This means that the time required to complete the analysis of
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N  components equals the time required to measure only one component of the 
original signal without the time-lapse effect. If the time of recording is longer than 
T, then, by applying two memory units, the signal or the samples taken from the 
signal may be analysed continuously. The sampling frequency, f s, of course, should 
match these requirements as well. The other condition to be observed in selecting 
f s is the well-known rule, namely that f s should be at least three times the frequency 
of the highest-frequency component to be analysed. In the commonest practical 
solutions, the time-lapsed signal is reconverted to an analogue signal to be analysed 
by the tuned filter method, tuning the filter centre frequency synchronously with 
the rate of playback.

11.6 Measuring and recording the magnitude o f the 
processed signal

Before the filtered signal is fed to the processing network, it is generally subjected 
to amplification. There are various types of processing networks:

— r.m.s. circuit,
— averaging circuit,
— peak value indicator,
— pulse indicator,
— equivalent value calculator. *

The processing network is usually followed by an indicating instrument to 
facilitate the reading of the measured vibration value on a linear or logarithmic 
scale.

* Note: For signals of long duration and changing magnitude, a so-called equivalent value is 
defined as in eqn. (11.4), which is simply the effective value taken for the long duration. (Note that 
the integration time in eqns (1.6) and (1.8) was equal to the cycle time.)

For vibration velocity:

«>«,= ]A  /  A t )  di, (11.4a)

о
where r is the total measuring time and v(i) is time function of the mean vibration velocity.

For sound pressure level:
Г

£-£<,= 10 log J  1001L, díj , (11.4b)

0

where L(t) is the time function of the sound pressure level.
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The signal may be recorded at the end of the measuring system after processing, 
but also right after the sensor, following the first amplification. The signal record­
ing at the end of the measuring system can be performed in many ways:

— manually, after visual reading,
— by means of a graphic level recorder,
— by digital or analogue memory.

Signal recording with a recorder usually means the application of a direct 
recorder working on the compensation principle. Here the paper feed rate is 
synchronized with the stepping rate or tuning rate of the filters by means of a 
flexible shaft or with electric pulses, and thus the spectrum is drawn directly on 
the paper scaled to frequency.

If it is expected that further processing will be required at a later date and at a 
different location, then the processed signal is stored in memory. This can be 
analogue equipment like a high-quality high-dynamic precision tape-recorder, or 
digital equipment or even punch tape following the conversion of the processed 
signal by means of an analogue digital converter. When the signal is stored, care 
must be taken to save all the important characteristic information of the measure­
ment in a clear-cut manner, including the measuring range, the parameters 
measured, the identification of the object measured, etc.

In many cases, the measuring system cannot be set up completely at the site of 
the measurement. The reasons can be technical, economical or other. In such 
cases, the measured signal is stored in a memory unit before processing, which 
takes place later, perhaps at a different place.

11.7 Frequency analysis by digital procedure

Time-lapse analysis is intermediate between analogue and digital analysers. Here 
the digital samples of the signal are speeded up, but the actual analysis is solved 
by tuned heterodyne filters. The application of digital filters and fast Fourier 
transformation (FFT) allowed the development of a new generation of analysers 
with fast operating and complex signal processing capability.

11.7.1 Real-time one-third-octave-band analysis

The application of digital filters allowed the construction of high-speed real-time 
analysers. A real-time analyser continuously samples the vibroacoustic signal to be 
tested through an analogue-to-digital converter. The series of samples obtained is
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analysed by digital filters and the spectrum components identified by the analysis 
are averaged. The main advantages of analysers based on digital filters over ana­
logue analysers are the following: an increase of about 10 dB in the dynamic range, 
high speed, linear averaging facility, considerable decrease in peak factor sensitivity 
owing to the digital r.m.s. circuit. Although digital band-pass filters with narrower 
bandwidth may be built, these instruments frequently determine only one-third- 
octave-band components in order to be able to compare the results with spectra 
obtained by other methods (e.g., analogue procedure) and to comply with 
certain code regulations. For similar reasons, the frequency scale of the spectrum 
is logarithmic. This method is not too suitable for the analysis of short signals. 
Furthermore, care must be taken to select the right averaging time, which can be 
varied over a very wide range, especially in relation to the measuring accuracy 
of low-frequency components.

11.7.2 Narrow-band analysis with FFT

The FFT -based narrow-band analysers generally determine 400 different spectrum 
components of constant bandwidth. The minimum length of the time signal that 
can be analysed and the largest frequency component, / max, are closely related, 
since the analysis is carried out on a specified number of time samples, normally 
1024(= 1 K).The sampling frequency, f s, in accordance with the theory of sampling, 
is at least twice, or more exactly 1024/400= 2.56 times the frequency of the highest 
component. The frequency spacing of the individual components is given by 
/ /  [2.56X 400] = / / 1024, which gives the frequency of the lowest component as well. 
The minimum length of the time signal, T, that can be analysed is simply determined 
in the following manner:

Tt= ~  1024=— 1 — 2 .5 6 x 4 0 0 = -^ - .
J s  £ . J O J  max J  max

Since the fast Fourier transformation (FFT) is applicable only to signals with zero 
leading and trailing end values, then, if this restriction is not a natural characteristic 
of the tested signal, the time samples must be weighted with the Gaussian or 
Hanning time window prior to processing. When transient signals are tested, we 
may omit the application of the weighting function in many cases, but then the 
whole signal must pass during the sampling.

Most FFT analysers can display the time function of the recorded signal on the 
screen, so we can ensure that the required condition is met (although the value of 
/max will be small, if the signal to be tested is long). This contradiction may be 
resolved by an external memory that allows the reading and testing of the signal
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in sections up to the required / max (in such a case the weighting functions might 
be needed). The r.m.s. values of the individual components are also produced 
digitally in FFT analysers, which reduces the peak value dependency substantially. 
Owing to the fact that linear averaging is also possible, which leaves the final value 
of the evaluation constant, it is possible to determine the resultant of spectrum 
components of signals analysed in sections.

11.7.3 High-resolution analysis with FFT

The operating principle of high-resolution analysers is basically identical to that 
of narrow-band analysers, but their memory capacity is ten times larger than 
that of the latter (i.e., 10 К  words). When the 10 К  time samples are analysed in 
ten 1 К  sections, the whole spectrum is broken down into 4000 components. 
Only 400 discrete spectrum lines can be displayed on the screen simultaneously, 
but any 40-component part of the spectrum can be produced at a resolution of 
400 lines, when tenfold frequency compression is used (ZOOM-FFT). A “sliding” 
time window (constant or Hanning-weighted) allows the generation of a 400-line 
spectrum of any part of 1 К  of the signal. This time window is continuously moved 
over the total 10 К  of the time sample (8 selectable scanning speeds) while the 
individual sections are displayed continuously on the screen. When the scanning 
is completed, the linearly summed 400-component spectrum is also at our disposal. 
This operation allows determination of the time function of any selected spectrum 
component. Some of the analysers can process the time samples not only as a 
function of time, but also as a function of an external control signal. This allows 
the generation of the individual components in terms of any external control 
signal.

11.7.4 Dual-channel FFT analysers

Tworchannel analysers operate in a dual processing mode, repeatedly evaluating 
the complex frequency spectra of signals applied to the input of the instrument 
and determining the relationship of the two signals from various aspects. These 
instruments generally comprise all the modes and facilities of high-resolution FFT 
analysers with the addition of higher accuracy and speed, and additional features 
regarding practically all parameters. The facility of dual processing provides for 
the determination of a diversity of relationships between the signals fed to the 
two channels or by parallel connection of the two channels (i.e. by multiple 
processing of a given signal). The functions include signal enhancement (the
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elimination of background noise from the time signal), envelope curve display, 
trajectory and transfer function generation, coherence identification. This multi­
tude of applications in function analysis allows the use of these instruments in 
every field of vibroacoustics.

An unquestionable advantage of digital frequency analysers is the high measur­
ing speed. This feature, however, gives rise to an unexpected problem. A digital 
frequency analyser can be compared to an infinitely quick and accurate snapshot. 
A snapshot, however, grasps only an instant of life, not necessarily the most char­
acteristic. The vibration of our machines can be uncertain, fluctuating. The digital 
analyser catches a glimpse of the phenomenon. On the other hand, analogue 
analysers owing to their slowness can average out minor changes. To retain the 
advantages of digital analysers but, at the same time, to reduce their deficiencies, 
sampling and analysis must be done continuously, as though to filming. This way, 
however, such an enormous mass of data is produced that on-line computer 
control and processing or built-in microprocessor are required to record and 
present them.



12. VIBRATION MEASUREMENTS ON ELECTRICAL 
MACHINES UNDER STEADY-STATE OPERATING

CONDITIONS

12.1 Basic regulations on standard vibration 
measurement and the evaluation of results

12.1.1 Contact vibration measurement

In contact vibration measurement, the absolute vibration of the machine surface 
is measured by a contact sensor. Usually, the piezoelectric accelerometer 
discussed in Section 11.3 is used and the signal proportional to the vibration 
velocity is obtained by integrating the output signal proportional to the vibration 
acceleration. We can say that the value of vibration velocity to be measured is a 
two-fold effective value. First we generate the effective value of the individual 
harmonic vibration components as given by eqn. ( 1 2 .1 ):

where v/e — the effective value of the fth harmonic vibration component,
Vj(t) — the instantaneous value of the fth harmonic vibration component, 

t — time,
T  — the duration of effective value generation.

And then we use the resultant r.m.s. value of harmonic components falling 
within the range 10 Hz to 1000 Hz, found as:

where t>rms — the resultant r.m.s. vibration velocity,
i ■— the fth component of harmonic vibration within the frequency 

range 10 Hz to 1000 Hz, 
n — the number of such components.

The r.m.s. value given by eqn. (12.2) is produced by means of a band-pass filter 
with cut-off frequencies of f t= 10 Hz and f u= 1000 Hz.

The product standards strive emphatically to isolate the machine mechanically 
from its environment and to ensure the reproducibility of the measurement by 
specifying the measuring conditions. It is obvious that these conditions are achieved

V i e =  | / ^ Г  j  v](t) át,
О

( 12 . 1)

( 12.2)
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in a variety of ways and to various degrees for different machine sizes. In the case 
of small and medium-sized machines, flexible mounting receives priority, isolating 
the machine from its surroundings by means of undertuned springs. For large 
machines, completely rigid mounting is better. Rigid mounting should be applied, 
of course, for small machines as well, if the vibration of a machine line is measured. 
In the case of flexible mounting, proper undertuning must be checked. The springs 
mounted machine or a machine placed on a flexible baseplate forming a vibrating 
system should have a resonance frequency lower than one quarter the number of 
revolutions of the rotating machine per second. This requirement is met if the 
static deformation of the elastic element remains within the range given by eqn.

where / — the unloaded length of the elastic element, mm,
Ő — the permanent change in length of the elastic element due to the weight 

of the machine, mm,
n — the r.p.m. of the machine tested in s-1.

The relevant product standards strictly specify the operating conditions during 
vibration measurement. For asynchronous motors, the vibration measurement is 
normally carried out under no-load condition, with the rated supply.

The number and location of measuring points are dependent on the type and 
design of the machine, but in general the points with high dynamic requirements 
should be selected, where the vibration is transferred to the surroundings. In the 
case of rotating electrical machines, important measuring points are the bearing 
planes and the points where the machine is coupled to its surroundings. Vibration 
is measured in three mutually orthogonal x, у  and z directions, as shown in Fig. 
1 2 . 1 , where the z axis always corresponds to the axis of rotation of the machine.

(12.3):

(12.3)

Fig. 12.1. The principal directions o f vibration measurement
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No international standard exists for the vibration measurement of transformers. 
In view of the fact that the architects want to know the vibrations generated and 
passed on by the transformer for the calculation of structure-borne sounds pro­
duced by the transformer, the same principles as discussed for the vibration of 
rotating machines must be applied for vibration measurements of transformers. 
The points where the vibration is transferred should be selected as measuring 
points.

Regarding emission standards relevant to vibration measurements, we should 
mention two problems related to the question of structure-borne sound discussed 
in Section 5.2. To determine the contribution to structure-borne sound generation 
of the electrical machine that serves as a power source and energy transformer in 
the mechanical unit, it is not sufficient to know the vibration velocity in the fre­
quency range 10 Hz to 1000 Hz, but we must expand the measurement to higher 
frequencies. For calculation of structure-borne sound generation, the acting 
forces should be measured as well, in order to be able to treat the electrical machine 
as a two-pole, a power source with internal impedance, applying Thevenin’s 
theorem on the basis of the mechanical-electrical analogy.

12.1.2 Evaluating the results of vibration measurements

From the point of view of the quality of vibration the qualification of the electric 
machine as a product is a typically single value qualification. This qualification is 
based on the vibration severity. The vibration severity of the machine is the 
maximum r.m.s. vibration velocity measured at selected measuring points. The 
various vibration grades are set out in standards based on international agree■■ 
ments (Table 12.1) so that an increase of 4 dB in vibration severity level within 
each grade corresponds to an absolute increase of 60 percent.

The various quality grades of rotating machines of different size and type are 
determined on the basis of Table 12.1, selecting limit values from there. This was 
the may we complied Table 12.2, which shows the vibrational quality grades of 
electrical rotating machines with rated speed of 600 min-1 to 6000 min-1 and 
axial height of 50 to 400 mm.
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Table 12.1. The limit values of vibration quality grades

Vibration quality grade

_ , , Limit values, mm s~ 1
Symbol ---------------------------------------------------------------- —— — -------

lower upper

0.11 0.112
0.18 0.112 0.18
0.28 0.18 0.28
0.45 0.28 0.45
0.71 0.45 0.71
1.12 0.71 1.12
1.8 1.12 1.8
2.8 1.8 2.8
4.5 2.8 4.5
7.1 4.5 7.1

11.2 7.1 11.2
18 11.2 18
28 18 28
45 28 45

_________ 71___________________  45 71

Table 12.2. The vibration quality grades of small- and medium-sized electrical 
rotating machines (as per ISO 2373)

Nominal Axial height, mm
s p e e d --------------------------------------------------------- -------------- -

Vibration quality , 56^Л_^132 j 132^Л<225 | 225</i<400
grade ">b --------------------------------------------------------------------------

-------------------- h, the permissible vibration severity
over up to in mm s_1

N,  Normal 10 60 1.8 2.8 4.5
R, Reduced vibration 10 30 0.71 1.12 1.8

30 60 1.12 1.8 2.8
S, Special ” 1 0  30 ”” Ö.45 0.71 1.12

30 60 0.71 1.12 1.8
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12.2 Vibration measurement o f rotating machine parts

The vibration measurement standards applied in everyday practice refer to the 
testing of mechanical vibrations measurable on the machine surface by contact 
transducers. However, we frequently encounter the situation, especially in large 
machines, when the bearing housing and the bearing bracket are rigidly mounted 
separately from the machine body. Consequently the mechanical vibration 
measurement on the surface of the bearing housing does not provide in-depth 
information on the vibration of the rotor (shaft). In such a case, the direct measure­
ment of the vibration of the rotating part (shaft) by means of a non-contact trans­
ducer is equally important in analytical, diagnostic and safety testing. As we saw 
in Section 11.3, non-contact transducers measure displacement, so the characteris­
tic quantity in the vibration of rotating shafts is always the vibrational displace­
ment. The output signal of the non-contact transducer is a relative quantity that 
gives the instantaneous position of the surface element of the shaft with respect to 
a stationary rigid bracket mounted on the bearing housing, or to the bearing 
housing itself. Of course, we can determine the absolute displacement of the 
rotating shaft by simultaneously measuring the relative displacement of the shaft 
with respect to the rigid clamping device mounted on the machine body (or bearing 
bracket) by means of a non-contact transducer and the absolute displacement of 
the clamping device with respect to the reference inertial system by means of, say, 
a contact transducer, such as a piezoelectric accelerometer. Double integration 
of the signal of the piezoelectric accelerometer and subtraction from the signal 
of the non-contact sensor, gives the absolute vibrational displacement of the 
rotating shaft.

The vibration measurement of the rotating shaft should be done generally in 
the frequency range mentioned in Section 12.1. We should remember, however, 
that many ultra-high power machines (like hydrogenerators) operate at low speed, 
and the measuring frequency range must include the rotational frequency of the 
shaft. The measured vibrational displacement values are highly dependent on the 
rigidity and design of the non-contact transducer clamping device, and therefore, 
in most cases, only the shaft vibration values taken by using the same clamping 
device can be compared directly.

It is advisable to measure the vibration of rotating shafts in two mutually 
perpendicular directions, i.e., vertically and horizontally. The measuring arrange­
ment shown in Fig. 12.2 allows measurement of both the absolute and relative 
shaft displacement. When only the non-contact sensor, denoted E l, are clamped 
in the clamping device, B, then the relative displacement is measured. If, however, 
the absolute vibration sensors, denoted E2, are also put in position and the 
measuring and processing instrument, M, calculates the difference between the two
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■ Rotating shaft

Fig. 12.2. Arrangement for simultaneous measuring of absolute and relative shaft displacement 
E l  — non-contact sensor, E E l  — pre-amplifier, E 2  — accelerometer, E E 2  •— pre-amplifier 
and integrator, M  — measuring and evaluating instrument, В  — clamping device rigidly fixed to

the machine housing [168]

different kinds of vibration signal, then the absolute vibrational displacement of 
the rotating shaft is obtained.

Figure 12.3 shows the trajectory of the rotating shaft centre in a plane per­
pendicular to the shaft. If we assume, as is justified in most cases, that the cross-

Fig. 12.3. The trajectory of the rotating shaft centre: a — time function of the horizontal sensor, 
b  — time function of the vertical sensor [168]
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section of the shaft is circular, then Fig. 12.3 also shows the trajectory of a surface 
element while the shaft turns under the sensor. If the instantaneous coordinates 
of the shaft centre, K, are x(t) and y(t) in the horizontal and vertical directions, 
respectively, then the integrated mean position of the shaft centre with respect to 
time, i.e., the coordinates of the origin О are given by:

(12.4)

(12.5)

The displacement with respect to origin О is indicated by the rectangular coordi­
nates SH. , and S y j, while the distance is given by S t :

Figure 12.3 also shows the measurable time functions of vibrational displacement 
that correspond to the given shaft centre trajectory, in both vertical and horizontal 
directions. The peak-to-peak values, Sh.p- p and S V p_p, can be read off from the 
time functions of vibrational displacement.

The maximum peak-to-peak value, Sp_p, max, should be considered as being 
characteristic of the shaft vibration, which is found to be the longest chord drawn 
inside the trajectory of the shaft centre. The correct value of Sp_Pi max can be 
determined by measurement only if the rigid clamping device that holds the vibra­
tion sensor can be adjusted concentrically about the shaft centre. In such a case, 
the clamping device should be moved slowly until one of the sensors gives a 
maximum signal, that is, the signal decreases if we turn the device any further. 
However, the position of the clamping device is fixed in most designs. In this latter, 
more typical, case, the value of Sp_p< max may be computed from the peak-to-peak 
values measured in the vertical and horizontal directions, using formula ( 1 2 .6 ) as 
a good approximation:

r. _  ( S v ,P- P o r  S h ,p- p) +  Y (S y ,p -^ )2+ ( S HiP^^)-
^ p —p, max 2  *

In the first bracketed term of the numerator, the larger value of S v p_p and S Hp_p 
should be used. Code ISO/DIS 7919 defines the value of the largest unidirectional 
shaft centre displacement, S max. By definition:

5 - х = [ З Д ] « . . (12.7)



190 12. Vibration measurements under steady-state operating conditions

In most cases, we know only S ViP_p or S Hp_p, so the value of S mm may be 
approximated a s :

S max=0.5Sp_p>mm, (12.8)

which gives the correct value only if the time function of the vibrational displace­
ment of the shaft is a single sinusoidal wave.

Also, the above mentioned standard sets out certain instructions regarding the 
evaluation of the shaft vibration measurement results. If the absolute displacement 
of the sensor clamping device (the output signals of EE2 in Fig. 12.2) is smaller 
than 20 percent of the output signal of the pre-amplifier EE 1 that measures the 
relative shaft displacement, then the qualification in terms of vibrations may be 
carried out on the basis of the relative shaft displacement. In any other case, the 
absolute shaft displacement must be used for this purpose.

R o t a t io n a l  f r e q u e n c y  o f  t h e  s h a f t ,  s - 1 

Fig. 12.4. The quality grade domains of shaft displacement [168]

The domains shown in Fig. 12.4 may be used for the purpose of qualification. 
The X axis indicates the rotational frequency of the shaft, the у  axis, Sp_p> max. 
The boundaries of vibrational quality grades (domains) are lines sloping towards 
higher rotational frequencies, which correspond to the same kinetic energy levels 
at different frequencies. The individual domains correspond to the following 
grades:

Domain A — generally the vibration of newly assembled perfect shafts. 
Domain В — the vibration measurement period should be decreased, short 

runs of operation with frequent checks are acceptable.
Domain C  — maintenance should be scheduled and carried out.
Domain D — dangerous operation, the machine must be stopped immediately.
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The available experimental data are not sufficient yet to establish clear-cut 
standards for the grade limits. The discussed standardization of the measuring 
method and the spreading measurements of rotating shafts will sooner or later 
allow the code regulation of permissible vibration levels. Meanwhile, limit values 
may be worked out for the commonest machine types.



13. NOISE MEASUREMENTS ON ELECTRICAL 
MACHINES UNDER STEADY-STATE 

OPERATING CONDITIONS

13.1 General noise measuring considerations

Let us consider a sound source away from any reflecting surfaces or other sound 
sources. Enclosing this source within an optional closed surface, the sound power 
radiated by the sound source is given by :

P = j> IdS , (13.1)
s

if the energy absorption in the space is neglected, 
where P — sound power,

1 — vector of intensity,
S  — the closed surface that encloses the sound source, 

dS  — vector of surface element.

On the right-hand side of eqn. (13.1), we have the expression of the energy passing 
through the closed surface S  that bounds volume V. The rate of change of this 
quantity is identical with the change of energy within the space per unit time. 
Rewriting eqn. (13.1) with this approach we obtain:

p = ~ J t  J  “'dF, (13.2)
V

where w — the specific sound energy per unit volume,
V  — the volume including the sound source, enclosed by the surface S, 
t — time.

The intensity may be expressed as the average of the product of the speed of sound 
and the sound pressure:

I = p v ,  (13.3)
where p — sound pressure,

a — speed vector of sound propagation.
Therefore:

P = ( f p id 5 .  (13.4)
S
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The energy transport through the surface S  is characterized by the vector pv. 
This vector is analogous with the electrotechnical Poynting vector. According to 
this definition the surface element and the intensity have vector interpretation, and 
the normal of the surface and the direction of energy flow need not necessarily be 
parallel, but if the intensity and the surface element are interpreted as scalars, 
this requirement is essential.

13.2 The acoustical characteristics o f noise sources

The sound power emitted by electrical machines may vary over an extremely wide 
range (think of the difference between the noise of a tape recorder motor and the 
noise of a turbogenerator), and therefore the sound power levels introduced in 
Chapter 1 are used in the noise analysis of electrical machines as well. As we 
deduced there, on certain simplifying assumptions there is a close relationship 
between the sound power level and the sound pressure level detectable at a point 
of the acoustic space surrounding the machine. The value of the sound pressure 
level depends on the sound power emitted by the sound source, the directivity of 
the sound source, the distance of the sensing point from the sound source, the 
type of the sound source, the homogeneity of the sound space, the acoustic 
characteristics of the testing room, the magnitude of background noise and the 
volume of the reverberation space.

The question of which acoustic parameter should be accepted to characterize 
the sound source was raised at an early date. In view of the fact that the available 
measuring systems allowed direct measurement of sound pressure level, the noise 
testing procedures and specifications of the past accepted the average sound 
pressure level measured at a given distance from the machine as the acoustic 
parameter that characterized the sound source. Knowing, however, that neither 
the sound source, nor the acoustic space surrounding it is ideal, a tolerance band 
was included to allow for various interferences, specifying the permissible deviation 
from ideal conditions. The engineer who used acoustic parameters in acoustic 
design work, say, took the sound power level emitted by the noise source as the 
initial design parameter and determined the sound power level of the machine 
from the average sound pressure level specified for the machine and the index of 
the measuring surface. The value L w so calculated was quite uncertain, since the 
engineer knew from the noise testing certificate of the machine only that the 
conditions of noise measurement had complied with the tolerances set out in the 
noise measuring standards. To what extent, it was not known. Consequently the 
uncertainty of the computed sound power level was rather high.

Over recent decades, the noise testing procedures and standards widely accepted
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and specified the use of the sound power level emitted by the machine as the 
characteristic acoustic parameter of the noise source. This practice is advantageous 
from many aspects:

— It provides directly usable acoustical data for the user or operator of the 
machine.

— The task of the person who carries out the noise measurement is not only to 
ensure that the noise measuring conditions comply with the requirements, but also 
to correct the measured acoustic parameters to the extent required by the degree 
of compliance. In this way, the measured and calculated sound power level 
emitted by the machine are much more accurate and reliable than before.

From the above discussion, it is understandable that the sound pressure level of the 
machine is considered to be the most important acoustic parameter of the machine 
as a noise source, and this is the parameter to be determined by measurement.

13.3 Basic methods o f sound power level determination

Around the sound source placed in a closed space, two different types of sound 
field may be established depending on which energy component is dominant in 
determining the magnitude of energy density. In the space close to the sound 
source the direct sound energy is predominant, while further away, the reflected 
sound energy is stronger. The space where the sound pressure level is deter­
mined only by the parameters of the sound source is called the direct field, 
while that where the reflected sound waves dominate is called diffuse field. We 
must not confuse the direct field with the near field, the diffuse field with the 
far field. The near field/far field classification is based on the relative phase 
position of the p  and v (i.e., if they are in phase or not). There are two basic 
methods of determining the sound power level depending on whether the mea­
surement is carried out in the direct field or in the diffuse field. In practice, we 
always try to select measuring points so that the sound energy component to 
be measured is predominant at the selected points over the other component. 
There is not available a measuring instrument suitable for direct measuring of 
sound power, and therefore the determination of sound power is reduced to the 
measurement of sound pressure level. The basic difference between sound pres­
sure measurements conducted in the direct field and in the diffuse field is that 
in the former we want to determine the intensity, whilst in the latter, the energy 
density from the sound pressure.

In the direct field, we generally assume that the relationship between the pressure 
and the particle velocity of the sound wave may be expressed as / v/= p /(qc), so
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that the intensity may be determined as I= p2/(gc). This simple formula is based 
on the following assumptions as simplifications:

— The intensity vector and the normal of the measuring surface are pointing 
in the same direction.

— The pressure and the velocity waves are in phase.
— The sound pressure levels measured at a finite number of measuring points 

refer to measuring surface elements of identical size and are truly representative of 
the individual surface elements.

One promising alternative for direct field measurement is the direct measuring 
of intensity.

As we have seen the sound power output of a machine can be expressed as in 
Eq. (13.1).

Sound intensity, defined as the average rate of sound energy across a unit area, 
can be expressed as in Eq. (13.3). A single microphone can measure pressure, this 
is not a problem, but measuring particle velocity is not as simple. The particle 
velocity can be related to the pressure gradient with the linearized Euler equation:

— ' e f t * '
where q is the density of the air. Euler’s equation is essentially Newton’s second 
law applied to a fluid. The pressure gradient is a continuous function, that is, a 
smoothly changing curve. With two closely spaced microphones it is possible to 
obtain a straight line approximation to the pressure gradient by taking the dif­
ference in pressure (pB—pA) and dividing by the distance Ar between them.

„=-I f ^ á i .  
в J Лг

The average pressure can be expressed as
_ P b + P a
P = — Г " ’

or the sound intensity:

The accuracy of the procedure applying two pressure microphones (intensity 
probe) is strongly dependent on the distance between the two microphones.

The direct measurement of intensity is feasible by means of digital analysers 
applying Fast Fourier Transformation. This method relates the intensity to the 
imaginary part of the cross spectrum of the two sound pressure signals:

I = ~ J c ^ A r lmGAB'
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where со is the angular frequency, Im GAB is the imaginary part of the cross spectrum. 
The formulation of the intensity expressed by the average pressure and by the 
cross spectrum are equivalent, both give the sound intensity.

The sound power level radiated by the electrical machine can be determined as 
follows:

L w= 10 log i  2  10ОЛ£г‘+ 10 log-^-, 
n /= 1 *0

where L w — the sound power level,
Ln  — the measured sound intensity level in the rth measuring point, 

n — the number of the measuring points,
S  — the area of the measuring surface, S 0= 1 m2.

For reverberation zone measurements, the sound source should be located in 
order to allow the establishment of a sound field that can be considered as diffuse 
at the place of measurement, at a certain distance from the sound source and the 
walls of the room. The energy density of this diffuse sound field may be determined 
by measuring the sound pressure at various points of the space. The sound power 
is calculated from the energy density. As there is no transducer that can measure 
particle velocity correctly, pressure microphones are used also for this purpose. 
The energy density actually measured is not the total energy density but only the 
density of potential energy .When the sound power level is determined, we implicitly 
assume that the total energy density is twice the density of potential energy. This 
means that the density of potential energy is equal to the density of kinetic energy 
at any point of the space. In reality, however, this is true only for the averages 
taken for the whole of the diffuse field. From the sound pressure level averaged 
for the whole of the diffuse field, the sound power level is given as :

L W= L + 10 log —  10 log 14, (13.5)
'  о 1 о

where L  — sound pressure level averaged for the whole of the diffuse field,
V  — volume of the room; V0= 1 m*,
T  — reverberation time; T0= 1 s.

As seen, the accuracy of a diffuse field measurement depends partially on the 
accuracy of the average sound pressure calculated from the sound pressure levels 
for the whole of the diffuse field, i.e., on how the mean value of the discrete 
sample approximates the expected value of the continuous lot, and partially 
on the accuracy of the measured reverberation time. (The latter can be different 
for different frequencies, therefore when the average T  is used, as generally 
accepted in practice, the error in the measurement of noises with dominant pure- 
tone component can be significant.)
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The comparison theorem is frequently used in the case of both direct field and 
diffuse field measurements. In this method, the sound power level of a so-called 
reference sound source with known sound power level is measured under the 
same conditions as the tested noise source. Comparing the known sound power 
level with the levels measured during the comparative test, we can identify the 
deviations due to local acoustic conditions and use them to correct the results 
obtained for the noise source by measurement.

If we consider methods of sound power level determination, we deduce that 
the intensity measurements did not yet come into general use. The diffuse field 
measurements can be accomplished also very rarely since a special acoustic labo­
ratory is required to produce the diffuse field, and this is very costly. The remain­
ing are direct field measurements whose accuracy depends on the acoustic con­
ditions in the test room. For accurate measurements, a completely free sound 
space, in many cases an anechoic chamber (i.e., an acoustic laboratory with non- 
reflecting walls), is required, which is also very costly and seldom available. Of 
practical importance are the technical and informative direct field measurements 
(discussed in detail in Section 13.5), especially in the semi-anechoic field over 
a reflecting plane. Placing the machine to be tested on a reflecting plane, we can 
exploit the theory of acoustic reflection.

13.4 Determining the sound power level in direct sound field

For a perfect ideal case, small and medium-sized electrical machines can be 
considered as point sound sources that generate spherical sound field described 
in detail in the literature. The ideal acoustic environment may be identified 
with the free sound field where only the sound waves emitted by the sound 
source are present without reflecting surfaces and, consequently, without rever­
beration field or any sound of other origin, that is, the background noise level 
is considered to be zero. In such a case, the sound pressure level in a spherical 
sound field at a distance d  from the sound source emitting sound power P  or 
sound power level L w is found to b e :

L = L W + 1 0  log (13.6)

or in the free sound field over a reflecting plane

where S 0= 1 m2,
d  — the distance of the measuring point from the point sound source.
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As can be seen from eqn. (13.6), in an ideal case it is sufficient to measure one 
sound pressure level at one distance, and then the value of Lw can be readily 
calculated. In reality, however, electrical machines are not ideal point sources 
producing spherical radiation, and we cannot carry out the noise measurement 
under ideal acoustic environment.

In the following, we investigate step-by-step what problems are to be en­
countered, which procedure is used in practice, what is the inherent error in this 
procedure, and how we can take into account, reduce or eliminate this inherent 
error.

13.4.1 The finite element error

The noise measuring points are positioned over a measuring surface with area 
S  which encloses the machine. Different standards specify different shapes for 
the measuring surface, like a hemisphere, a prism or a complex surface placed on a 
rigid floor. The distribution and density of the measuring points are determined 
by the geometrical dimensions of the machine to be tested and the difference of 
sound pressure levels measured at adjacent measuring points. If the number of 
measuring points were infinite, then we could find the exact value of the emitted 
sound power using the following formula:

(13.7)
s

where q — the density of the acoustic medium, 
c — the speed of sound in that medium.

For technical reasons, the number of measuring points is finite, and con­
sequently the integration is replaced by summation. We assume that the individual 
measuring points correspond to surface elements of roughly equal size and that 
the directivity of the machine as a sound source is such that the intensity values 
characterized by the measured sound pressure levels at the measuring points, as 
elements of a population, exhibit a normal distribution and the expected value of 
the normal distribution are equal to the average intensity. Then, in the standard 
procedure, the sound power level is computed from the average of intensities 
(called average sound pressure level, see Chapter 1) based on the measured sound 
pressure levels:

L W= L — 10 log ~  , (13.8)
where

L - 1 0  log -  2  Ю0Л£/,и
(13.9)
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when L/( max—!</, min̂ 5  dB. If L / max-L ,- min< 5  dB, a simpler formula may be 
used:

L = l~ 2 L ,  (13.10)
n /= 1

Measuring practice proves, however, that the use of the average value for the 
estimation of the expected value of the population is not accurate enough. Let us 
illustrate the possible magnitude of this error. The intensity values calculated from 
the measured sound pressure levels, L„ constitute an infinite population of normal 
(Gaussian) distribution. The assumption of the normal nature of this continuous 
distribution is justified, since the number of noise components directly produced 
by the noise causes is high and they can be considered as independent elementary 
random variables. The resultant intensity is produced as the sum of these 
elementary random variables. The fluctuation in the component random vari-: 
ables is random and small in comparison with the fluctuation of the resultant 
random variables, so in view of the central-limit theorem, the distribution of the 
resultant intensity as a random variable will be very close to normal.

In everyday practice, of course, if samples are taken, sound pressure level 
measurements with finite number of elements can be realised. The mean value of 
the discrete variables p?/pl=lO°-iLi, which are proportional to the intensity and 
are computed from the sound pressure levels measured at the measuring points, 
will deviate from the expected value of the continuous variables. According to 
the well-known relation of mathematical statistics, the deviation of the expected 
value from the mean value follows the Student distribution of (n— 1) degrees of 
freedom for a given confidence level:

м[4 ]-[4 ]= -^ . (i3-n)
\ p I )  U oJ y n- i

where t is the variable of the Student distribution of (и— 1) degrees of freedom,

ÍZ |_ L 1  V  l 0 o l£' - 1 0 o lZ, (13.9a)UoJ «<=1

* 4  Ml)-(!)]• (ш2)
where n is the number of measuring points.

The error in the determination of the sound power level due to the finite number 
of measuring points is simply the difference between the upper limit of the true 
sound power level at confidence level a% and the sound power level calculated 
from the results of n sound pressure level measurements:



AL^ ^W, true ^W,measured’ (13.13)
where

V tro e=  10 log M  Í4 -1 + 10 log f , (13.8a)UoJ S 0

V m eaSured =  i + 1 0 1 o g ^ .  (13.8b)

Substituting the true and measured values of the sound power level into eqn. 
(13.13):

m{4|
r „21 _  [ P o l

A L ,— \Q log M  —L =  10 log----------- . (13.14)№
Equation (13.11) may be rewritten as:

« { 4 !
P °  =  1 +  — --------— . (13.11a)

( f )

and substituted into eqn. (13.14) to obtain the so-called finite element error of the 
measuring method a s :

AL,=  10 log 1 -I---- ---------- —  1 . (13.15)
\ n — 1  „ 2  4

Pi

A )

According to experiments published in the literature [134], the following empirical 
relationship has been found between the standard deviation a, the average sound 
intensity and the range R  of the n sound pressure level measurements:

ff=0.087jR°'82 f-p -j , (13.16)

where R = L max- L min.

Substituting eqn. (13.16) into eqn. (13.15), we arrive at the finite element error 
of power level determination for a finite n measuring points:
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AL^= 10 log 1 + Q.()81 tR O S21

ín- 1 J
(13.17)

A s  w e  se e , th e  erro r  is  a lw a y s  p o s it iv e ,  th a t  is ,  th e  so u n d  p o w e r  le v e l is  u n d e r e s ­

t im a te d  b y  th e  m ea su re m e n t.
The graphical representation of eqn. (13.17) is shown in Fig. 13.1 [23] for a 

confidence level of 97.5 percent. Six different spreads were taken as parameters 
of the graph in the range from 2 to 25 inclusive.

Fig. 13.1. The error of sound power level determination with n measuring points and a spread of
R for 97.5 percent confidence level

In the course of deducing eqn. (13.7) we made no stipulation whatever in our 
discussion for the shape of the measuring surface, and therefore eqn. (13.17) 
applies generally to any standard measuring surface and gives an estimation of 
the error. This equation is also suitable for the determination of the minimum 
number of measuring points required for a given level of acceptable uncertainty 
(a%) and accuracy of sound power level determination specified in advance in 
dB.

According to the recommendations of the international standard ISO 3745, 
the measurement satisfies the requirements for accurate measurements, if the 
value of the spread, i.e., the difference between the measured maximum and 
minimum sound pressure levels in dB, is smaller than the number of measuring 
points, provided the sound pressure level measurement is carried out at the suggests 
ed ten measuring points with discrete microphone arrangement. As shown in
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Fig. 13.1, for ten measuring points and R=  10 dB the finite element error exceeds
1.5 dB.

The international standard recommendation ISO 1680/2 relevant to the noise 
measuring methods of large electrical rotating machines sets out an interesting 
method that is easy to handle in practice. This method adds another measuring 
point to the measuring points specified by ISO standards, located near the one at 
which the highest level is being measured. If L max is measured at, say, measuring 
point no. 5, then the standard suggests another measurement at a distance of 
20 to 30 cm from that point at the same elevation. In doing so the location 
having the highest sound value carries a greater weighting in the calculations, 
and the error discussed in this chapter may be reduced by this simple method.

The real electrical machine is mostly a directed sound source. A sound source 
is called directed when the difference between the maximum and minimum 
sound pressure levels measured at a distance of a uniform d is larger than 5 dB, 
which is generally true in practice. The directivity at a given point of the measuring 
surface is characterized by the so-called directivity index, which is the difference 
between the sound power level produced in the direction concerned by the noise 
source and the mean sound pressure level that would be measured at the same 
measuring point if the source were replaced by a spherical radiator emitting 
identical sound power uniformly. In noise measuring practice of electrical machi­
nes, the measurements are normally done over a reflecting plane in which case 
the directivity index G is found a s :

G = L - L +  3, (13.18)

while the directivity factor D is given by :

D=  10olc. (13.19)

Among others, it is the very directivity of the electrical machine which is 
responsible for the fact that the sound pressure levels measured at the individual 
measuring points do not correctly represent the measuring surface elements that 
correspond to them.

13.4.2 Background noise correction

In this section, we investigate the error caused by the presence of background 
noise, i.e., the sound pressure level produced by foreign noise sources, in the 
measurement of symmetric spherical sound radiators in a free acoustic field. In 
routine noise measurement practice, the sound pressure level reading, L ', obtained 
during the measurement of the machine noise is the resultant of the sound pressure
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level emitted by the machine and the background noise L„. When the machine is 
switched off, we measure the background noise Ln. L  is obtained by subtracting 
L„ from L', that is:

L =  10 log (10o i r — 100 -lt). (13.20)
In view of the arithmetics of levels, when L '—L n>  10 dB, the maximum error is 
0.4 dB if L '= L  is taken.

Fig. 13.2. The background noise correction term K {

To facilitate calculation, eqn. (13.20) may be rewritten by factoring out the first 
term of the argument and introducing the increment A = L '—L n that can be 
measured. We can define a correction term K { (Fig. 13.2) as:

where
L = L '- K l,

K x= 10 log
1Q01/1

10°.M_1

(13.21)

13.4.3 The near field error

The noise measurement of electrical machines cannot always be carried out in 
a noiseless environment, so we may be forced to reduce the measuring distance 
d. Of course, this results in an increase in the value of A. In other words, the direct 
sound pressure level emitted by the sound source is much higher than the back­
ground noise due to other sources and the sound pressure level of reflected waves. 
The sound power level may be determined from eqns (13.8) and (13.9). In each 
concrete case, however, we must make sure that the assumptions on which eqns
(13.8) and (13.9) are based are justified. When we substitute eqn. (13.7) for the
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sound power expression (13.4), it is assumed that the pressure and velocity waves 
are in phase and the intensity vector is parallel to the normal vector of the 
measuring surface element dS. It is far from being certain in the near field of the 
machine that these assumptions are correct. Hübner [47], [50], Yang [146] and 
others have investigated this question in detail and gave the curves shown in 
Fig. 13.3 as a graphic representation of the near field error:

Fig. 13.3. The near field error versus kd. where k — ln f /c  (wave number), for spherical radiators of 
different mode numbers (r). d  is the distance of the measuring point from the radiator

(j> p vd S

AL2= 10 lo g - — =-----, (13.22)
& —  dS
J  QC
s

for a spherical radiator. As we see, the magnitude of the near field error is a 
function of three parameters, namely, the mode number of the radiator (deflection 
mode number R), the wave number к  (and, through it, the frequency) and the 
measuring distance d. For a measuring distance of 1 m and 1?==6, which is typical 
in the noise of electrical machines, the near field error is smaller than 1 dB below 
400 Hz. For a measuring distance of 0.25 m, i.e., in the near field, assuming that 
the dominant vibration mode number of the radiating motor is 6, the near field 
error drops below 1 dB only for frequencies over 1600 Hz. For the noise component 
with frequency twice the supply frequency, frequently encountered in asynchronous 
machines, and mode number R = 2 (two-pole machines), the near field error can 
be as high as —15 dB at a distance of 0.25 m, but only — 5 dB at a distance of 1 m. 
Note that the near field error mostly impairs measurement of low-frequency 
components. The situation is slightly improved by the fact that the A-weighting 
filter strongly attenuates the low-frequency components (e.g., 100 Hz, where the 
attenuation of the А-weighting network is 19 dB). Most standards intend to
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avoid the near field error by specifying a measuring distance of 1 m, which can be 
reduced only in very special cases. The phase error part of the near field error, 
which is due to the phase difference between the pressure and velocity waves, may 
be eliminated by means of a two-microphone intensity meter.

The other part of the near field error, the normality error, reduces to zero if the 
sound source is an ideal spherical radiator and the sound waves propagate in the 
form of expanding spherical surfaces, and the spherical measuring surface is 
concentric with the sound source. From the different measuring surface shapes, 
for a given number of measuring points, the spherical surface is more accurate in 
the case of point sources, while in the case of a sound source with finite dimensions, 
complex (conform) measuring surfaces are better. According to experiments and 
theoretical calculations, the normality part of the near field error can be as high as 
1 dB for a rectangular prism-shaped measuring surface, a shape beneficial in terms 
of the easy and quick execution of the noise measurement, since the intensity 
vector and the normal of the measuring surface are not parallel along the edges 
and at the corners of the rectangular prism, i.e., at the measuring points located 
there. In practice, however, a near field error of 1 dB is never experienced with a 
rectangular prism-shaped measuring surface, because the other component of the 
near field error, namely the phase error, is reduced at the measuring points along 
the edges or at the corners of the measuring surface since they are more than 1 m 
distant. Considering that the finite element error A L X discussed above may be 
considerably higher than the near field error AL2 in the neighbourhood of 8 to 
10 measuring points applied in practice (see Fig. 13.1), increasing the number of 
measuring points is much more important than the shape of the measuring surface 
in the reduction of methodological errors (i.e., AL^ and AL2), aimed at improved 
accuracy in noise measurement.

According to theoretical calculations and experience, there is higher accuracy 
with sound power level measurement by means of a rectangular prism-shaped 
measuring surface having supplementary measuring points added to the specified 
main measuring points, than those having the main measuring points positioned 
on complex measuring surfaces of a theoretically better fit. In many cases, despite 
the higher number of measuring points, the rectangular prism-shaped measuring 
surface is quicker and simpler (and therefore cheaper) to use than other measuring 
surfaces.

In noise measuring practice, we may encounter other situations that result in 
near field error. If the machine to be tested is set up at a fixed location and there is 
an immovable landmark or object in the close vicinity (i.e., within 3 meters), then 
an eccentrical measuring surface must be employed around the noise source. This 
means that the noise source gets very close to certain parts of the measuring 
surface, so the measuring points located there are in the near acoustic field. From



206 13. Noise measurements under steady-state operating conditions

calculations by Hübner [47], the near field error AL2 varies with the eccentricity 
of the measuring surface as shown in Fig. 13.4 for spherical radiators of mode 
numbers R —0 and R=  1. The error of the zero-mode-number radiator is indepen­
dent of wave number к and distance d, while that of the radiator with mode number 
1 is strongly dependent on wave number and radius d of the spherical measuring 
surface.

Fig. 13.4. Measuring error due to eccentrical noise source location

13.4.4 Correction according to the reverberation sound field

As we have seen, the microphone is placed in the direct sound field for the noise 
measurement of electrical machines. Unfortunately, only direct sound field in an 
acoustic laboratory or in an anechoic chamber can be considered “pure”, i.e., 
free from reflected sound waves at the measuring points. In reality, however, we 
always have some sound waves reflected by the walls of the room or by other 
objects in the room.

At a measuring point at a distance of d from the sound source, the sound 
pressure level is given by eqn. (1.49) as:

L '= L W+ 10 log jj^j • (13.23)

In the usual sound fields, workshops, etc. found in practice, the room constant 
R  may be well replaced by the absorption factor A. The absorption factor is :

A=äS„

where ä — the mean absorption coefficient of the internal wall surfaces of the 
testing room (for workshops the typical value lies in the range 
0.05 to 0.1),

S, — the total surface area of the testing room.
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If a and S, are known, the absorption factor A may be computed, just as by 
measuring the reverberation time and applying the following formula ;

A = ß y ,  (13.24)
where /3=0.164m _I s,

V  — the volume of the testing room,
T  — the reverberation time (i.e., the time required for a 60 dB drop in 

sound pressure level after the sound source is switched off).

Rearranging eqn. (13.23), we arrive at the sound pressure level increment (let us 
call it correction term K2) that increases the sound pressure level L  to be measured 
in free sound field, so we have to correct the obtained result by this term :

L '= L W+ 10 log |* + 10 log ( l + ^ ] =  1+  K2,

where
tf 2 = 1 0 1 o g ( l + ^ |J ,  (13.25)

that is,
L = L '- K 2. (13.25)

The correction term K2 may be represented graphically in terms of A/S  (see Fig; 
13.5).

Fig. 13.5. The correction term K2 to take the reverberation field into account

13.4.5 The reflection error

The assumption of a hemispherical symmetry of the acoustic field in the testing 
rooms with solid floor used in practice would be justified only if the sound source 
were an acoustic sound source positioned symmetrically to the horizontal plane
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passing through the centre point of the electrical machine, and this plane were 
identical with the solid floor. In reality, however, the machine is placed on the 
reflecting plane, so the machine is completely above this plane, and therefore the 
microphone at the measuring point senses not only the sound waves emitted 
directly by the machine, but also the waves reflected from the reflecting plane with 
shifted phase. This phenomenon is the source of an other type of error, as shown 
below.

By placing the sound source at a height h over a solid foundation (like concrete), 
the measured noise will be the sum of the direct noise and the noise reflected from 
the foundation. The solid foundation reflects the incident sound waves without 
changing the phase angle of the pressure wave, and consequently it can be replaced 
by an image source that emits a sound with identical amplitude and phase to that 
emitted by the original source. This image source is located below the boundary 
plane of the foundation at the same distance as the original source is located over 
the boundary plane (Fig. 13.6).

Sensor

Fig. 13.6. The sound source, its mirror image and the sensor

If the distance between the two point sources is small compared with the 
distance of the sensor (i.e., 2h<ad), then the difference between distances of the 
measuring point from the individual sources is about 2h sin 0 .

The difference between the phase angles of the direct and reflected waves 
is AO=4tm  sin 0 Д  (where Я is wavelength).

The total pressure amplitude at the measuring point is given by :

p{t)—\2 p l cos cot+ cos I cot -|------- j ------ , (13.26)

where p { is the r.m.s. pressure that would be measured at the given point without 
any reflection from the floor. Applying the well-known trigonometric relationship;

Í 2 л:/г sin в ) 2 nh sin вp(f)= 2 \2p l cos IcoH------- j ----- cos--------j ------. (13.27)
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The r.m.s. value of the pressure at a point of the hemisphere surface, if the
centre of the sphere is midway between the source and its mirror image, is given
, _ 2nh sin 0  , „ , , , ,by 2p{ cos———— . The average value of the r.m.s. sound pressure levels,

which can be obtained by measuring the pressure at n points over the hemispherical 
surface is found to be :

Fig. 13.7. The error caused by sound reflected from the rigid floor

T' m l í ^ / l í 4 ^  2  2jth sin 6,1 _ (4 " ^2jih sind Л
i  .  10 lo g  ( -  ü  « » г --------Т Г ^ ) ~ Ь ' +  1» 1»8 [ -  Ц  c o s ’ -------- r ^ j  ,

where _____

Z ^ lO lo g  .
.PÖ.

The sound power emitted by the source spherically may be determined from the 
mean sound pressure level a s :

L m = L t + 1 0  log (AcPn). (13.28)

Similarly, the sound power level obtained by measurements over the surface of the 
hemisphere placed on a foundation is given by :

L w= Z ,+ 10 log 2  c o s 2  ^ 4 ” ~ ] + 1 0  IoS (2d2n). (13.29)

So the sound power level determined in the hemispherical field over the solid 
foundation differs from the level obtained in a free spherical field by :

A L ,= L W- L WI= 10 log I? 2  cos2  . (13.30)

If the number of measuring points is very high, the summation transforms into an 
integral, so the above difference may be expressed by the following approxima? 
tion:

A U =  10 log U + - A -  sin (13.31) ̂ 4лу c J
where c—the speed of sound in the acoustic medium,

y —h f
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As shown in Fig. 13.7, for h —0.25 m we may expect an error higher than 
0.5 dB for frequencies below 640 Hz. Most standards attempt to eliminate this 
source of error by specifying that the machine to be measured must be as close 
to the rigid reflecting floor as possible. This condition, however, cannot be satisfied 
in the case of skid-mounted or platform-mounted machines.

13.5 Main specifications and methods of rotating machine 
noise measurements

13.5.1 The standard noise measurements in direct sound field

In noise measuring practice of electrical machines, the most frequently encountered 
situation is the measurement in the direct sound field. The accuracy of these 
measurements is mostly technical or informative. Considering that numerous 
standards relate to this subject, with a little care and goodwill we can always find 
the standard relevant to a given acoustic situation, allowing the accomplishment 
of the measurement under specified conditions. Since the standards concerned 
have a common measuring principle and differ only in the values of acoustical 
environmental parameters that affect the accuracy of the measurement, we will 
discuss the subject of standard noise measurement through a measuring algorithm 
based on the common principle. The details can be found in the relevant standards.

(a) Setting up the machine. The objective is to determine the airborne sound 
power level, and consequently the machine should be set up so that it does not 
transmit any structure-borne sound to the surroundings thus generating secondary 
sound radiators. The machine to be tested should be placed on a rigid floor as a 
sound reflecting plane, as close as possible to this reflecting plane. There should not 
be any reflecting wall or other object on either side near or above the machine. 
Considering the usual 1 m measuring distance, it is recommended not to have any 
object within a 3 m surroundings of the tested machine.

(b) Operating condition. In principle, the objective is to determine the sound 
power level radiated by the electrical machine under rated operating conditions, 
that is, rated supply, frequency, speed and load. In many cases this task is very 
hard to solve. If the tested electrical machine is a generator, then we cannot live 
without the driving motor, while if the machine is motor, then we need some 
machine to provide the necessary load. These additional machines are noise 
sources themselves, and from the point of view of the tested machine they manifest 
themselves as background noise. Because of their spatial closeness, however, these 
background noises are very hard to separate. Most electrical rotating machines
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tested are electrical motors, which can run in themselves under no-load condition. 
An aspect that deserves some consideration is that the load dependency of elec? 
trical rotating machine noise is not unambiguous as we proved for asynchronous 
motors in Chapter 6. The effort to simplify the accomplishment of the measure? 
ment as much as possible and the consideration that the noise measurement of 
electrical motors aims at the qualification of the motor as a product anyway, 
made the writers of the standards accept an allowance of no-load noise measure? 
ments in the case of motors. Noise measurement under load is discussed in the 
next section.

(c) Noise measuring instruments and the measuring system must be calibrated 
as specified in the relevant standard or instrument manual. We must make sure 
that the environmental interferences (e.g., electromagnetic field, temperature, 
humidity, wind, etc.) do not exceed permissible levels.

(d) Selecting the measuring surface and the measuring points. The small electrical 
rotating machines in most cases can be considered to be a point source or a 
spherical source. In the case of medium-sized and large electrical rotating machines, 
we can use a rectangular prism as enveloping surface with one of its sides on the 
reflecting plane, while the other five sides touch the noise radiating surface of the 
machine. The measuring surface is set up at a distance d  from the enveloping 
sphere or prism surface. The usual value of d  is 1 m, since this normally gets us 
out of the acoustic near field of the machine but the effect of reflected sound waves 
is still weak.

If for safety or other reasons the value of d is increased, we may find oursel ves in 
a difficult situation because of the background noise or the reflected sound field. As 
for the shape of the measuring surface, we can usually choose from several possi­
bilities. For testing small electrical machines, the best choice is a hemispherical 
surface with a radius not smaller than twice the largest linear dimension of the 
tested machine (i.e., r = 2 /max). When the noise of a medium-sized orlarge electrical 
machine is measured, although we may use the hemispherical surface here as well 
it is best to use a complex measuring surface or a rectangular prism-shaped 
measuring surface. The shape of the conform measuring surface and the distribu? 
tion of measuring points over it are illustrated in Fig. 13.8. The characteristic 
dimensions of the measuring surface can be found from the following equations:

a=0.5/,+ci,

b=0.5l2+d,

c= l3+d, (13.32)

where lv l2 and l3 are the overall dimensions of the rectangular prism enveloping
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Fig. 13.8. The conform measuring surface and the measuring points [156]: S  — measuring surface, 
1 to 8 — key measuring points, Zj, l2 and Z3 — dimensions of the rectangular paralelepiped that 

encloses the machine, d  — measuring distance

the machine. The other dimensions indicated in Fig. 13.8 may be computed from 
the following set of equations:

/j[ =  0.25(b +  c—d), b ^ O .S ^  + c—d),

h2—0J5(b+ c—d). (13.33)

The measuring points over a hemispherical surface should be located also as 
shown in Fig. 13.8, but in this case a= b= c= d= r.

The shape of the conform measuring surface ensures relatively well that all the 
measuring points are at a distance d from the noise source. We can select a measur­
ing surface of rectangular prism shape (Fig. 13.9). The advantage of this measuring 
surface is that it allows easy location of the measuring point coordinates. Its 
disadvantage is that the corner points are at a distance larger than d, and therefore 
the effect of reflected waves and the background noise is more substantial at these 
points. In turn, it is beneficial in the reduced near field error. Rectangular prism= 
shaped measuring surfaces are used mostly for testing large noise sources, where
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the condition of <i^ 2 /max cannot be satisfied owing to the background noise, and 
the reflected sound field and a reasonable, say d=  1  m, selection results in a 
relation of d ^ l .5 lmax. The height of the bottom measuring plane is /г= 0.5c in 
this case. (Dimensions a, b and c are obtained from eqn. (13.32).) It is true for 
both measuring surfaces first that the so-called key measuring points should be 
located. If the spread of the measured values, i.e., the difference between the 
maximum and minimum sound pressure levels measured, is larger than 8  dB, then

z

Fig. 13. 9. Rectangular paralelepiped measuring surface and measuring points.

The coordinates of the key measuring points [156]

Serial no. X  Y Z
1 a 0 h
2 0 b h
3 —а О Л
4 О —b h
5 a b c
6 —a b с
7 —а —Ь с
8 а —Ь с
9 0 0 с

S  — measuring surface, H  — the rectangular paralelepiped that encloses the machine, 1 to 
9 — key measuring points, 10 to 17 — supplementary measuring points, It , l2 and /3  — dimensions 

of the rectangular paralelepiped that encloses the machine, d  — measuring distance
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additional measuring points must be selected in between the main measuring 
points in order to decrease the finite element error A LV The accuracy of the sound 
power level determination can always be improved by increasing the number of 
measuring points.

(e) Checking the acoustical conditions by measurement. The background noise 
must be measured at the measuring points in the same frequency range as the 
measurement under point (f) is to be done. We have to measure the reverberation 
time in order to be able to determine the value of the correction term K2 from the 
known volume and boundary surfaces of the testing room (see eqns (13.24) and 
(13.25)).

(f) Carrying out the measurement. Quantities to be measured. At the measuring 
points located point (d), we should measure the А -weighted sound pressure level 
and, as required, the octave-band or one-third-octave-band in the centre frequency 
ranges. 125 to 8000 Hz and 100 to 10 000 Hz. The algorithm of the subsequent 
calculations is independent of the band-pass filters used for the measurements. 
The measured sound pressure level is denoted Ц , where i is the serial number of the 
measuring point. This level must be corrected by the correction term K t that takes 
care of the background noise [see eqn. (13.21)] at the individual measuring points. 
The corrected sound pressure level at the /th measuring point is

Lf=Ui—K v

(g) Evaluation. From eqn. (13.9) we must determine the average sound pressure 
level L, then correct it by K2 to obtain the average sound pressure level Lm charac­
teristic of the measuring surface at a measuring distance of d:

Lm—l — K2.

The sound power level emitted by the electrical machine is obtained from the 
average surface sound pressure level corrected by the measuring surface, regardless 
of the type of band-pass filter used:

L w= Lm+ 10 log - - .

The measuring surface S  is computed from the eqns (10.39) depending on the 
shape of the measuring surface:

S=2jzr2 for hemispherical surface,

S=4(cib+ac+bc)— for conform surface, 
a+ b+ c+ 2d

S —4(ab+ac+bc) for rectangular prism-shaped surface. (13.34)

Now we can determine the directivity index G and the directivity factor D.
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(h) Measurement record. All the information on the machine to be measured 
and on the circumstances of the measurement, as well as the measured and evalu­
ated noise data should be entered into the measurement record. One of the most 
important items of data is the A-weighted sound power level L WA, since this 
parameter serves as a basis for the qualification of the electrical rotating machine 
as an industrial product.

13.5.2 Measuring the noise of large, immovable machines

In industrial practice of noise measurement, we frequently encounter the difficulty 
of measuring on large noise sources that cannot be moved. These machines cannot 
be transported to an acoustic laboratory for the measurements and the classic 
method of substitution, i.e., the application of a comparative sound source, cannot 
be used either because of the difference in sizes or the immovability. In such situa­
tions, in situ noise measurement must be done, but under such circumstances the 
acoustic conditions specified in the standard series ISO 3741 through 3746 cannot 
be satisfied. The answer is found in ISO 3747—this standard substantially ex­
pands the circle of noise measuring possibilities by carefully applying the concept 
of comparative or reference sound sources. It is worthwhile discussing this method 
in a little more detail, but, of course, only the part that differs from the measuring 
method described in Section 13.5.1.

The measuring surface should be located around the noise source. The recom­
mended measuring distance is cl— 1 m. Over the measuring surface, n measuring 
points should be selected. At these points we should measure the background noise 
levels L , with the machine switched off. Then we calculate the average background 
noise level, Ln. After the machine has been switched on, the sound pressure level 
Ц  p is measured at each measuring point.

The values of Ц  F must be corrected in terms of the background noise by an 
amount that depends on the difference between the average background noise and 
the individual L'i F to obtain the values of L i I:. Now the reference sound source is 
to be used, which emits a reference sound power level L w ref (calibrated in an 
acoustic laboratory), in m operating positions. These operating positions are 
located along the sides of the motor (side-byrside procedure) or on the top of the 
motor (superpositional procedure). For each reference source position, we should 
measure the sound pressure level at each measuring point to obtain the levels 
Ц  h ref (where i is the subscript indicating the measuring point and j  is the subscript 
indicating the operating position of the reference sound source). Of course, for the 
time of this measurement the motor is switched off. Each value of L  ■ y_ ref is to be 
corrected for background noise, and thus we obtain the values of L />/>ref.
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The sound pressure levels measured for the different positions of the reference 
sound source are averaged at each measuring point:

1 m
L  ref=  10 log — 10o l£"' (13.35)

m f ^ v

Knowing the geometric configuration of the measuring points (i.e., their distance 
from the operating positions of the reference sound source), we can calculate the 
values of L , y refi e from L w ref for each measuring point, then average these values 
for each measuring point:

1 m
L/ ref C=  10 log — 7  1001iii’ rcf c . (13.36)

’ ’ m  f ~ l

Now the correction terms that take into account the acoustic conditions must be 
determined for each measuring point:

K 2i= L , , tet- L /^ c. (13.37)

The average of these correction terms is K2. Now we are ready to compute the 
sound pressure level averaged over the measuring surface and corrected for the 
acoustic environment:

L=  10 log 2  1001L‘J -/s :2. (13.38)

Finally, corrected for the measuring surface, the sound power level emitted by 
the motor is found as :

L w= L+  10 log (S/S0), (13.39)

where S 0= 1 m2.
If the spectral characteristics of the motor noise and the reference sound source 
noise are similar, the algorithm is directly applicable to the sound pressure levels 
measured through an A-weighting filter to determine the A-weighted sound power 
level. If, however, the spectral characteristics are different, the procedure discussed 
should be applied to the octave-band sound power levels, and the A-weighted 
sound power level can only be calculated from the octave-band sound power 
levels at the end, taking into account the A-weighting curve.

13.5.3 Individual noise measurement on mass-produced electrical machines

In accordance with the valid regulations, the manufacturers of electrical machinery 
determine—mostly by measurements of technical accuracy—the sound pressure 
level and, on this basis, the noise quality grade of their product, within the frame of 
the standard type testing. For this standard testing, they do not deem it necessary
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to build their own acoustic laboratory, which would be a considerable investment, 
but rather send their machines outside to be noiseTested. This way, of course, it is 
not possible to check every machine. Individual noise measurement is not a common 
practice even in factories which have their own acoustic laboratory, since labora= 
tory testing cannot be matched to the process flow of the assembly-line type of 
production. Although individual noise measurement is not specified by the 
standards as mandatory for mass-produced motors, it would have numerous 
advantages. First, we could monitor the noise quality of the motors on a continuous 
basis, issuing a noise quality certificate to each motor that would enhance the 
confidence in the quality of the product. Secondly, continuous individual noise 
measurements would reveal the majority of adverse manufacturing deviations 
including defects that would otherwise be discovered only by the user during 
operation, leading to premature breakdown.

In fact, noise measurements require the realization of very stringent acoustic 
conditions, as discussed in this chapter. The accomplishment of vibration measure-: 
ments is much easier. As proved in Chapter 2, there is a rather tight casual rela­
tionship between vibration and noise. The classification illustrated in Fig. 2.2 shows 
that most noise phenomena are preceded by mechanical vibrations measurable on 
the external surface of the machine, so in the case of machines where vibration- 
induced noises prevail (most noises of electromagnetic or mechanical origin), 
the connection between vibration and noise is very close.

Summing up the physical processes reviewed in Chapters 1 and 5, we may deduce 
that the relationship between the vibration of the electrical rotating machine and 
the sound energy due to the radiation of vibrational energy can be described by a 
system function FI*. Mathematically, this means a matrix equation:

P=ecH*v2, (13.40)

where the elements of the column vector P are the sound power components 
characterized by their frequency and magnitude, the elements of v2 are the vibra­
tion velocity squares proportional to the vibrational energy components character­
ized by their vibrational mode number and magnitude, and H* comprises the 
acoustic energy conversion efficiency elements which depend on the mode number, 
frequency and the shape and dimensions of the machine, (o is the density of air, 
c is the speed of sound in air.) Any element of FI* is found a s :

H*=arifrJSm, (13.41)

where ar. frhD — the radiation factor for a given characteristic machine size 
D, vibration mode number R  and vibration frequency f r,

Sm — the radiating surface of the machine.
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The elements Hj of the system function are unique and constant for a given machine 
type size unless the design changes. Using the usual reference values:

^o= e< A )V ol°-12, (13.42)

where P0= 10-12 W, p0=  1 kg m -3, c0=  1 m s -1, S 0= 1 m2, t>0=  1 m s-1,
then dividing eqn. (13.40) by eqn. (13.42) and introducing the usual levels, the
sound power level emitted by the electrical machine is given by :

L W= L V+ 10 log -^ -+ 1 4 6 , (13.43)
where 0

1 "  V 2Lv= 1 0 log -  2 ^ ,
« / = 1  ®0

and n is the number of vibration measuring points and Й* is the average value 
of the system function. Considering that the theoretical determination of the 
radiation factor contained in Й*, and of the radiating surface is difficult owing 
to the complicated shape of the machine and its being a complex sound source, 
it is practical to define the radiation parameter of the machine a s :

Rs= 10 log (H*/Sq). (13.44)
This parameter can be determined during a standard type measurement in the 
acoustic laboratory by measuring the vibration velocity and the sound power level 
through the same filter. Knowing Rs and applying eqn. (13.43), for the future it is 
enough to measure only the mechanical vibrations on the machine surface. This 
measurement is easy, quick and cheap, and does not require an acoustic laboratory 
to be built in every machine works. Also, it conveniently fits into the manufacturing 
process and allows individual noise measurement.

The method discussed is suitable for the noise testing of synchronous or 
asynchronous machines with four or more poles, and also for the determination 
of the А-weighted sound power level.

13.5.4 Noise qualification of electrical rotating machines as per 
IEC Publication 34-9

The basis for noise qualification is the characteristic А -weighted sound power level 
L wa, which can be determined by measurement as discussed in Section 13.5.1. 
Based on their L ^-value, the electrical rotating machines can be classified in five 
quality grades, numbered from 0 to 4. According to IEC Publication 34-9, the 
A-weighted sound power level of Class 1 machines with IP 44 protection must not
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exceed the value specified in Table 13.1. The maximum permissible A-weighted 
sound power levels of Class 2, 3 and 4 machines are at least 5, 10 or 15 dB 
lower than the value permitted for Class 1 machines, respectively. In the case o f 
Class 0 machines, the permissible value of L wA is higher than those shown in 
Table 13.1. A similar table can be found for machines with IP 22 protection in the 
standard.

Table 13.1. The permissible А-weighted sound power level o f Class 1 machines of IP 44 
protection (as per IEC 34-9)

■̂WA’ dB____________________
Rated output, Rated speed, s -1

kW (kVA) ------------------------------------------------------------------ ------------- ————
. from 16 from 22 from 31.66 from 39.33 from 52.5
1010 to 22 to 31.66 to 39.33 to 52.5 to 62.5

Up to 1.1 71 74 78 81 84 88
From 1.1 to 2.2 74 78 82 85 88 91
From 2.2 to 5.5 78 82 86 90 93 95
From 5.5 to 11 82 85 90 93 97 98
From 11 to 22 86 88 94 97 100 100
From 22 to 37 90 91 98 100 102 102
From 37 to 55 93 94 100 102 104 104
From 55 to 110 96 98 103 104 106 106
From 110 to 220 99 102 106 107 109 110
From 220 to 630 102 105 108 109 111 113
From 630 to 1100 105 108 111 111 112 116
From 1100 to 2500 107 110 113 113 113 118
From 2500 to 6300 109 112 115 115 115 120

The values published in ST CEV 1348 (see Appendix (A 1.1)), are basically 
similar to those specified by IEC 34-9.

As we see, the permissible А-weighted sound power level increases with in­
creasing power. If we happen to compare the maximum permissible values spec? 
ified by the standards with the noise characteristics of the standard series mar 
chines made by leading manufacturers and available in the world market, we find 
that the noise quality of standard series machines of low power and low speed is 
about Class 3, which means that the standard for small machines is rather lax. As 
we approach higher powers, the gap between the world standard and permissible 
values closes up. In the case of rotating machines with power about 100 kW, even 
products of leading manufacturers hardly meet the standards specified for Class 1. 
In this power range, we have to struggle hard for each dB of noise reduction. 
Manufacturers who supply machines with noise quality higher than the inter­
national standard may charge extra for the quality. In many cases, where this
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quality is required for a given motor application, even this high cost is acceptable 
to the customer just to obtain the right quality. The various laws and regulations of 
environmental protection also tend to back this tendency.

13.6 Noise measurement of asynchronous motors under load

The conditions of noise testing can generally be classified in two groups. The first 
group includes those general conditions that must be guaranteed in any noise 
measurement:

— The noise measurement should be carried out in the far field of the sound 
source, where the sound pressure and the velocity are in phase.

— The noise measurement should be done in free acoustic field where no 
reflected waves coming from nearby reflecting surfaces are present. Figure 1.7 
shows a typical example of how the sound pressure level varies with distance d 
from the sound source. As the above conditions are generally met at a measuring 
distance of d=  1 m, the noise measurements are normally carried out at that 
measuring distance:

— The sound pressure level caused by other sound sources, i.e., the background 
noise, should be much lower than the sound pressure level of the machine to be 
tested. If  the difference exceeds 10 dB, the effect of background noise on the accuracy 
of the noise measurement is negligible.

— The noise measurement is aimed at the determination of the airborne sound 
power level emitted by the motor, and consequently we have to avoid the genera­
tion of structure-borne noise by the electrical motor tested.

The above general conditions can be generally met in no-load noise measure­
ments. However, human protection against noise pollution requires the vibro- 
acoustic behaviour of machines under operating conditions to be tested, since 
during routine work, personnel are close to loaded machines. The specifications 
and standards relevant to the qualification noise measurements of electrical 
motors accept the determination of the airborne sound power on the basis of no- 
load measurements, but only on an undefined condition that the no-load noise level 
does not differ substantially from the level under load. But how should we know 
in advance if we have not measured both levels? This uncertainty of the noise 
measuring procedures results from the fact that the earlier theoretical works did 
not clarify properly enough the sense and amount of change caused by loading in 
the noise of asynchronous motors in comparison with the no-load noise level.

In order to be clear in advance if the no-load noise measurement is sufficient, 
without the need to carry out the noise measurement under load, we must add the
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measurement of airborne sound power by origin (in the frequency-bands used in 
the no-load measurement) to the standard type no-load noise measurement (by 
which the sound power level L'Wt0 can be determined).

This is done in two steps in practice. First we separate the airborne sound power 
L w>v of the ventilation system by reducing the volume of the forced external 
cooling air to zero (then we measure L'w). By gradually decreasing the supply volt­
age, we must plot the curve of L'w versus f/mains. Extrapolating this curve to zero 
voltage, we can separate the sound power levels of mechanical and electromagnetic 
origin L w(m and L w> em, respectively. If the relation

101og(10°-li,v ”'+ l0 OALw’v) - L w em>8  dB (13.45)

holds, then the result of the no-load noise measurement may be accepted as 
characteristic of the motor and the noise qualification must be done on this basis. 
If, however, the above inequality does not hold, then noise measurement under 
load must be performed as well. When we want to measure the noise of loaded 
asynchronous motors, we have to face two immense difficulties.

The first is airborne noise produced by the loading machine, with magnitude 
of the order of the sound pressure level of the tested motor, which must be con­
sidered as background noise. In order to distinguish this background noise, which 
is an integral part of the noise measurement from the background noise of other 
origin that may be turned off or eliminated, the former, produced by the loading 
machine, is called internal, and the latter external background noise.

As mentioned before, the sound pressure level of the loading machine is sensed 
by a microphone placed at a distance d=  l m  from the asynchronous machine 
tested, as for the sound pressure level of the machine tested. The separation of 
these two levels is not usually possible, either on the basis of magnitude, or on the 
basis of frequency composition.

The second problem is that the loading machine is connected by a clutch mecha­
nism to the asynchronous motor, and these two machines are mounted on a 
platform. As we have seen, this is another source of error. There are several 
methods of separating the sound pressure level of the loading machine.

(a) The loading machine is placed in an acoustically separate air space. In this 
case only the electrical motor to be tested is in the noise testing room (acoustic 
laboratory, anechoic chamber), and the loading engine is located in another 
room. The air spaces of the two machines are separated by a wall of good sound- 
isolating characteristics, through which the drive shaft is led in an acoustically 
sealed manner. Structure-borne noise coming in through the shaft does not 
normally give rise to considerable airborne noise, for the flexible couplings installed 
because of the length of the shaft substantially damp structure-borne noise. In
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this case, it is possible to measure the noise of the electrical machine under load 
directly, and to determine the sound power level emitted under load, also directly.

(b) The noise of the loading machine may be separated in such a way that the 
loading machine is covered with a sound-isolating enclosure. Of course, the shaft 
going through the enclosure wall must be carefully sealed acoustically. A well 
designed sound-isolating enclosure may reduce the sound pressure level produced 
by the loading machine by 10 to 20 dB, locating it far away from the sound pressure 
level of the machine to be tested. However, the enclosure may give rise to cooling 
problems for the loading machine. This solution also allows direct noise measure­
ment under load.

(c) The procedure described in Section 13.5.4 is also suitable for the measure­
ment of noise changes due to loading, mostly of electromagnetic origin, since noise 
changes of electromagnetic origin always accompany changes in vibration.

(d) The solutions discussed above reduced the effect of background noise level 
in the sound field around the microphone in such a way that they reduced the 
background noise level itself to get far from the sound pressure level to be measured. 
However, the difference between the two levels can also be increased by increasing 
the sound pressure level of the motor at the microphone. This can be achieved by 
reducing the measuring distance d. This, however, can take us to the acoustic 
near field of the sound radiating machine, increasing the near field error. Thus a 
near field measurement could be suitable for the direct determination of the sound 
power level under load owing to the relative reduction of background noise level, 
but, in turn, it gives rise to a considerable error of different magnitude for each 
component, depending on the mode number, frequency and measuring distance.

(e) If the implementation of the perfect solution described in point (a) is not 
possible or there are problems with the application of the method outlined under 
point (b), then we have to carry out the measurement in the near field, but we must 
make an effort to reduce the measuring error due to the near field. This can be done 
in the following way. We determine the sound power level under load in two steps. 
First we measure the sound power level of the idling asynchronous motor under 
adequate acoustic conditions in the free acoustic field and determine the no-load 
radiated sound power level L w 0. Then we couple the motor and the loading 
machine together and measure the sound pressure level 0 in the near field, with 
the loading machine unexcited. Now, by the proper excitation of the loading 
machine, we set the rated load of the asynchronous machine and measure the 
average value of the sound pressure level l at the same measuring point in 
the near field. From the two latter values, we obtain the loading correction term, 
AL,:

AL,=L” ,—Ip  0. (13.46)



13.7 Special regulations on transformer noise measurements 223

Adding this term to L w 0, we get the sound power level radiated under load:

Lw, i= L W' , , +  ALt, ( 13.47)

since the subtraction of eqn. (13.46) eliminates the near field error mentioned under 
point (d). At AL,<  1, L w< 0 should be accepted as characteristic acoustic parameter 
of the machine, while in the case of A L ^ l ,  L w , should be used to determine the 
noise quality grade of the machine.

13.7 Special regulations on transformer noise 
measurements

As in the case of rotating machines earlier, the determination of the A-weighted 
sound pressure level was set as an aim of transformer noise measurements. More 
recent international standards, however, changed here as well to the determina­
tion of the А-weighted power level. In the following, the measuring procedures 
are discussed mostly according to IEC 551. The steps of А -weighted power level 
determination are the same as for rotating machines. We must measure the sound 
pressure level at the measuring points over a measuring surface enclosing the 
transformer. These levels are averaged and corrected for background noise and for 
the acoustic properties of the environment, then ten times the logarithm of the 
measuring surface area is added to obtain the required result. So why and how is 
noise measurement of transformers different from that of rotating machines?

There is no difference in the measurement of low-power transformers, but the 
weight, size, electrical power and supply requirement of high-power transformers 
do not normally allow the transformer to be moved to a special acoustic environ­
ment for noise measurement. We might use the solution described in Section 13.5.2, 
but experts involved in transformer noise problems prefer the acoustic near field 
using a microphone, being aware of the increased uncertainty of the measurement. 
The relevant standards specify a measuring distance of 0.3 m. To reduce the near 
field error, the number of measuring points must be increased. If  the transformer 
is equipped with a forced draught cooling system, then the measuring distance 
should be 2 m because of the high air flow rate. This, of course, brings out the 
consequence that the discussed formulae cannot be used for the calculation of 
the measuring surface. The following empirical expressions should be used for the 
determination of the measuring surface:

For a measuring distance of 0.3 m:

S =  1 .2 5 /3/m. (1 3 .4 8 a )
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For a measuring distance of 2 m :

S = j - I 2m. (13.48b)

where l3 — the height of the enclosing prism of the transformer,
lm — the length of the measuring line consisting of the measuring points.

Now we shall discuss in a little more detail how the measuring surface and the 
measuring points are selected for noise testing of large transformers. Here we 
must differentiate between the measurements of self-cooled and forced-draught 
transformers.

Self-cooling means that only gravity flow is used for cooling. In this case the 
sound radiating surface is identical with the surface of the transformer tank. The 
upper limit is the top plate of the transformer tank, the lower limit is the bottom 
plate of the casing, while the side plates are the sides of the tank or the envelop­
ing surfaces fitted to any element rigidly fixed to them, that takes an active part 
in the radiation process. From the point of view of noise radiation, we may 
ignore the bushings, the oil reservoir and the skid and caster system under the 
baseplate of the transformer tank. The measuring line runs at a distance of 0.3 m 
from the transformer tank, its height is/3/2,provided that/3 ̂  2.5 m. When/3>  2.5 m, 
then two measuring lines should be used at heights of /3/3 and 2/3/3. Each 
measuring line should comprise at least six equispaced measuring points. The space 
between two adjacent measuring points is a maximum of 1 m.

Transformers equipped with forced draught cooling are classified in two groups 
depending on the location of the cooling system. When the cooling system is 
directly mounted on the transformer or is set up at a distance of less than 3 m 
from the transformer, then they are considered to be a single radiating unit. 
The radiating surface is considered as a rectangular prism enveloping the transform­
er and the cooling system together. This prism is surrounded by the measuring 
surface at a measuring distance of 0.3 m when the cooling system is not running 
and at a distance of 2 m when it is running (the transformer, of course, is excited 
in both cases). The number of measuring lines and measuring points should be 
selected just as we did in the case of self-cooled transformer measurement.

If the forced draught cooling system is set up at a distance of more than 3 m 
from the transformer, then it is handled as a separate sound source (it can normally 
be operated independently of the transformer). First, the transformer noise is 
measured at a distance of 0.3 m as if it were a self-cooled type, with the cooling 
system turned off, and then the transformer is switched off and the noise of the 
cooling system is measured in operation at a measuring distance of 2 m. If the 
height of the cooling system, 73, is not over 4 m, then only one measuring line is 
taken at half height, otherwise two, at one third and two third of the height are
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used. At any point in the surroundings of the transformer, the expected value of 
sound power level in normal operation is the resultant of the sound pressure levels 
emitted by the two noise sources.

The transformer is frequently the only fixed noise source of a residential area 
and therefore it is frequently of interest to predetermine the sound pressure level 
at a considerable distance from it. As discussed in Chapter 1, the sound pressure 
level at an observation point at a distance R  from the noise source is found to be :

where L w — the sound power level of the transformer and R0= 1 m.
This expression, however, gives a correct result only if :

— The experimentally determined value of the transformer sound power level 
L w does not contain any substantial error,

— the propagation of sound in the space is uniform,
— the transformer is the only noise source in the vicinity of the observation

Numerous publications deal with the question of why the experimentally 
determined sound pressure levels at a distance of R  differ from the values obtained 
from eqn. (13.49). The reasons for this difference are the following:

— The accuracy of the experimental determination of the transformer sound 
power level is adversely affected by the near field error.

— The sound propagation in the space is not uniform because of buildings, 
landmarks, etc.—which may serve as reflecting surfaces—hinder the building-up 
of a uniform propagation pattern.

— The strength and direction of wind which is always present in an open space 
influence the propagation of sound.

— The damping effect of air varies for noise components of different frequency, 
and therefore it can alter the character of the noise spectrum.

— At the observation point the magnitude and spectral composition of the 
background noise may be different from that at the time of the transformer measure­
ment, so it may occur that it conceals the sound pressure level produced by the 
transformer in a certain part of the audible range.
As we see, the arguments are abundant to explain why the results of a 
noise measurement conducted, say, in an apartment house 1 0 0  m away from the 
transformer differ from the results calculated from eqn. (13.49). This underlines 
the importance of the fact that the consideration of the local acoustic conditions 
is essential in any noise testing activity.

L(R)—L w 2 0  log 8 , 
л о

(13.49)

point.



14. M EA SU R EM EN T O F TH E  TR AN SIEN T N O ISE  

PH E N O M E N A

14.1 The concept of fast-changing short-duration noise
phenomena

The definition used in practice is that steady noise occurs where the maximum 
change in sound pressure level during the testing time is below 5 dB. If the magnitude 
of change is higher than 5 dB, we talk about variable noise. It is usual to classify 
the variable noises as follows:

— irregular noises, where the level changes are random and irregular in time,
— fluctuating noises, where the changes exhibit certain regularity,
— intermittent noises, where we have two or more clearly defined levels at 

which the noise can be considered steady.

The bursts of noise (impulsive noise) and the transient noise belong to the category 
of short-duration sound phenomena.

The two most important short-duration sound phenomena are the shock wave 
and the transient noise. A shock wave is produced when an extremely fast pressure 
change takes place at a point in space. This pressure change passes on in all 
directions, and this propagating shock wave is characterized by a very steep 
leading edge and a gentle trailing edge. The sudden change in pressure at the point 
of generation may be caused by an explosion, an electric spark, etc.

A sound impulse is a sound phenomenon that takes place in a very short time. 
The time limit under which the sound phenomenon may be considered to be an 
impulse or burst can be defined in various ways. The most straightforward defini­
tion is based on the characteristics of human hearing. As is well known, signals 
having a time separation below 30 to 35 m s become indistinct to the human 
ear, so signals with such short duration are heard as a single dick. However, other 
definitions are also possible.

The transient noise is normally generated by applying a very short impulse or 
step function excitation to a dissipative system capable of vibrating. In practice, 
this is the case when a load is applied abruptly to an electrical motor. Of course, 
we could continue with other examples. If the decay time of the signal is shorter 
than the mentioned 30 to 35 ms, then the transient noise may be considered as 
impulsive or as burst of noise.
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Purely transient noise is very rarely found in practice. The noise generally starts 
with a high-amplitude pulse and continues with a mixed decay involving several 
transients. In the case of bodies of poor vibrating ability of high damping, the 
transient part may not even appear. It can happen that the noise phenomenon 
includes several reflected signals following the first impulse. The problem of short- 
duration noise phenomena is incredibly complex, but three aspects are worth 
mentioning. One is the accoustic aspect. From an acoustic point of view, the 
phenomenon can be single, like for example a shock wave, characterized by an 
unambiguous length of time, but also periodic or quasi-periodic. Such phenomena 
are characterized by an absolute length of time during which they take place, but 
from an acoustic point of view a more important parameter is damping, that is, 
the ratio of the decay time to the cycle time. The value of this ratio determines if 
the transient noise is called fast-damping or slow-damping. The slower the damping 
of a vibration, the more applicable are the concepts and measuring procedures 
relevant to steady-state signals.

The other basic aspect, hearing, was mentioned before. Here we will just point out 
that owing to the time limit set by human hearing, slowly decaying transient noise 
may be heard as a pulse, while fast decaying noise appears as a complex musical 
sound. The total decay time of an ultrahigh-frequency damped noise can be shorter 
than 30 m s even though the rate of damping is quite slow. Conversely, the decay 
time of a fast-damping 100 Hz signal is certainly longer than 30 to 35 ms.

The third basic aspect is the measuring technique. In principle, the steady-state 
and non-steady-state signals must be analysed with completely different methods. 
Even concepts specially constructed for steady-state signals (e.g., amplitude, 
frequency, spectral power distribution, etc.) do not apply directly to non-steady- 
state signals. The usual practice, however, is to reduce the measurement of pulse 
signals to the measuring methods of steady-state signals. These problems will be 
discussed in depth in the next chapter. Here we will just deal with the following. 
In a given concrete case, the available instruments predetermine a boundary 
between the steady-state and non-steady-state sound phenomena. As a matter of 
fact, any transducer or instrument has its own characteristic time constant. From 
the point of view of the measuring system, a phenomenon is steady-state if the 
measuring system can follow it closely without problem. Of course, the transducers 
and instruments can be selected so that they can follow even the fastest changing 
acoustic pulse, since it is only a question of dynamic range and upper cut-off fre­
quency. Care must be taken, however, for a measuring system set up carelessly may 
invalidate the results.

Thus, the determination of short-duration sound phenomena is not straightfor­
ward and clear-cut. In spite of the problems mentioned, the question should be 
approached from the aspect of human hearing, since in practice the impairing and



228 14. Measurement of the transient noise phenomena

disturbing effects of noise bursts on human hearing are of interest in the majority 
of cases. The measuring methods should be selected to ensure the correlation 
between the obtained results and the sensation of our ears.

14.2 Characteristics of fast-changing short-duration 
noise phenomena

Sound impulses may be characterized by various quantities, depending on their 
type. For example, shock waves are best described by their peak amplitude and 
signal duration. This latter is defined as illustrated in Fig. 14.1, but sometimes the 
difference in time values that correspond to the 10 percent amplitude (—20 dB) is 
used for this purpose. The rise time is also specified. Further characteristics of the 
shock wave are the turnover amplitude and the integral of the square of the signal, 
that is, the energy of the signal.

Fig. 14. 1. Characteristic parameters 
of a shock wave: В  — peak value, 

tB—tA — rise time, tc — tA— duration 
(length)

Fig. 14.2. Characteristic parameters 
of transients: В — peak value, tD—tA — effective 

length. When two transients occur within the 
measuring time, their length is given by 

Od- ^ )+((?—%)

Transient noises are not so easy to characterize. A periodic phenomenon may be 
described by its frequency, and the quantities introduced for shock waves can be 
defined for the envelope curve of the signal. In most cases, however, the transient 
process is extremely complex, the periodicity cannot be recognized and it can even 
occur that the envelope is not of a purely decaying nature. The usual definitions 
are illustrated in Fig. 14.2. The integral of the squared signal is used for transient 
signals as well, and it is usual practice to determine the spectrum or the spectral 
energy distribution of the signal. We may say, in general, that the characteristic 
quantities of pulse-type sound phenomena are connected partly with the envelope 
curve of the time function, partly with the spectrum of the signal. We must be 
careful though, since in most cases the signal is not symmetrical about the zero 
line, so the positive and negative envelope curves are not identical, and, also, the



14.3 General considerations of transient noise measurement 229

spectrum of the signal is not completely clear=cut, so we must treat the calculating 
and measuring procedure with care.

In the course of research, various “nuisance parameters” may be defined. The 
analysis should start on the most unpleasant transient noises known. Examples are 
the pneumatic hammer and poorly damped exhaust noise, just to mention a few. 
It is worthwhile expanding investigations on the effects of transient noise in open 
and closed acoustic fields. In such cases, the values obtained from cross correlation 
are also of importance among the parameters.

The number of the many parameters that characterize transient noise should be 
practically reduced in a given test, otherwise the test becomes chaotic and confused. 
This reduction of the quantity of parameters is especially important in direct 
measurements. We must introduce equivalent parameters that correspond to 
identical effects. The length of pulses and the transient time durations must be 
described by characteristic time durations.

14.3 General considerations of transient noise measurement

It is worth investigating again what problems arise when we try to find the 
answers to the standard three questions, namely, what, how and by what means 
to measure in relation to transient noise. The practical measuring technique of 
transient noises is not completely developed yet, but is a field of research, so giving 
a clear-cut answer to these questions is very hard.

The basic consideration in any technology is the human being, and so the main 
task in the first group of questions is to identify the harmful transient noise 
parameters, to determine their quantitative and qualitative nature, and, finally, 
to eliminate them. It is not quite clear today which are the harmful properties of 
the transient noise in terms of physiology and psychology. This research is hindered 
by the lack of even the very basic tools of the second, “by what means” group of 
questions. Without the clarification of the “what” questions we could not have 
any progress in the field of measuring procedures that belong to the “how” group 
of questions. Lacking the measuring tools and procedures, we cannot identify the 
harmful characteristics of the transient noise, that is, what should be measured. 
The methods and tools, in turn, can be worked out only on the basis of what we 
want to measure.

The answer to the question of “what to measure” can be given only with the 
knowledge of the objectives of the measurement. As the number of measurable 
physical parameters is very high, it is reasonable to separate the measurements 
aimed at the harmful effects of transient noises completely from those trying to 
figure out the properties of the source from the characteristics of the transient



230 14. Measurement of the transient noise phenomena

signal. In the former case, the measuring system should model the properties of 
the human organ of hearing, the applied time constants, rise times, dynamic 
ranges and cut-off frequencies should correspond to the same characteristic data 
of the organ of hearing. When assessing loudness, human beings integrate the 
signal with a time constant of about 35 ms. The measurement done with a stan­
dardized impulse time constant is therefore related to loudness. The harmfulness 
of a transient signal, however, is dependent on the peak value—not the peak 
value of the acoustic signal, but the peak value of the signal induced by it in the 
inner ear, which, in turn, is a function of the transient transfer characteristics of 
the ear-drum and the inner ear.

We must see clearly that an instrument which takes the aspects of human 
hearing into account is necessarily too slow to follow the transient signal closely. 
The measuring amplifiers classified as slow for the measurement of transient signals 
are not so because the manufacturer concerned cannot make a faster one, but 
because the design is based primarily on aspects of human hearing.

The acoustical diagnostics, which have received wider and wider application 
recently, necessarily demand that the original characteristics of the signal must 
not get distorted in the measuring system. It is increasingly clear that the measuring 
tools and instruments required for diagnostic purposes differ from those for assess= 
ing loudness or harmfulness. We encounter numerous measuring tasks, especially 
in the field of short-duration signal measurement, which cannot be accomplished by 
means of the standard acoustical instrument pool, or else the error is unacceptably 
high. The only possible solution is total separation of the two fields.

Another problem source is the fact that the tools used for the transformation, 
shaping, transfer and recording of acoustic signals should have quite different 
parameters from those used for steady-state signals. At present, we do not have 
these tools at our disposal and we cannot even expect the appearance of trans= 
ducers, microphones and electronic units that would be equally suitable for the 
analysis of steady-state and transient signals. It seems more practical to separate 
the two fields concerning both microphones and electronics.

Further problem arises owing to the fact that the concepts used in describing the 
characteristics of a signal are very strongly related to steady-state or even sinusoidal 
signals, and therefore their application to other signal types presents difficulties. 
The concept of filters, for example, is distinctly connected to sinusoidal signals. 
It is very easy to tell what happens to a steady-state signal comprising sinusoidal 
components when it passes through a filter, but, in contrast, it is very hard to do 
the same for a short pulse or a transient signal.

It is a frequent fault that an originally mathematical concept is used outside its 
justified scope of validity, as in the case of fast Fourier transformation (FFT) for 
steady-state signals. This and numerous other examples indicate a far more general
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problem which is becoming more and more important with the development of 
technology.

To answer the question of “by what means to measure” is at least as hard as the 
answer to the other questions, partly because in most cases more than one 
measuring system may be used for the same measuring function, and partly because 
the engineer is always forced to compromise in solving real measuring tasks. On 
one scale of the balance, there is the measuring system designed to match the given 
task, while on the other scale there are the available instruments and the investment 
budget. To reach a balance of the two sides normally requires serious engineering 
consideration.

For measuring transient noise phenomena, analogue and digital measuring 
instruments, memories and even computers are all equally used.

14.4 Measuring systems

In a wider sense, the functional units of the measuring system are generally the 
following: measuring network, system controller, algorithm (preparations for the 
measurement, selecting the required instruments, working out the measuring pro­
cedure, etc.) and data processor. As we see, man plays an important role in such a 
measuring system, especially in relation to the algorithm. In a narrow sense, more 
common in everyday use, a measuring system is a set of tools, comprising data 
supplying instruments, value generating instruments, display units, signal generas 
tors, signal sources, controllers and auxiliary elements, this set serving the purpose 
of a concrete, well defined measuring function;

The measuring system and the object of testing may be connected with the lines 
of action of sensing, stimulus, reference input and control loop. Through the 
stimulus-reference signal-control connection, the measuring system influences the 
object of testing. These may not be present in the individual cases, but the sensing 
element is an essential part of any measuring system.

The measuring system design may be modular or integrated. The modular 
measuring system is made up from separate units which are suitable for a specific 
but general measuring function, i.e., these component units can be used indepen­
dently for certain measuring tasks and can be put together in various configura? 
tions or combinations. The integrated measuring system, in turn, is a single? 
purpose instrument tailored to a concrete measuring function. The data-supplying 
instrument (sensing element), in the field of acoustics, means microphones and 
accelerometers (together with their accessories). These units produce the signals 
for the other elements of the system in a form that allows the separation of the
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information on the magnitude of the measured quantity in a way that can be 
processed.

The characteristic numerical values are produced in the value generating com­
ponents of the instruments (r.m.s. circuit, averaging circuit, etc.). The numerical 
value of the measured quantity is displayed by the data display of the instrument 
or the measuring system, i.e., indicating instrument, level recorder, X-Y recorder, 
for the user, or output in an intelligible form for the connected system component.

The data may be displayed in analogue (dial instrument, curve register), or 
digital (digital display, printer) form.

14.4.1 Analogue measuring systems

Analogue measuring systems are normally of a “daisy-chain” configuration, which, 
in the case of complex measurements may be closed through the object of testing. 
The elements of the chain are generally distinct units and their operation may be 
followed by eye (following the routing of the signal cables). For a closed loop or 
chain, a good example is provided by the determination of the frequency-dependent 
noise damping of a wall, which involves all the basic elements of a measuring 
system. Normally the question arises of how the analogue measuring system 
should be controlled. Selecting from several possible solutions, the Briiel and 
Kjaer Co., famous for their system-oriented instrument pools, solved the problem 
by assigning the control function to the level recorder, the last link in the logical 
process flow of most measuring systems. The results recorded on a pre-printed 
chart paper can be correct to the time or frequency scale only if the operation of 
the recorder mechanism is synchronized with the mechanical operation of ana­
lysers, filters, generators, etc. The mechanical control is acceptable only for rather 
slow operating speed and simple (i.e., direct) control configuration.

14.4.2 Digital measuring systems

As a result of the rapid development of electronics and the general requirement for 
high-accuracy measurements, more and faster measurements had to be and could 
be coordinated and accomplished. In other words, an interexcitation of require­
ments and possibilities took place. The digitally controlled measuring systems can 
be reduced to a common basic scheme, although the requirements of concrete 
applications may difier considerably. In this field are microprocessors of immense 
importance, which enhance the intelligence of measuring systems and advance 
the development of distributed measuring networks. “Machine-centric” measuring
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systems are replaced by distributed control and hierarchic structure. One of the 
manifestations of the new system is the fact that certain components of the 
measuring system can carry out certain tasks quickly and independently, while they 
receive instructions for starting, analysing, reading or passing on the obtained 
results for further processing to other components from the system controller. 
While one of the instruments is working on a task, the system controller commu= 
nicates with the other instruments, so the components of the system operate 
virtually simultaneously which highly increases the speed of accomplishing 
complex measuring tasks. The controller of digital systems, with limited functions, 
may be a component of the system, especially prepared for this purpose, nevertheless 
for the complex control of many instruments microprocessors are used (8 to 12 
instruments can be controlled this way), which, being computers, accomplish the 
necessary mathematical operations as well. As we shall see in the discussion of 
concrete cases, the advance of digital technology in the field of transient vibro- 
acoustic signal processing has opened up new possibilities regarding the difficulties 
of processing, the amount of data taken into account, and the accuracy and 
presentation of the results obtained.

14.5 Problems related to the dynamic characteristics 
of the individual measuring system components

Several basic requirements can be established for the components of vibroacoustic 
measuring systems. The fulfillment of these requirements is necessary in all cases 
in order to ensure that the measuring system operation is up to expectation. Let us 
consider these requirements individually.

(a) The sensing element of the measuring system should produce an electrical 
signal proportional to the amount of sound or vibration applied to its input. The 
electrical signal should follow in time identically the time variations of the vibro= 
acoustic signal.

(b) The signal shaping circuits of the measuring system should not alter the time 
changes of the electrical input signal. The amplitude ratio between different sections 
of the signal must not change even if the amplitude changes.

(c) The processing system should be capable of measuring those characteristics of 
any signal within the specified limits, whose determination is the objective of the 
evaluation process.

These requirements, of course, can be met only between certain limits and with 
certain accuracy. In the case of steady-state signals, the requirements outlined 
under (a) and (b) are automatically satisfied provided that the amplitude charac*
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teristics of the applied transducers and electronic circuits are linear, and the slope 
of the characteristics (i.e., the sensitivity of the transducer, the gain of the amplifier, 
etc.) is independent of the frequency. If we specify the amplitude and frequency 
limits between which the linearity is guaranted with a given accuracy, then we also 
specify the range where the requirements of (a) and (b) are satisfied.

The fulfillment of requirement (c) must be checked within the above range. We 
may have different cases depending on what parameter the given measuring system 
measures. If we are dealing with, say, a root mean square detector, then the time 
constant should match the lower cut-off frequency and the dynamic range of the 
detector should be sufficient to sense the dynamic changes of the signals to be 
measured. In conclusion, we can say that as far as the requirements listed under
(a), (b) and (c) are concerned, the most important thing is to ensure the linear 
amplitude and frequency transfer for all the components of the measuring system, 
when steady-state signals are measured.

When transient signals are to be measured, however, the amplitude and fre­
quency linearity is no longer enough to satisfy requirements (a), (b) and (c). 
Other important parameters come into play, such as the group transit time, 
which is the derivate of the phase shift of the tested measuring system or circuit 
with respect to the angular frequency:

dap
X~d(o ’

If the group transit time varies with frequency, it takes the various spectral 
components of the transient signal different times to pass through the measuring 
system.

This results in changes in length, envelope curve and spectrum of the transient 
signal.

When transient signals are measured, not only is the amplitude linearity important 
but also the slew rate of the measuring system. If a unit step function of height 
U is applied to the input of the system, the steady state of the output signal will be 
reached only after a time T. The slew rate of the system is defined as ЩТ. This ratio 
must be much higher than the slew rate of the signals to be measured, otherwise 
the measuring system cannot follow the changes of the signal. A good approxi­
mation of the slew rate of the measuring system is the ratio of the upper dynamic 
limit to the transit time. The higher the upper dynamic limit and the smaller the 
transit time, the higher the slew rate of the system will be.

Before we start discussing the complicated questions of transient signal analysis, 
let us review how the standard vibroacoustic transducers and measuring tools 
comply with the requirements for group transit time and slew rate.
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14.5.1 The transient characteristics of vibroacoustic transducers

We can model the transient characteristics of vibroacoustic transducers quite 
well by considering the transducer as a simple resonant system. This notion is 
equally well applicable to electrostatic microphones and accelerometers, the only 
difference being that the electrostatic microphones are strongly damped, while the 
accelerometers are weakly damped systems. Let us see what the transit time cha­
racteristic of a damped vibrating system looks like. The amplitude transfer function 
of an attenuated oscillatory circuit is:

A =  y -----  Q 21 ‘/2 ’ (14.1)

where Q ——~ is the frequency variable, normalized to 1 at the resonant fre?
u>0

quency, and Q is the g-factoг (quality factor) of the system. The phaserfrequency 
characteristic of the oscillating system is given by the function:

( 5  • <R 2 >

From the point of view of transient transfer characteristics, the most important 
feature of the system is the group transit time:

dtp 1 1 +  ß 2 „ , , , , ,
r = A = — ------------------ n T = T (A  (14.3)
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where
1 ,  „ 1 + ß 2r 0= — yr and B = -------------- ш  .

0)oQ +

For good transient transfer, the transit time must be constant with respect to 
frequency, otherwise the sound pulse, which can be considered as a wave packet, 
will spread out while passing through the system.

In order to analyse the transit time characteristics, the amplitude and transit time 
curves of an oscillatory system with a resonance frequency of 10 kHz are illustrated 
in Figs (14.3) and (14.4) for various Q factors. It is apparent that the change in 
transit time is faster than that of the amplitude, and the initial (low-frequency) 
value of the transit time is smaller with higher system Q.

Now let us calculate for any Q the frequencies that correspond to a 10 percent 
change of transit time. Substituting B=  1.1 and B — 0.9 intoeqn. (14.3), we readily 
obtain the required frequencies. The results prevail that for typical values of
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Q the transit time curve may be considered linear in the frequency range up to one? 
third or onerfifth of the original resonant frequency.

Fig. 14.3. The amplitude characteristics o f a microphone with resonant frequency fQ= 10 kHz
for various values o f Q

In the case of electrostatic microphones with small Q factor, the upper cut-off 
frequency is considered to be one-third of the resonant frequency, while in the case 
of acceleration sensors with high Q factor, it is one-fifth of the resonant frequency, 
for transient signals. For electrostatic microphones, the resonant frequency is 
rather low, and falls within the operating range specified by the manufacturer. 
In the case of a 1/2" outdoor microphon, for example, the resonant frequency is 
about 12 kHz, but the amplitude transfer is linear up to 18 kHz. According

Fig. 14.4. The transit time characteristics o f a microphone with resonant frequency f0= 10 kHz
for various values of Q
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to the above facts, this microphone gives reliable results only up to 4 kHz for 
transient measurements. The requirement of constant transit time therefore 
considerably reduces the frequency range of microphones.

The Q factor of accelerometers is normally in the range of about 30 to 100. 
The upper cut-off frequency is generally specified at one-fifth of the resonant 
frequency by the manufacturers. This specification is acceptable even in terms of 
transient tests. The slew rate of transducers may be characterized by the ratio of 
the upper dynamic limit to the transit time in the operating frequency range. As we 
have seen, the transit time at frequencies much lower than the resonant frequency 
can be approximated as :

To=7777 • (14.4)
woQ

Among transducers with a given resonant frequency, those with higher Q factor 
have shorter transit time.

The slew rate is given by the following formula:

S = A ^ =W oQAmax, (14.5)
To

where A m„ denotes the maximum measurable value of the physical quantity 
concerned, namely, the sound pressure or the acceleration.

As we can see, the higher the Q factor of the system, the higher the slew rate. 
From the transient transfer point of view, transducers with sharper resonance 
are better than strongly damped ones. Therefore the piezoelectric accelerometer 
are well applicable to analysis of transient signals, provided that the highest 
frequency to be measured does not exceed one-fifth of the resonant frequency of 
the transducer. Electrostatic microphones, however, are not really suitable for 
measuring transient signals. Nevertheless, if we have to use them for transient 
measurement, we must predetermine the frequency range where the microphones 
can be used for that purpose. Furthermore, we have to calculate the time and the 
slew rate, also in advance.

As an example, for a 1 "outdoor microphone, / 0=  10kHz,/?max= 500 Pa (148 dB) 
and Q is about 1 to 1.5. Using these data, we find that 5 =  31.4 to 47.1 Pa/;xs, 
which corresponds to a slew rate of 1.6 to 2.4 V/jxs at the input of the pream pli­
fier. (The sensitivity of the microphone is 50 mV/Ра.)

Reliable signal tracing can be expected only if the slew rate of the microphone 
is 5 to 10 times that of the signal. Consequently, the microphone in question is 
suitable for the analysis of transient signals whose components have a slew rate 
of about 4 to 8 Pa/jxs and a maximum frequency of 3.3 kHz.

The calculated slew rate is normally sufficient for transient signal measurements. 
In the case of shock waves, however, it can happen that the slew rate of the signal 
is faster than that of the microphone. In such cases, the peak value of the electrical
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signal produced by the microphone is much lower than the expected value. 
Electric sparks, gun or pistol shots may present cases of this kind.

A bigger problem in the measurement of transient signals is posed by a frequency - 
limited transit time characteristic. If we want to investigate the whole audible range, 
we would need microphones with a resonant frequency of 50 kHz.

The selection of an adequate transducer is generally very hard. On the one hand, 
the transient characteristics of commercially available microphones and transducers 
are not indicated in the data sheets, and on the other hand, these transducers are 
not designed for transient measurements. Another problem is that in most cases 
we do not know in advance what the nature of the signal to be tested will be, so 
we cannot select the right transducer. If possible, we should start measuring with 
the fastest and highest dynamic microphone available and, provided the signal 
allows, we should change to one more suitable for the purpose. We have to bear in 
mind though that if we make the wrong choice in selecting the transducer, our 
measurement will be unquestionably useless.

14.5.2 The transient characteristics of measuring equipment

The instruments used in vibroacoustic measuring systems can be used only with 
due foresight for measuring transient signals. The condition that constant transit 
time is required for acceptable transient transfer applies to instruments as well, so 
we must determine for each instrument the frequency range where the requirement 
of constant transit time is met.

Wide-band measuring amplifiers are normally characterized by constant transit 
time, but the frequency range that can be used is somewhat narrower than the 
range of linear amplitude transfer. If we determine the phase-frequency character­
istic of the amplifier by measurement, we can calculate the transit time character­
istic from the curve obtained. In the frequency range where the phase curve is 
linear, the transit time is constant.

A measuring system normally comprises various filters. As far as the transient 
behaviour is concerned, the filters are the most critical elements of the measuring 
system. In particular, the narrow-band filters may give rise to problems, for the 
transit time of filters is not generally constant. Analogue band-pass filters, which 
are used in vibroacoustic application, are not designed for constant transit time, 
since the requirements for constant transit time and linear amplitude transfer cannot 
be met simultaneously in band-pass filters. The instruments incorporate filters 
which have been designed for optimum amplitude transfer, and the transit time 
may vary considerably even within the pass band and changes abruptly at the ends 
of the band.
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The band-pass filters may be designed for constant transit time in the pass band, 
but then the amplitude will vary in that range. Such a filter would be inadequate 
for measuring constant amplitude signals. It would be practical to incorporate 
constant transit time filters'in addition to the existing ones in vibroacoustic instru­
ments, for it would allow the user to decide which filter to use for a particular 
measuring task.

Until we have this facility, we must take special care when allowing transient 
signals through filters. If possible, we should measure the phase characteristic of 
the built-in filters, then determine the transit time curves. Otherwise, we should 
avoid application of narrow-band filters with steep side slopes.

Other critical units in terms of the transit time are AM (amplitude modulation) 
and FM (frequency modulation) tape recorders. The manufacturers generally do 
not specify anything about the phase and transit time characteristics. This is no 
mere chance but arises simply because these curves are really poor. Figure 14.5 
shows the transit time curves of three tape recorders which are quite popular in

Fig. 14.5. The measured transit time curves for several tape recorders: a — А-type tape recorder, 
FM operation, b — А-type tape recorder, AM operation, c — В-type tape recorder,

AM operation

vibroacoustic measuring systems. As we see, the transit time of AM tape recorders 
(b and c) falls sharply at low and medium frequencies, while that of FM tape 
recorders (a) varies strongly at higher frequencies.

For measuring transient signals, only those tape recorders whose transit time 
has been measured and accepted in advance should be used. If necessary, the transit 
time characteristic of the tape recorder may be corrected by means of a transit time 
corrector.

The slew rate of measuring instruments is generally determined by the upper 
dynamic limit and the upper cut-off frequency. If the amplitude and frequency of 
the signal fall within the appropriate ranges of the instrument, the slew rate will 
pose no problem. In this respect, it is enough to investigate the characteristics of
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the applied detector. For the correct measurement of the peak values of transient 
signals, the slew rate of the peak value detector must be much higher than the slew 
rate of the signal (e.g., the rise time of the peak value detectors used in noise 
measuring instruments and measuring amplifiers nowadays is 20 ;j.s). Since the 
maximum voltage of the detector is 10 V, the slew rate is 0.5 V/(xs. This value is 
normally acceptable for measurements in the audible frequency range, but con­
siderably lower than the typical slew rate of electrostatic microphones.

The measurement of transient signals with r.m.s. detectors also gives rise to 
problems. When the r.m.s. value is measured, the problem results from the 
averaging time constant. For steady-state signals the time constant affects only 
the lower cut-off frequency of the measurement, since averaging with a required 
accuracy necessitates that a sufficiently high number of full cycles fall within the 
averaging time. For transient signals, however, we must take care that the time 
constant is also smaller than the length of the signal. These two conditions are 
very hard to meet simultaneously. The standard pulse time constant is about 
35 ms. For an acceptable accuracy, about ten cycles should occur during this 
time, and consequently the detector will yield correct results only over about 
300 Hz. On the other hand, the detector can follow the envelope curve of the signal 
only if the amplitude of this envelope curve is nearly constant during the 35 ms, so 
the length of the signal should be well over 35 ms. Thus only transient signals with 
components longer than 300 to 350 m s and with frequencies higher than 300 Hz 
can be correctly measured with pulse time constant.

Of course, r.m.s. detectors can be made with shorter time constant, but then the 
lower cut-off frequency shifts even higher. If the transient signal is considered as a 
harmonic signal that dies away exponentially, then the r.m.s. detector can follow 
the envelope of the signal only if the inverse of the damping constant is higher 
than the cycle time by at least one order of magnitude. In the case of signals that 
die away quickly, the r.m.s. detector will inevitably distort the envelope curve.

Finally, problems may arise from the dynamic range of the measuring equipment, 
if it is smaller than required. When transient noise phenomenon accompanies a 
steady noise, and both phenomena convey useful information so that they must be 
measured simultaneously, it may arise that a useful dynamic range of up to or 
higher than 60 dB must be tested. The dynamic range of transducers, measuring 
amplifiers and filters is normally wide enough, but it is not certain that this covers 
the dynamic range of the various signal detectors and recorders. The rated dynamic 
range of detectors used in noise measuring instruments and measuring amplifiers 
does not generally exceed 50 or 60 dB and the inherent error of these detectors is 
very large in the lower third of the dynamic range. For this reason, we cannot 
measure high-intensity transient noise and low-intensity background noise in the 
same measuring setting.
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The dynamic range of detectors is much less a problem than that of the recorders. 
In the specifications of commercial tape recorders, we find figures as high as 70 dB, 
but such levels are sometimes not valid. Generally speaking, the dynamic range 
of FM tape recorders is somewhat narrower than that of AM recorders.

It is no large mistake to take the dynamic range of professional FM tape record ­
ers as 45 to 55 dB and that of AM records as 50 to 60 dB, with the lower figure 
considered more reliable. It is obvious that the correct recording of pulses that 
rise high above the background noise level is not always possible with such a 
dynamic range. To make matters worse, we cannot generally utilize the whole 
available dynamic range. It is very hard to estimate the peak value of pulsed 
and transient signals in advance, and the peak value of subsequent transients of 
the same origin may vary considerably. Therefore a safety margin of at least 
10 dB should be provided in order to avoid overdrive, in other words, the dyna­
mic range of the tape recorder, measured for steady "state signals, must be redu­
ced by at least 10 dB for recording transient signals.

This problem arises to an increased degree in digital recording. The AD con­
verters currently in use divide the amplitude range into equal sections, so their 
accuracy is higher in the upper part of the dynamic range. This upper third, 
however, should be the safety margin for us, which means that we cannot make 
use of one-third of the dynamic range of the AD converter. For this reason, the 
most frequently applied 8-bit AD converters are not suitable for transient signal 
recording. At least 12-bit resolution is necessary.

The transducers and measuring instruments used for vibroacoustic measure­
ments must meet requirements other than the standard instruments designed for 
steady "State applications. At present, instruments specially designed for detecting, 
recording, and processing transient signals do not exist, so we have to use existing 
equipment for transient signal analysis. The leading manufacturers of vibro­
acoustic measuring equipment endeavour to produce devices which are equally 
suitable for steady-state and pulsed signal measurement. As we have seen, this 
is theoretically impossible, so even if the most up-to-date instruments are used, 
we have to expect poorer accuracy for transient signals than for steady-state ones. 
It may be that the transient signal measurement is completely wrong. Therefore 
trial measurements and simple calculations are highly recommended to give an 
idea before the actual measurement starts.



15. D IR E C T  M EA SU R IN G  T EC H N IQ U E S  

O F TR AN SIEN T VIBRO ACO USTIC SIG N A LS

The direct and accurate measurement of short-duration transient vibroacoustic 
signals is highly limited by the dynamic characteristics of the individual elements 
of the available measuring system. The shorter the vibroacoustic phenomena to 
be tested, the stronger these limitations become.

Let us assume that the proper transducer and, matched with it an acceptably 
fast electronic measuring system, are at our disposal. Now let us investigate the 
possibilities of determining the characteristic quantities of the phenomena. The 
direct signal processing may be done by means of an analogue, digital or hybrid 
measuring system, the latter combining the former two, and the signals can be 
tested in the time, frequency or amplitude domain.

15.1 Analysing the time function of a phenomenon

15.1.1 Approximative analysis

Several time-domain parameters of transient vibroacoustic signals, e.g., the 
duration of the phenomenon and the maximum amplitude that appears during 
the phenomenon, can be determined approximately by displaying the parameter 
concerned on an oscilloscope of adequate parameters. Oscilloscopes built with 
persistent CRT or the so-called memory scopes are especially suitable for this 
purpose. The duration or the maximum amplitude can be read directly from the 
screen grating as distance (or division), provided that the deflection and the input 
sensitivity are properly calibrated. The process of the phenomenon, that is, the shape 
of the envelope curves fitted to the positive and negative local maximum values, 
can be displayed on the screen as well.
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15.1.2 Determining the peak values

The modern sound pressure level measuring instruments normally incorporate 
fast-rise peak detectors, so we can determine the positive and negative peak values 
of the signal in the “+Peak Hold” and Peak Hold” settings, respectively. In this 
case, we must make sure that only the transient signal to be measured is applied to 
the input of the instrument or ensure by adequate auxiliary circuits that only one 
transient is fed into the measuring system (synchronizing, gating, etc.).

Since the peak detectors also have a finite slew rate, we must look through the 
specification of the instrument and determine the approximate value of the signal 
slew rate by the procedure outlined above to decide whether the instrument is 
suitable for the task concerned, and what the expected error is.

15.1.3 Determining the effective value

By means of a level recorder and an r.m.s. circuit, under certain conditions, we can 
determine the development of the effective value of the signal. If the time constant 
of the r.m.s. circuit is much shorter than the duration of the transient signal, we 
can hope to follow the changes of the effective value of the signal in time. Because 
of the fact that the short time constant raises the lower cut-off frequency of the 
measuring system, it also contributes to the distortion of the envelope curve.

The built-in r.m.s. detector of the common level recorder may be a suitable 
circuit for effective value generation in a.c. mode, since the minimum of its time 
constant can be as low as several ms, depending on the lower cut-off frequency 
selection. Note, however, that the recorder performs a further averaging function 
which depends on the magnitude of the pen deviation, so the shortest resultant 
time constant is about 10 ms.

15.2 Freqoency analysis

The standard analogue measuring instruments are not suitable for spectral analysis 
of transient vibroacoustic signals, since outside the limits discussed with the 
effective values generating circuits above the settling time of band-pass filters, 
especially for low-frequency components, will further increase the minimum 
duration of the transient which can be tested. Therefore only approximative 
determination of the envelope curve fitted to components with frequencies of 
several kHz can be undertaken with this method.
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15.2.1 Analogue parallel analysis

From the numerous important parameters that characterize transient vibro- 
acoustical signals, analogue procedures allow only the determination of a limited 
number. One of these procedures is analogue parallel analysis by which the maxi­
mum values at one-third-octave intervals can be determined from the transient 
signal.-

These analysers incorporate several tens of filters connected in parallel, and 
detectors and holding circuits connected to each filter output. When using such an 
analyser, we should remember that the settling time of the lowest centre frequency 
filter to be used in the test, which is at least three times the inverse of the band­
width, and the time constant of the detecting, holding and displaying circuit 
together determine the length of the shortest transient noise phenomenon that 
can be analysed with acceptable error. With typical parameter values, assuming 
that the lowest-frequency component falls within the 125 Hz one-third-octave 
band, the time taken by the phenomenon should be at least 100 ms. Similar li­
mitations apply to parallel analysers built with digital filters, since these filters 
simulate the operation of one-third-octave band filters.

15.2.2 The time-lapse procedure

The time-lapse method outlined in Section 11.5.3 is also suitable for spectral 
analysis of transient vibroacoustical signals up to a certain frequency in the so- 
called real-time mode of operation. The instruments that operate on the principle 
illustrated in Fig. 11.9 can normally be used up to an upper cut-off frequency of 
10 kHz.

When the analogue-to-digital converter at the input of the instrument operates 
at a sampling frequency of 30 kHz, then three samples represent one cycle of the 
signal at the upper cut-off frequency (if the capacity of the digital memory is 1200 
words, so it is 400 cycles altogether. From the signal at the lower cut-off frequency 
at least one full cycle must fit in the memory, and so this frequency is found as 
10 kHz/400=25 Hz. As the instrument measures four hundred spectral compo­
nents (to a linear scale), the distance between two adjacent components is 25 Hz.

The signals in memory are played back 400 times faster, so the highest-frequency 
component is at 4 MHz, the lowest, at 10 kHz. In the course of each play-back 
the signal, following digital-to-analogue conversion, is applied to a heterodyne 
filter tuned synchronously with the play-back rate. In theory, in such a way 
40 ms is required to draw up a 400-line spectrum, which corresponds to the 
sampling time of a 1200-word sample.
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In order to ensure the continuity of signal processing, during each play-back 
three samples are replaced by new ones, and in this way the whole memory content 
is changed completely in the course of 400 play-backs. One drawback of this 
method is that the resultant spectral components are not derived from the same 
sample. The spectral components obtained during the transient process are 
averaged by linear or exponential weighting, so the result is the weighted average of 
the maxima of instantaneous values. This method can be used with acceptable 
error when the duration of the transient vibroacoustical signal is at least ten times 
the sampling time.

15.2.3 Applying the Fast Fourier Transformation

Up to a given upper cut-off frequency, the FFT-based instruments are also suitable 
for real-time analysis and, through that, for the spectral analysis of transient 
signals. Instruments working on this principle also take samples from the signal to 
be tested (generally 1024 samples) and determine the complex spectral components 
by computation from these samples. Since the inherent error of the computation 
method increases with increasing frequency, only the lower 400 components are 
used out of the possible 512 spectral components.

The sampling frequency is normally 1024/400=2.56 times the frequency of 
the highest frequency component to be tested. The lower cut-off frequency and the 
distance of adjacent components is l/400th of the upper cut-off frequency. The 
instrument can be considered as real-time up to an upper cut-off frequency at 
which the time required for the computation and display of the spectral components 
is shorter than the sampling time. The upper cut-off frequency of commercial 
instruments in the real-time mode is typically 2 to 10 kHz. This method can be 
considered as suitable for direct transient signal analysis if the length of the 
transient signal is at least ten times the sampling time.

15.3 Determining the energy of a sound phenomenon

One of the most important characteristics of a transient noise phenomenon is the 
energy of the signal. The direct measurement of this energy, however, is a difficult 
task. Informative measurements may be conducted with standard acoustical 
measuring instruments [104]. If a transient signal shorter than the averaging time 
is applied to an r.m.s. detector, the peak value of its output signal will be propor­
tional to the energy of the transient, since the r.m.s. detector averages the square of 
the signal for a given averaging time and then extracts the square root of the
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result. The output of the detector is normally expressed in dB. The level of the 
r.m.s. sound pressure is defined as:

where Smi is the surface of the membrane of the microphone. Comparing eqns 
(15.1) and (15.1a) and introducing the reference power:

W o = - ^ S mir 0> (where T0= 1 s), 
t?oco

the energy level of the transient noise event is given in :

L W= L + 10 log 10 log . (15.2)
1  о QC

The last term of the expression is normally smaller than 0.1 dB, so we will neglect 
it in later discussion.

The standard value of the “Slow” time constant is 1 s, thus the correction term 
due to the averaging time is zero in this setting, giving:

L w—L m ax.

Thus if we measure transient signals shorter than 1 s with a common sound 
measuring instrument switched to the “Slow” setting, then the level corresponding 
to the maximum deflection of the pointer is a good approximation of the energy 
of the transient signal, expressed as level. This measuring method yields surprisingly 
good results, but we should take care not to overdrive the instrument during the 
measurement, because overdriving may give rise to considerable error in the 
measurement.

If the length of the transient is too slow, it may happen that the deflection of the 
instrument pointer is so small in the “Slow” setting that we cannot even read it. In 
such a case the measurement should be done with a shorter time constant. The 
standard value of the “Fast” time constant is, for example, 125 ms and the cor= 
responding correction term is — 9 dB. Now, if we read the level indicated by the 
maximum deflection of the pointer in the “Fast” setting, the transient energy level 
is lower than this by 9 dB.

If we also detect the peak value of the signal Lpt;ak simultaneously, we can give

1 í ,+т
L = 2 0 1 o g l  V 1  J  p2dt. (15.1)

t

The energy of the transient signal acting on the microphone :

W = I J  J d S j d t = ^ i  J  p2 dt, (15.1a)
Sml
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a good estimate of the length of the transient signal. Let us define the effective 
length of the signal of the transient event, Tev, a s :

W = ^ S mir ev. (15.3)
qc

Applying our previous considerations, we arrive at the following expression:

10 log ^ = £ m„ - L peak. (15.4)

A great advantage of this time definition is that the length of transient signals can 
be measured with standard sound pressure measuring instruments. Let us assume 
that we obtained 89 dB for the level of the transient sound phenomenon by 
measurement with the “Fast” time constant, while the peak value of the same 
phenomenon was found to be 106 dB. Then:

10 log ^ = 8 9 - 1 0 6 = - 1 7  dB,
from where:

Геу= 2.5 ms.

By simultaneously measuring the peak value and the effective value of the signal, 
we can thus determine the effective length and the energy of the transient phe? 
nomenon as well. These measurements can be accomplished by means of a simple 
portable sound pressure measuring instrument. Before starting more serious 
measurements, it is always advisable to carry out informative measurements with 
this method on the site.

No other analogue method is used for direct measurement of the energy of a 
signal, but the digital measuring systems can measure the energy as well by 
computing the integral of the squared signal from digital samples. This computa? 
tion does not take too long, so it can be done in reabtime. This method, however, 
has not come into general use, and the FFT analysers currently in use instead 
determine the spectral energy density of the signal. From this, the total energy may 
be calculated. In many cases though, we do not need the additional information 
provided by the spectral energy density, we want to know only the energy. In such 
cases the fastest result is obtained by the analogue measuring procedure outlined 
above.

15.4 Statistical analysis

In the measuring technology of steady-state vibroacoustic signals, measuring 
procedures based on amplitude statistics are widely used. The point of this method 
is to take samples from the signal to be measured for a given time, determine the
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amplitude of these samples and then, from the stored data, the characteristic 
amplitude distribution for the given measuring session, through which the informa r 
tion on the changes of the signal with time is also saved. In the field of acoustics, 
the frequency distribution of sound pressure levels is normally determined. 
A common statistical analyser, for example, samples the output signal of the 
built-in logarithmic detector by means of an 8-bit AD converter. With a resolu­
tion of 0.25 dB, a dynamic range of 64 dB is provided which is easily sufficient for 
most acoustic measurements.

The statistical signal processing is done digitally. If the measuring equipment 
was designed for long-time measurements, for testing noises that do not change too 
fast, then the maximum sampling frequency is 10 Hz. Consequently, this instru­
ment is not capable of measuring the amplitude distribution of short-duration 
signals. The unit takes a preset number of samples from the sound pressure level 
and divides up the measured values into 256 channels. Then it calculates the 
percentage of samples which fall into the individual channels. These values make 
up the density function of the distribution. The integrated distribution shows in 
turn what percentage of the samples are higher than the level indicated along the 
X axis (see Fig. 15.1). For example, the level L50 is considered as the mean value of

the signal, since 50 percent of the samples are higher than this level. The background 
noise is given by L99, and the maximum signal, by L y The dynamic range of the 
signal may be obtained from the expression A L = L l0—L90.

The analysis of frequency distributions yields substantial new information, if the 
dynamic character of the signal varies considerably during the measurement, or 
sections of different character follow each other. This is well illustrated by the

Fig. 15.1. The integrated distribution of steady-state noise: 
L99=90.5  dB(A), ^90=94 dB(A),
L, =  107 dB(A), L l0= 99 dB(A),

L30= 96  dB(A), £„,„=98 dB(A)



15.4 Statistical analysis 249

curve shown in Fig. 15.1, which represents the pulse-like noise of a smithy. As we 
see, the integrated distribution of the sample, which includes many pulses, extends 
towards higher levels. The distribution density is obtained as the derivative of such 
curves. At the impulse-like noise sample, the equivalent level is much higher 
than L so, while, for example, in the case of the nearly steady noise of a compressor 
room, the two levels are almost identical.

The dynamic character of transient signals may vary considerably as a function 
of time, and it frequently happens that a new transient mixes with the former 
decaying signal. In any case, the analysis of the amplitude distribution is always 
advisable. The detector must be fast and the sampling frequency must be high 
enough that at least 1000 samples from the transient to be tested can be sent to the 
memory. From the technical point of view, the building of such an instrument is 
not difficult at all. If the output signal of a fast detector is applied to the input of a 
digital frequency analyser which is capable of computing amplitude statistics, we 
can easily try out this measurement. Of course, it would be practical again to 
analyse the amplitude distribution of the two signal halves separately.

The statistical analysis of transient signals is recommended especially when 
transients occur frequently in a steady noise. A mixed noise of this kind character? 
izes electrical rotating machines, for example. Statistical analysis of a longer 
signal segment reveals how the transients modify the distribution function 
characteristic for transient noise, we can determine the average amplitude of the 
transients and figure out what percentage is represented by the transients in the 
total energy of the mixed signal. In mixed signals most frequently encountered in 
practice, the transients differ considerably, thus one transient from the signal 
flow does not represent the other transients, and detailed analysis does not yield 
any useful information. Statistical analysis, in turn, can furnish characteristic 
results even in such cases. If, for example, the transients are produced by the 
strongly and quickly varying load conditions of the electrical rotating machine, 
the analysis of the individual transients offers information on the instantaneous 
load changes, while the statistical analysis of the signal is suitable for the charac? 
terization of a longer segment of operation:

Instruments capable of direct measurement of the amplitude distributions of 
transient signals are not commercially available yet. As we mentioned before, the 
sampling frequency of instruments developed for noise measuring is too low, and 
the digital frequency analysers can span only a very short length of time. In the 
case of computerized signal processing, however, it is easy to establish the possibility 
of statistical signal processing, and we should only connect the output of an 
analogue measuring amplifier equipped with a fast r.m.s. detector to the analogue 
input of a computer, providing for controllable sampling. The computer generates 
the distributions from the collected samples. Another advantage of this method
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is the virtually unlimited number of samples, which allows the determination of 
distributions for prolonged processes. When the objective of the measurement is to 
determine the characteristic noise of a sound source which emits transient compo= 
nents as well, the most practical solution is to draw up the distribution by prolonged 
measurement and then, from this, to compute the peak value, mean value and 
equivalent level of the mixed signal.

If single transients are to be measured, the distribution can be of good use again. 
The starting section of transient signals normally features a small amount of phase 
and frequency uncertainty. If we want to determine the average characteristic of 
similar transients, the direct averaging of the time functions may yield erroneous 
results because of the above -mentioned uncertainties. The same applies to spectral 
averages, but the amplitude distribution is completely insensitive to phase fluctua­
tions. From any number of subsequent transients, we can draw up an average dis­
tribution curve that retains some characteristic information on the original signal 
process. If the decay is considered purely exponential, then a very simple connec­
tion may be found between the envelope curve of the time function and the inte­
grated distribution. Finally, reliable information can be obtained from the inte= 
grated distribution on the maximum amplitude, energy and decay time of the tran­
sients tested. Measurement conducted this way yields correct average values.

The statistical analysis can be carried out in terms of frequency selection. If, 
for example, all the channel outputs of a parallel filter analyser or a digital real­
time analyser are loaded into a computer, we can determine the distribution of the 
signal in each frequency band, so we can obtain even more information on the 
characteristics of transient signals. When a computerized measuring system is set 
up, it is always advisable to provide for statistical distribution functions. We have 
already pointed out that the high-speed digital measuring systems produce such 
a tremendous amount of information that a researcher cannot absorb it. The 
greatest advantage of statistical methods is the very fact that they can highly 
condense the mass of information supplied by the instruments and provide a 
single distribution from any number of individual cases. This makes the measure­
ment series more lucid, and the omission of useless details aids the discovery of 
important relationships.



16. INDIRECT MEASURING OF TRANSIENT 
VIBRO ACOUSTIC SIGNALS

To resolve the limitations set out in the discussion of the frequency analysis in 
Chapter 15 and to determine further characteristics of the transient phenomenon, 
the signal obtained by conversion must be stored somehow in an analogue or 
digital way. The actual processing takes place later, perhaps at another place, in 
an adequate manner depending on the purpose, transforming the recorded signal 
into the required form, slowed down, speeded up playing back only parts of it.

16.1 Analysing the time function o f the phenomenon

The signal saved in the memory might be fed into the oscilloscope in a speeded 
up and repeated sequence, generating a periodic signal out of the single phenom­
enon. Speeding up is necessary to obtain a flicker-free, virtually stationary display. 
The observation of the signal is especially easy when the rate of playback is 
synchronized with the horizontal deflection of the oscilloscope.

Knowing the amount of speed up, the calibrated deflection and sensitivity of 
the oscilloscope, information can be obtained in the time and amplitude domains 
as well (e.g., duration, the maximum value and its approximate time coordinate, 
the positive and negative envelope curves fitted to the maximum values, charac­
teristics of the process such as beat, resonance, etc.).

In order to record the signal by means of an X -Y  or X -t  recorder, it must be 
slowed down when played back from memory to an extent that the highest fre­
quency component of the played-back signal is not over 8 to 10 Hz.

When the time base and the sensitivity are calibrated, more accurate information 
may be obtained from the recorded signal than above and, further, the time 
function of the phenomenon is presented in a form suitable for further processing 
and display. In the case of an X -Y  recorder, instead of applying a time sweep a 
signal proportional to any other physical or electrical quantity (e.g., speed, torque, 
frequency, voltage, etc.) may be applied to the X  axis in order to obtain the transient 
vibroacoustic signal as a function of the selected quantity.
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16.2 Frequency analysis

16.2.1 Analysing the periodic signal made by repeated play-back

The transient signal is played back repeatedly and periodically with a repetition 
time of Tiep, which is longer, of course, than the length of the signal (Trtp>TE). 
In this way, an artificial periodic signal is produced, and the discrete spectrum 
obtained as a result of the analysis can be easily converted into a continuous 
spectrum. Furthermore, the power spectrum can be easily converted into an 
energy spectrum by multiplying by the repetition time.
I To measure the energy of the periodic signal, an r.m.s. measurement should be 
conducted with an averaging time (TA) several times longer than the repetition time 
in order to damp the fluctuation (beat), that is, TA &nTtep, where n is higher than 
two, but generally lower than five. This procedure is widely approved and accepted 
for the following reasons :

(a) Instruments used for steady-state signal analysis can be used.
(b) The result does not depend too much on bandwidth variation. For example, 

the response time of the filter normally need not be taken into account and we can 
choose freely between constant bandwidth and constant percentage bandwidth. 
We must ensure, however, that the bandwidth В is always larger than the inverse 
of the repetition time:

( 16. 1)
rep

(c) If we ensure that the averaging time is long enough to reduce the beat, than 
the result is not affected by any further increase in the averaging time.

(d) The scaling of the result is relatively simple and practically independent of 
the analyser used.

(e) The spectrum obtained is continuous rather than a series of spikes or lines.

On the other hand, if the duration of the transient phenomenon is much shorter 
than the repetition time, say, only 10 percent of Ггер, than the procedure may not 
be applicable for any of the following reasons:

(a) The dynamic range of the result decreases directly with the ratio of the 
transient signal length to the repetition time.

(b) If the detector is sensitive to the crest factor, then the repeated play-back 
may yield false results. Of course, the crest factor of the signal passing through 
the filter is much more important in this respect than that of the original signal. 
If we have an instrument that can measure the effective and peak values, than we 
can easily determine the crest factor of the filtered signal as the ratio of the two 
values.
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If our instrument is capable of measuring only the r.m.s. value, then the peak 
value must be determined by means of an oscilloscope. When the crest factor of the 
signal is higher than permissible, then the displayed value is smaller than the true 
value.

To satisfy the requirements for the dynamic range and the crest factor, the following 
factors should be taken into consideration:

I. The bandwidth of the analyser
The first restriction on the bandwidth of the analyser is that it must be larger 

than the inverse of the repetition time [see eqn. (16.1.)]. If a bandwidth smaller 
than 1/Ггер is used in the analysis, than the resultant spectrum will be made up 
from a series of discrete peaks, and it is very hard to identify the true peaks of the 
spectrum among them (Fig. 16.1).

1
True frequency 

spectrum

Fig. 16.1. The effect o f filter bandwidth in discrete-frequency analysis

If B?=l/Trep, then the resultant spectrum is a continuous line, so the true maxi­
mum points can easily be seen.

The upper limit of the bandwidth of the result is given by the fact that it cannot 
exceed the inverse of the length TE of the played-back signal packet, that is, 
2?max — 1/Те- The narrow-band analysis, in turn, takes longer without any addi­
tional information.
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We should note, however, that while the repetition time may be increased freely 
in order to obtain a narrower bandwidth, an increased Tnp will increase the chance 
that problems arise because of the narrowing of the dynamic range of the procedure 
or overstepping the tolerance of the crest factor of the indicator.

II. Averaging time
The averaging time TA should be set at several times the repetition time Trep in 

order to avoid fluctuation (beat), so :

TA^ K T rep,

where the usual way to determine К  is as follows:

BTR^  1, (16.2)

where TR is the response time of the filter. Rewriting the expression:

i y | ( / r * ) ~  1,
that is :

bnRv  1, (16.3)

where b = B /f  is the relative bandwidth and nR= fT R is the number of cycles of the 
signal with frequency/in TR time (e.g., if b=  1 percent, then nR= 100 cycles).* * 
p Equation (16.2) is primarily used for constant bandwidth filters, while eqn. 
(16.3) is taken for constant relative bandwidth filters. When a sinusoidal signal is 
analysed with a one-third-octave-band filter whose bandwidth is 23.1 percent, we 
find that at least 4.3 cycles arc necessary for the analysis. In general, the recom­
mended procedure is to start with K>3  and gradually decrease the value of this 
factor as long as the error can be kept within an acceptable tolerance range.

If the repetition time taken out of the transient signal is not chosen to be short 
enough because of the dynamic range or crest factor dependence, the components 
of the transient signal by frequency may be obtained by tuning the filter. When the 
bandwidth of the filter is smaller than that of the transient, the procedure is a 
constant narrow-band analysis. This procedure is used for example in such cases 
when the bandwidth of the analyser is selected to be one fifth of the bandwidth of 
the signal to be analysed, in other words, when the response time of the filter is 
about five times the length of the transient. In this case, the output signal of the 
filter is identical with the value determined by the pulse transfer characteristic of 
the filter, i.e. it is independent of the shape of the transient signal and depends only 
on the energy content in the neighbourhood of the frequency tested.

Referring to the work of Broch and Ölesen [11 ], we know that a simple relationship 
exists between the spectral components and the peak value of the filter output 
which can be measured easily by means of a peak value detector. If the analyser is
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connected to an r.m.s. measuring instrument, it is possible to use it as a sensor with 
appropriately short averaging time and, therefore, its output will follow the 
envelope curve of the filter output and, applying proper scaling, gives the actual 
peak values (Fig. 16.2). The parameters to be taken into account in the analysis 
are selected as follows:

Fig. 16.2, Short-duration mean value and peak level at the output of the filter

I. The bandwidth of the analysis
It is a basic requirement that the response time of the filter must be longer than 

the effective length of the transient signal, so th a t:

( i 6 -4 )

where TE is the effective length of the transient signal.
In the standard procedure, 7^ is normally equal to the total length of the transient 

signal.
II. The response of the instrument that measures the output signal of the filter 
According to the article referred to, the pulse response of the filter looks like

that shown in Fig. 16.3. The envelope curve of the signal, which determines the 
peak values, shows the shape of the function (sin x)/x  with an alternation deter­
mined by the bandwidth of the filter, while the sinusoidal fluctuation is identical 
with the tuned frequency f 0 of the filter. The delay time of the filter, depends 
on the selected phase characteristic and in practice is of the order of MB (so it is 
shorter than shown in the figure). According to [11], the peak value of the filter 
output, Fpeak, is equal to 22?|G(/0)|, where |G (/0)| is the modulus of the Fourier

у
series at frequency / 0, that is, |G (/0) | = ~ ^ .  If a peak value detector is not avail-2 В
able, an r.m.s. detector may be used under certain conditions (e.g., / 0^ 9  B).
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Fig. 16.3. The output response of the filter to an input pulse

III. Repetition time (TTcp)
When a peak value detector is used, the most important task is to separate the 

response of the individual filters accurately. This can be done if:

In the case of very short repetition time, we see that the recorder pen cannot trace 
the spectrum. The pen can trace jumps of at least 20 dB magnitude, if:

„ 100
■‘ rep  ц г  >

where W  is the writing speed (for 100 mm wide chart paper). For example, for 
W —1000 mm s-1, Trep should be minimum 0.1 s. i

Owing to the properties of r.m.s. detectors, the following restriction must also 
be taken into account:

T  &37\rep A *
IV. Dwell time (Tn)
TD is the time the analyser must spend on a given filter, and:

I'd — Ttep.

When Tiep^2 /B , the shifting of the result can be as high as half the bandwidth 
of the filter, which is normally acceptable.

The condition is the limitation of the procedure set out in Section 16.2.2

which is practically the limitation of the constant narrow-band analysis as well. 
Independently of the bandwidth of the filter, the output impulse of the filter is 
always proportional to that part of the energy of the original transient signal which 
falls within the pass-band of the filter. This way it is possible to determine this
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energy by means of an r.m.s. detector, provided that certain conditions are 
satisfied. First of all, the averaging time must be longer than the impulse—in the 
case of linear data averaging—only a little longer, while in the case of exponential 
averaging, several times longer in order that the energy be properly integrated. 
On the other hand, we must not overstep the peak factor and dynamic range of 
the sensor.

In the usual analogue analysis of transients, exponential averaging is applied. 
In this case it is very important to take the special features of exponential acquisi­
tion into account, especially for impulse-like input signals. According to Wahrman 
and Broch [139], the effective acquisition time constant for impulse signals is RC, 
and for steady-state signals, 2RC.

Figure 16.4 shows the output signals of acquisitions with different time constants 
for an oscillating transient. It can be seen that the output signal o iT Al=RC  traces

Fig. 16.4. Integration of a transient signal with RC weighting and tracing integration

the signal of linear acquisition quite well up to TA, then the acquisition with time 
constant Ta2 — 2RC gives better result for the steadier section of the signal. 
Analogue analysers normally use TA—2RC, because they have been designed 
for steady-state signals. When they are applied with impulse-like signals, the result 
will be higher by 3 dB for the same nominal averaging time. The maximum 
responses of the linear and RC-type averaging are shown in Fig. 16.5 in terms 
of the ratio of the impulse length to the averaging time constant, TE/TA.
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Fig. 16.5. The true r.m.s. generator plotted against TE/T4 for different 
crest factors (C)

16.2.2 Constant relative bandwidth analysis

Spectrum analysers built with digital filters are suitable for determining the power 
spectrum of transient vibroacoustic phenomena. They allow quick analysis 
(several times 10 ms) of the signal applied to their input, owing to the fact that 
the settling time, which posed a limitation in the case of analogue filters, is prac­
tically zero.

Certain mass-produced third-octave-band analysers (for vibration analysis, 
14 bands in the range of 1.6 Hz to 1.25 kHz, for noise analysis, 42 bands in the 
range of 25 Hz to 20 kHz) complete the whole analysis in less than 50 ms by 
averaging ten samples. Such analysing speed is feasible only by fully digitized 
systems.

At the input of the digital analyser, just after the input amplifier, we find an 
А-weighting filter that can be used as required.

The next stage is the analogue-to-digital converter, where sampling frequency 
is higher than twice the upper limit of the frequency range to be analysed in order 
to observe the law of sampling. If the upper band is at 20 kH z,/s= 66.67 kHz may 
be used safely.

The signals of the analogue-to-digital converter are led to a digital filter network. 
To speed up operation, the digital filtering is accomplished through two parallel 
channels and the centre-band frequencies are switched by changing the electrical 
parameters by octaves. One of the channels always filters the upper band of the 
octave being modelled.

The next stage of the unit generates the effective value and accomplishes the 
averaging. At the input of this stage, there is a digital series-to-parallel signal 
converter. The “paralleled” signals pass through a squaring network and then 
go to the averaging stage capable of linear or exponential averaging. The linear 
average is calculated as :
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A - A  + £

where К  — the number of samples to be taken into account in the averaging 
process,

r —  the serial number of the sample,
Sr — the value of the i th sample,

Ar_ t — the sum of the previous r — 1 samples,
Ar — the average value of rth samples.

The exponential average is computed a s :

Л'- A '  i Srа г — а г _  i - t -  g

Both types of averaging are done for a predetermined time which can be selected 
in steps of the power of two from 1/32 s to 128 s.

The linear averaging process finishes at the end of the preset time and the value 
of the average is stored until the clearing instruction is given. One advantage of 
this procedure is that following termination for whatever reason, the averaging 
process can be resumed by using the final result of the previous averaging process 
as the initial value of the new process, provided that the same sampling time is 
used again. The exponential averaging process is continuous and may be stopped 
only by external instruction.

Both types of averaging are accomplished through two parallel channels, one 
of which sums up the samples within the highest centre frequency band, and the 
other, all the remaining samples. The two averaging processes are compared in 
Fig. 16.6. At the end of the averaging stage are the square root extracting network 
and the linear-to-logarithmic converter.

N u m b e r  o f  s a m p l e s

Fig. 16.6. The process o f exponential and linear averaging (digital filter analysis): a — values to be 
averaged, b —  exponential average, c — linear average
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The next stage of the instrument is the display and data output unit which, 
on the one hand, displays the spectra on the graticuled screen and, on the other 
hand, outputs the data in digital or analogue form for further processing or, after 
digital-to-analogue conversion, for recording by means of a chart recorder.

As mentioned before, the shortest averaging time of the instrument is 1/32 s=  
=  31.25 ms. In general, transient vibroacoustic signals of electrical machines are 
longer than that, so their one-third-octave-band spectra may be determined by such 
an instrument. If the length of the phenomenon has been determined by preliminary 
tests, then the averaging time can be set to match the whole signal. If  the length 
of the phenomenon is shorter than the minimum averaging time of the instrue 
ment, then the play-back from memory is slowed down and the analysis may be 
carried out in the range 1.6 Hz to 1.25 kHz. Using the instrument, it is also 
possible that the signal is played back in sections and the average spectra of the 
individual time segments are determined separately, when the length of the 
phenomenon is several times longer than 31.25 ms. Furthermore, by using the 
А -weighting filter at the input of the instrument but “skipping” the band-pass 
filters, it is possible to present the А-weighted level for the total time of the transient 
signal packet.

16.2.3 Narrow-band analysis

Analysers whose operation is based on the principle of the Fast Fourier Transform 
are capable of determining 400 spectral components of transient vibroacoustic 
signals. As mentioned in Section 15.3.2, these instruments take samples from the 
input signal and these samples are saved in memory after digitization. The sampling 
frequency is set to 2.56 times the highest frequency component of the frequency 
range to be tested in accordance with the law of sampling, since the memory 
capacity is 1024 words (1024/400=2.56). The selectable range of the analysis can 
be set to 0-10 Hz and 0-20 kHz in 1-2-5 steps.

The length of the samples in the memory, in accordance with the upper frequency 
limit of the range to be tested (and due to the sampling frequency matched with 
it), varies from 40 s (for 10 Hz) to 20 ms (for 20 kHz). It follows that the length of 
the transient signal that can be tested directly, determines the upper frequency 
limit of the analysis as well. For example, a 200 ms long transient vibroacoustic 
signal can be analysed up to a 2 kHz upper frequency limit by means of an FFT 
analyser.

If the upper frequency limit of the analysis is not enough, then we can test only 
shorter signals. If the upper frequency limit is acceptable, but the length of the 
transient phenomenon is longer than it should be, the signal stored in an analogue, 
or preferably digital, memory must be analysed in parts.
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The instruments have two built-in weighting functions, one is the constant time 
window and the other, the Hanning time window. The former stores and analyses 
the signal as it is, while the latter looks at the amplitude of the signal through 
the Hanning time window in their time sequence, computing the convolution of 
the signal and the window function.

The shape of the Hanning window function is identical with the shape o f the 
function 2 cos2 a. If the shape of the stored signal is such that its amplitude is 
close to zero at the start and at the end of the signal, then the constant time window 
must be used, while in all other cases it is the Hanning window function.

When the length of the transient signal is shorter than the length of the signal 
packet that can be recorded for the selected frequency, the constant time window 
is applicable. If  the transient signal can be analysed only in part because of the 
above reasons, then the Hanning time window must be used. In this case, the 
signal segments should overlap over half their length, since the Hanning window 
makes the start and end of the signal segment recorded for analysis zero, and 
weights the values away from the ends by a factor that corresponds to the value 
of the Hanning function at that point. If the width of the individual bands, which 
is the upper frequency limit divided by 400, is denoted b, then the 3 dB width of 
the constant time window equals 0.88b, but for the Hanning time window it is

The shape of the two weighting functions and their effect on bandwidth is 
illustrated in Fig. 16.7.

Fig. 16.7. The effect of the constant time window and o f the Hanning time window on the response
of the filter

Most of the instruments are suitable for the selection of three averaging modes 
namely the linear, exponential and maximum hold modes. The linear averaging 
procedure uses the following formula:

1.44b.
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where Yn — the nth average,
Yn_ l — the (n— l)th average,

Xn — the nth value to be considered in the average, 
n — the serial number of the sample to be averaged,
N  — the predetermined number of averaging steps.

When n=N, the linear averaging process ends and holds the average value until 
the clearing instruction is given by the operator. The exponential averaging method 
is based on the following formula:

, _jN /2 - l )Y 'n_ l+ X„
N/2

When n=N/2, the averaging process ends, but the resultant average value de­
creases with time.

The two above averaging procedures are illustrated in Fig. 16.8.

Fig. 16. 8. The process of exponential and linear averaging (FFT analysis): a — values to be 
averaged, b — exponential average, c — linear average

In the maximum hold operating mode, the instrument records the largest 
amplitude value found in each frequency range during analysis.

When the transient signal is analysed in sections, then linear averaging must be 
used, because this way the averaging process resumes for each new time segment 
and we finally obtain the averaged spectrum of the whole signal as a result. 
Moreover, the FFT analysers can display the content of their memory on the 
screen, so we may readily determine the necessary information from the shape of 
the recorded signal prior to the analysis. When the signal is displayed, only every 
third of the 1024 samples is used.



16.2 Frequency analysis 263

16.2.4 Determination of the more accurate values of the spectral 
components and their variation with time

The appearance of high-resolution digital FFT analysers provided new possibilities 
for the evaluation of transient vibroacoustic signals as well. From these possibili? 
ties, we discuss here the exact determination of the frequency by means of the 
band-expanding ZOOM technique and the analysis of a selected spectral com? 
ponent in time. The input stage of high-resolution FFT analysers is identical with 
that of the FFT analysers discussed in the previous section. The important dif­
ference between the two instrument types is that the former ones store 10.240 
(10 K) samples in their memory instead of the 1024 (1 K) samples characteristic 
of FFT analysers. The first consequence is that the signal can be ten times longer 
for a given upper frequency limit selected for the analysis or, in turn, the upper 
frequency limit is increased by a factor of 10 for the same signal length. If we 
carry out a 400 component analysis in the normal FFT mode and find that the 
frequencies should be determined more accurately in the neighbourhood of a 
component, then by switching to the band-expanding mode of the high-resolution 
analyser, the range so far covering 40 components is displayed on the screen 
broken down into 400 components, so that we can determine the required fre­
quency with ten times better accuracy. The 40 band range can be selected any? 
where over the 400 basic components. The time analysis of any of the 400 com? 
ponents is feasible through the application of scanning analysis.

The content of the 10 К  capacity memory may be displayed on the screen in 
the form of a time function. We can select a 1 К  part of the 10 К  sample optionally 
and obtain its frequency spectrum with a resolution of 400 components. This 
selection may be done continuously from the very beginning of the recorded 
signal until the end in predetermined steps. This procedure is called scanning 
analysis. The scanning mode may be used manually as well. During the scanning 
process, we can continuously observe the changes in the spectrum of the subse­
quent 1 К  samples as they appear on the screen in sequence. In automatic mode, 
the length of the steps may be set in the range 8 to 1024 in binary steps and, depend­
ing on this length, the number of steps varies between 1153 and 10. Since the time 
required to draw up the spectrum of one sample is 110 ms, the analysis time is 
anywhere between 2 minutes and 1 s, depending on the number and length of 
the selected steps. The spectra produced during the scanning process may be 
summed linearly and the average spectrum comprising 400 components is at our 
disposal at the end of the analysis (provided that at least 37 steps have been accom? 
plished). Unless there is a special reason to do otherwise, the Hanning time window 
should be used in all cases, although the constant time window could be used, 
too, in order to avoid unwanted distortions.
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We may optionally select any component of the 400 basic spectra and draw 
its values recorded in the course of the scanning analysis by means of an X -Y  
recorder connected to the instrument and synchronized in the x  direction. This 
facility is of particular importance when we want to carry out the identification of 
one significant component in time or to associate its changes with the correspond­
ing section of the original signal. Using a high-resolution digital analyser, it is 
possible to record the transient vibroacoustic signal not as a function of time but 
of an external physical parameter that varies monotonically. In this mode, we can 
record and analyse the vibroacoustic signals of the transient operation of an 
electrical machine as a function of the r.p.m. during acceleration, braking or 
sudden torque changes. Now if we apply the component drawing mode of the 
scanning analysis, the significant values of the component can be obtained directly 
associated with the concrete r.p.m. value that corresponds to the phenomenon 
in question.

16.3 Determining the energy of the sound phenomenon

The energy of the previously recorded transient signals can be determined in 
various ways. If the envelope curve of the time function of the phenomenon is 
recorded by a level recorder as in the standard procedure, the energy may be 
computed. The task can be reduced to graphic integration after the time function 
of the squared amplitude has been drawn up. This method, however, is very time- 
consuming and is no longer considered up-to-date. The energy of transients 
recorded by tape recorders can be determined with the same analogue procedure 
as discussed in Section 15.3.

Finally, when the time function of the transient signal is stored digitally, the 
energy can be computed with high accuracy by squaring and then integrating 
the samples for the duration of the signal. Of course, we must ensure that the 
integration time is identical with the length of the impulse. When the transient 
signal rises above the background noise considerably, the accuracy of the measure­
ment is not strongly affected if the integration time is longer than the length of 
the transient. The transient recorders normally feature a so-called pretrigger 
mode, which means that they can also store that part of the signal which is received 
before the triggering signal. If  we know the mean duration of the transients to 
be measured, by means of the pretrigger mode we can arrange the transient signal 
to fall completely within the recorded and stored time segment. With a transient 
recorder thus set, we can reliably record subsequent transients and determine the 
energy of the transients continuously by means of the computer built in the measur­
ing system, if it is set up in the required configuration.
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The computerized signal processing also allows the determination of the energy 
of the positive and negative halves of the transient signal separately. Since the 
transient signals are generally not completely symmetrical, the analysis of the two 
halves of the signal may yield further information on the noise phenomenon.





C. SOME PRACTICAL APPLICATIONS 
OF VIBROACOUSTIC METHODS IN THE TESTING 

OF ROTATING ELECTRICAL MACHINES

17. NOISE AND VIBRATION TESTING IN PRACTICE

17.1 Noise and vibration generating causes

17.1.1 Detached electric motor

First the electric motor must be subjected to a standard noise measurement to 
determine the noise quality grade of the motor. The sound pressure level, obtained 
is Z.

In order to separate causes of noise by their character, the ventilation noise 
must first be separated. When the complete standard noise measurement is 
repeated after the fan wheel and the enclosure have been removed, the average 
sound pressure level is L'. The mean sound pressure level Zvent of ventilation 
origin is obtained from the following formula:

Zvent=  10 log (10olZ-  10a,Z'). (17.1)

To separate the mechanical and electromagnetic noises, the following procedure 
may be used. The supply voltage should be decreased from the rated value to 
one quarter the value. The changing voltage (flux density) does not affect noises 
of mechanical and aerodynamic origin, provided that the r.p.m. of the motor 
does not change. Noises of electromagnetic origin may change through supply 
variation, but whether or not it appears in the resultant noise level depends on 
the level of predominance of the electromagnetic component concerned. The sound 
pressure level versus voltage curve is continuous, since the frequency of exciting 
forces and the passive system characteristics remain the same and the amplitudes 
of exciting forces change continuously. Extrapolating the zero voltage value of 
the curve, we obtain the sound pressure level of mechanical origin, Zmech. The 
sound pressure level of electromagnetic origin is given by the difference between 
the sound pressure level without the fan and the sound pressure level of mechanical 
origin:

Zem=  10 log (10ОЛ£/-  10°-lZm" h). (17.2)

Operating the electrical motor detached and under no-load conditions without 
attachments (e.g., with the fan wheel removed) may yield useful information on
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the origin of the cause of the noise, if our personal noise experience is completed 
by the instrumental frequency analysis of the noise. The use of this expression 
is justified, since the human ear combined with the human brain and properly 
trained is a noise analyser of unsurpassable dynamic characteristics even if the 
dynamic range, in a broader sense, is meant to cover the spanned frequency range 
and the modulation of noise in time in addition to the noise intensity.

The vibration tests should start with a standard vibration measurement as 
well. The qualification is based on standard vibration velocity values. It is worth: 
while investigating the voltage dependency of the vibration of the electric motor, 
that is, how the decreasing amplitude of the supply voltage affects the vibration 
of the machine. It is well known that vibration of electrical motors is made up 
from vibrations of electromagnetic and mechanical origin. Extrapolating the 
zero voltage value of the vibration velocity versus voltage curve, we obtain the 
value of the vibration velocity of mechanical origin, t’mcch. The value of the vibra: 
tion velocity of electromagnetic origin may be computed from the following 
formula:

”cm= f v 2- V 2mech- (17.3)

In order to identify the causes of vibration, it is worthwhile carrying out the 
frequency analysis of vibration velocity. The extremely high axial vibration 
velocity is generally caused by bearing defects. Particular attention must be paid 
to the testing of vibration directly caused by eccentricity. From the measurable 
variation of the vibration velocity along the stator generatrix, we can determine 
unambiguously the degree of dynamic eccentricity. If  a purely dynamic but 
considerable eccentricity characterizes the rotor, then the distribution of vibration 
along the generatrix is symmetrical parabolic. If  dynamic eccentricity is combined 
with static eccentricity, this parabola becomes asymmetrical. When only static 
eccentricity is present, the distribution along the generatrix is uniform. The 
vibration distribution is nearly uniform also when vibrations of electromagnetic 
origin dominate. For the separation of these two latter cases, the above-mentioned 
procedure, i.e., the investigation of the voltage-dependency of the vibration 
velocity, may be used. When the distribution is independent of voltage, we can 
be sure of the mechanical origin. Whether it is static eccentricity or a bearing 
defect, it can be determined by frequency analysis. The rotational frequency, which 
is the number of revolutions per second, is a characteristic of the balance fault. 
A significant part of the electromagnetic force waves can originate from eccentricity. 
The static eccentricity may be measured by precision instruments after the motor 
has been dismantled. For the direct measurement of dynamic eccentricity on 
assembled, operational, fully enclosed machines, no procedure has yet been 
worked out.
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Table 17.1. Some typical noise and vibration causes

Characteristic Cause Result

The frequency of the vibration Eccentric rotor or the Vibration
equals the number of revolutions bearing ring is oval 
per second

Randomly varying frequency and Tight or deflected Airborne noise
amplitude assembly Structure-borne noise

Vibration
The frequency of the vibration Rubbing parts Airborne noise

is equal to, or a multiple of, Structure-borne noise
the number o f revolutions per Vibration
second

Strong change in amplitude on Resonance Airborne noise
slight speed variation Structure-borne noise

Vibration
Tonal components in the 200 to The rolling bearing is Airborne noise

500 Hz range defective Structure-borne noise
Vibration

The vibration amplitude is slowly Thermal imbalance Airborne noise
changing as the motor heats up Structure-borne noise

Vibration
Wide-band frequency Ventilation noise Airborne noise

distribution, hissing noise
The frequency of the noise is an Siren effect Airborne noise

integer multiple of the number 
o f revolutions per minute

The frequency of the noise is an Siren effect o f the Airborne noise
integer multiple o f the rotor internal ventilation
slot number

Table 17.1 serves as a quick reference for the engineer who works in the industry, 
listing several typical phenomena and the causes that generate them.

17.1.2 Testing the noise of a group of attached machines 
that incorporate an electrical machine

In practice, we frequently encounter a noise complaint but have no idea at first 
which element of the drive that incorporates the electrical machine is the direct 
cause. The required action, however, is always clear: we must reduce the noise. 
The first step is a general survey of the possible causes of noise. Figure 17.1 helps 
in this respect, illustrating the logical steps of noise analysis. The two main 
categories shown in the figure are statements and decisions. Each statement is
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preceded by a measurement. The measurement, as the indispensable tool of 
probing reality, raising and solving problems, is inseparable from engineering 
work.

The flowchart shown in the figure clearly reveals three fundamental cases. 
The noise source can be the electrical machine itself or another machine coupled 
to it, but it can also happen that each component is quiet and exhibits low vibration 
levels in itself, so the noise is introduced by improper coupling. Through relatively 
simple experiments we can quickly identify the causes of noise, where the possible 
methods of noise reduction are listed briefly.

17.2 Selections from test reports on noise measurements 
of electric motors

The subject of the noise test is a multiple-speed three-phase squirrel-cage asyn­
chronous motor. It is capable of continuous operation both in 6-pole and 24-pole 
mode. The rated supply is 3x380 V, the frequency is 50 Hz, the rated output is
5.5 kW at a speed of 900 min-1 in the 6-pole mode and 1.37 kW at 220 min-1 
in the 24-pole mode. The motor is placed steadily on 4 mm thick vibration ab= 
sorbers (to eliminate structure-borne sound transmitting bridges) directly on the 
sound reflecting concrete floor of the measuring room.

The noise measurement is carried out in a workshop with a volume of about 
3000 m3. Although the walls of the workshop are not covered with sound-absorbent 
material, the reverberation sound field correction turns out to be less than 0.2 dB 
owing to the huge space dimensions, so it is negligible. According to the results 
of the measurement, the basic noise level is at least 10 dB lower than the noise 
level produced by the motor, both for the A-weighted levels and for the one-third- 
octave-band levels, so correction according to the basic noise is not necessary.

The noise measuring system comprises laboratory instruments, calibrated before 
and after the measurements. The ambient temperature during the measurement 
is constant within ±  6 K, the relative humidity of the air is constant within ±  10 per­
cent.

The noise measurement is carried out in accordance with ISO 3744. Owing to 
the fact that the largest dimension of the rectangular prism that encloses the motor 
is 0.48 m, the condition of cf>1.5/max is satisfied by taking a sphere radius of 
R=1 m, and the use of a hemispherical measuring surface placed on the reflecting 
base is justified. The surface area of the hemisphere is 2л m2. Eight measuring 
points are selected over the measuring surface.

Fig. 17.1. Schematic diagram of the practical noise reducing activity (see p. 270)



272 17. Noise and vibration testing in practice

17.2.1 Determining the sound power level during steady-state operation.
Noise qualification

The А -weighted sound pressure level of the motor is determined at each measure 
ing point at both r.p.m. (pole numbers) under no-load conditions with slow 
time constant. The one-third-octave-band sound pressure levels are also measured 
in the frequency range 100 to 10000 Hz.

Table 17.2. The measured А-weighted sound pressure levels, in dB

Serial number of the measuring point
Pole n u m b e r -----------------------------------------------------------------------------------

_________________________________ 1 2 3 4 5 6 7 8

6-pole operation 66.0 65.7 63.0 61.5 62.5 62.4 64.8 61.2
24-pole operation 52.8 53.1 55зГ  55.7 49.2 ~~5(мГ 51.6 51.3

Table 17.2 lists the А-weighted sound pressure levels measured at the individual 
measuring points. The average А-weighted sound pressure levels at the measuring 
surface, calculated by logarithmic averaging, are the following:

LAfi— 63.75 dB in 6 -pole mode,
L a 2 4 =  52.85 dB in 24-pole mode.

It is worth noting that logarithmic averaging always yields a more accurate mean 
value than arithmetic averaging, although the latter is accepted as the standard 
when the spread of the sound pressure levels is less than 5 dB. In the 6 -pole mode, 
the spread of the sound pressure levels is less than 5 dB. If arithmetic averaging 
were used, we would obtain 63.4 dB, which is 0.35 dB less than the logarithmic 
figure. In the 24-pole mode, the spread is more than 5 dB, and arithmetic aver­
aging would result in an error of 0.52 dB.

The А-weighted sound power levels:

Lwa,6 =  71.75 dB in 6 -pole mode,
Lwa, 2 4  =60.85 dB in 24-pole mode.

The tested motor is fully enclosed and equipped with external ventilation. The 
basis for noise qualification, according to the relevant standard, is that for the 
normal noise grade; the permissible А-weighted power level is 82 dB in the 6 -pole 
mode at a rated output of 5.50 kW, and 74 dB in the 24-pole mode at a rated 
output of 1.37 kW. Since 5 dB is allotted to each noise quality grade under the 
permissible limit, the tested motor is classified as Class 3 in both the 6 -pole and 
24-pole modes. For machines having various speeds, noise level has to be measured
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at each speed grade and the machine has to be qualified speedwise for noise 
according to these results. For the machine, the worst noise qualification is 
characteristic.

The one-third;octave-band analysis of the sound power levelis carriedout at each 
measuring point, from which the one-third-octave-band power levels listed in Table
17.3 are obtained after averaging and applying the surface correction. As an

Table 17.3. The one-third-octave-band sound power levels in dB, 
computed from the measured values o f the one-third-octave-band sound pressure levels

f e, The centre frequencies
of the one-third-octave-band 6-pole operation 24-pole operation

filters, Hz

100 57.8 53.3
125 56.9 44.2
160 60.7 42.2
200 65.1 41.2
250 68.8 52.6
315 64.5 62.8
400 63.1 48.3
500 60.0 56.0
630 62.6 55.0
800 58.1 50.0

1 000 60.7 50.2
1 250 67.0 49.7
1 600 58.3 39.5
2 000 56.9 37.3
2 500 55.4 35.9
3 150 55.6 34.8
4 000 52.6 32.4
5 000 49.8 30.3
6 300 46.8
8 000 45.3

10 000 42.8

example, Fig. 17.2 shows the result of the analysis carried out by an analogue 
measuring system. The curve has been plotted by a level recorder. (The signal 
measured at measuring point 6 has been analysed.)

The asynchronous motor operating at constant voltage and frequency and 
under constant load can be considered as a constant noise source, but this does 
not preclude the possibility of a slight fluctuation of certain noise components or 
even the А-weighted sound pressure level. The amount and frequency of fluctua­
tions in the various frequency bands are indicated quite clearly by the properly
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Fig. 17.2. The steady-state noise spectrum of an electrical machine running under no-load condi­
tion (in 6-pole mode)

274 
17. N

oise and vibration testing in practice



P o t e n t i o m e t e r  r a n g e . _ I 5 _ d b  R e c t i f i e r :  r - 5  1 n w p r  l i m  f r e q  - 2 0  H z  W r i t i n g  s p e e d :  2 0 0  m m  s - ' P a p e r  s p e e d _ _ m m  s ~ '

Fig. 17.3. The spectrum o f a sample taken during recording the spectrum shown in Fig. 17.2
(6-pole mode)
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Fig. 17.4. The spectrum o f another sample taken during recording the spectrum shown in Fig.
17.2. (б-pole mode)
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set measuring system and the level recorder (see for example the one-third-octave= 
band at 250 Hz in Fig. 17.2), and therefore it may be misleading if the indirect 
digital measuring technique is used incorrectly. Even in the case of asynchronous 
motors considered as constant noise sources, we should not form an opinion on 
the basis of a short sample like a snapshot. Figures 17.3 and 17.4 show two spectra 
which were recorded indirectly, by digital sampling. The duration of each record: 
ing was 80 ms during the same time that the analogue frequency analysis was 
made (Fig. 17.2). The digitally recorded signal was analysed following repeated 
playback. As we see, the spectrum obtained this way characterizes only one instant 
of the motor operation and does not reflect reality.

17.2.2 Experimental testing of the starting transient noise 
of a 6-pole asynchronous motor

The transient measurements are carried out at a selected measuring point. The 
microphone is directed to the motor at a distance of 1 m from the motor at a 
height of 0.4 m above the axis of the motor in a perpendicular direction. The 
asynchronous motor is completely detached for the test, with an inertial mass 
(GD2= 23 Nm2) fixed rigidly to its drive side shaft. The motor is connected to 
the mains supply by means of a thyristor switch in а bounceTree fashion. This is 
a repeatable symmetric switching process.

The transient sound pressure signal that appears on starting is digitally recorded. 
The memory capacity of the instrument is 8 K, the sampling frequency is 20 kHz, 
the resolution is 14 bit, and so the sample length is 409.6 ms. The cut-off frequency 
of the low-pass filter is 5 kHz.

Fig. 17.5. The time function o f the starting transient noise of the asynchronous machine
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Fig. 17.6. The one-third-octave-band analysis of the transient noise signal shown in Fig. 17.5
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Figure 17.5 shows the time function of the transient sound pressure signal. 
The signal p{t), which includes the atmospheric sound pressure and the pressure 
variations produced by the motor, is slowed down when played back from the 
digital memory and recorded by an X -Y  recorder. The time function clearly shows 
that at the instant of starting, the low-frequency signal is predominant, and 
strongly decreases as time goes by, while at about 250 ms the resonance at higher 
frequency is evident.

Now the signal packet stored digitally in the memory is made periodic and 
speeded up ten times to be analysed as a steady state signal by analogue instru­
ments. Figure 17.6 shows the spectrum obtained this way. Because of the tenfold 
speeding (time transformation), the frequency values indicated along the x  axis 
are obviously tenfold as well. When the spectrum is evaluated, we should bear in 
mind that the one-third-octave-band spectrum obtained is in effect an energetically 
averaged so-called equivalent spectrum, since by repeating the 409.6 ms signal 
packet of the recording and analysing it as a steady state signal we obtain the 
equivalent value relating to the time of the recording. We have to be careful, 
though, to ensure that the periodic signal packet includes only the transient signal 
and no steady state levels, not even zero levels exist, either at the leading or its 
trailing end. The weighted levels (e.g., the А -weighted sound pressure level) 
obtained from the analysis of the speeded-up signal are, of course, false, since the 
signals pass through the A-weighting filter of the analyser at tenfold frequencies. 
As we can see from the spectrum of the machine starting noise, the low-frequency 
component at the beginning of the transient is 50 Hz, while the high-frequency 
component appears near the lower frequency limit of the 500 Hz one-third-octave- 
band. The spectra obtained by such periodization provide correct information 
about the frequency relations of the transient noise phenomenon, but the com­
ponents appearing at different times during the transient are shown in the same 
spectrum and their magnitudes reflect a mean value energetically averaged over 
the recording time. The frequency of the higher-frequency component is determined 
by the narrow-band analysis of the periodic signal packet. The value obtained in 
our case is 452 Hz.

In the investigation of transient noise phenomena, the intensive study of the 
resonance phenomenon is always of utmost importance. Figure 17.7 shows the 
transient noise signal packet continuously passing through a constant percentage 
filter with fixed centre frequency of 452 Hz and with a bandwidth of 23 percent. 
The filter is followed by an r.m.s. network. The figure clearly shows the variation 
of the important resonant-frequency component with time. Owing to the settling 
time of the filter, the time function shown is behind the real process by several 
milliseconds. The signal is slowed down by a factor of 40 prior to being fed to 
the 452/40 Hz filter.
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Fig. 17.7. The time function o f the 452 Hz component of the transient noise signal shown in 
Fig. 17.5 measured with one-third-octave-band filter (r.m.s. value)

Figure 17.8 shows the variation of the r.m.s. value of the 452 Hz component 
obtained by scanning analysis applying the Hanning time window, one-third-octave= 
band filter and logarithmic amplitude scale. Scanning analysis applying the Hann­
ing time window has developed in parallel with partial signal analysis, since if a 
constant time window is used for analysing a time segment, the results obtained 
turn out to be invalid owing to the different amplitudes at the start and end of

Fig. 17.8. The time function of the 452 Hz component determined by a one-third-octave band­
pass filter and Hanning time window scanning (r.m.s. value)

the signal. The disturbing effect of signal segment ends can be eliminated by the 
Hanning time windows, although the perfect solution would be the Gaussian 
time window, but its realization is rather difficult.

Two practical tests are carried out applying the Hanning time window. One 
of them yields the result shown in Fig. 17.8. Here the time function of one com­
ponent is determined by taking a 512-word sample from the signal, playing it 
back at the same speed it has been recorded and applying it to the selected filter, 
then proceeding to the next sample repeating the whole procedure in 512 cycles. 
This way a continuous curve is obtained from the average spectra of the 512 
samples, where the settling time of the filter does not cause problems.
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Fig. 17.9. Breaking down the transient signal by fixed frequencies

Comparing Figs 17.7 and 17.8, we see that the two time functions obtained 
by completely different methods exhibit close similarity, implying that the scope 
of analogue measuring system applications can be significantly expanded by the 
addition of a simple digital storage unit.

Figure 17.9 shows a three-dimensional set of curves, showing the r.m.s. value 
of the time functions produced by Hanning scanning in the range 250 Hz to 
1000 Hz for the fixed-centre-frequency one-third-octave-bands.
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250 400 630 1000 1600 2500

Fig. 17.10. Breaking down the transient signal by time segments
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In the other test, the 512-word sample is continuously repeated at the original 
recording speed until the whole one-third-octave-band analysis is completed. Then 
we advance by 256 words and take the next 512-word sample for analysis (overlap­
ping half the previous sample), repeating the whole procedure again and again (a 
total of 31 times) until all the one-third-octave-band analyses have been completed 
on the 8192-word sample stock. The result of this analysis is a nearly three? 
dimensional lucid representation of the development of the frequency spectrum 
of the whole transient noise phenomenon, shown in Fig. 17.10. For lucidity, only 
every third spectrum is indicated in the figure.



18. APPLYING VIBRATION MEASUREMENT 
TO ASSESSING THE TECHNICAL CONDITION 

OF ROTATING MACHINES AND 
TO SCHEDULING THEIR MAINTENANCE

18.1 The development o f maintenance systems

From the moment they are put into use, the tools and machines are subject to 
wear and tear, they deteriorate or break down, and so sooner or later we have to 
provide for their replacement. Until the machine is simple, cheap and its operation 
can be easily detached from the other machines, the most straightforward way of 
catering for its replacement is to purchase and store a reserve machine and keep 
it ready for putting into operation at any time.

In the old days, machines were used until they became useless, then the operators 
took the time and replaced them. During technical development, however, 
processes and technologies have become more and more complex. The inter - 
depency of the machines and their sophisticated construction and cost prevent 
simple overhauling in a straightforward way. This demands today a special 
activity called planned preventative maintenance. Owing to the high purchase 
costs and the interests on the locked-up capital, we cannot afford to keep spare 
machines in stock, nor risk a breakdown, since the unexpected shutdown of one 
phase would result in the shutdown of all the other connected processes causing 
considerable production losses. I

Different forms of maintenance planning are in general use. Simplest of all is 
maintenance at specified intervals. Based on statistical observation of failure 
frequency and on technical considerations, all the machines and equipment 
belonging to a given technological unit are shut down at regular intervals, the 
worn parts are replaced or renewed, lubricated and set, etc. This method is better 
than waiting for actual failure, and reduces the frequency of unexpected break? 
downs that cause considerable damage, but it has numerous disadvantages as well. 
It is based on statistical observations and consequently does not take into account 
the inherent difference between machines. Even among the same models, it may 
happen that the maintenance period is too short for one particular machine, which 
would not require replacement or renewal, while another may break down between 
two scheduled shutdowns.

In recent decades, efforts have been made to refine the fixed period maintenance 
method. Realizing the relationship, also statistical, that machine wear depends
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on effective operating hours and, moreover, on the load, the operation of the 
machine was monitored by various recording instruments, and shutdown and 
maintenance were scheduled on the basis of this observation. This method is bet­
ter than the previous one, although it is still built on indirect statistical observations 
and not on the actual physical-technical condition of the machine.

Fixed period maintenance, of course, may play an important role in the future 
as well. In applications where small and cheap machines run in high numbers, 
the use of failure statistics proves to be a good tool to depend on and the continuous 
operation can be ensured by a relatively small stock of spare parts and machines 
with high reliability.

In the case of expensive single-purchase units of key importance within an 
essential technological process (e.g., safety equipment, the basic unit of a com 
tinuous process, a machine of strategic importance, a machine in an overloaded 
mine, rolling mill or chemical plant, etc.), the situation is quite different. We cannot 
keep a spare machine in stock all the time, their repair is too costly, but, on the 
other hand, an unexpected breakdown is inadmissible.

Machines never break down by chance. Their operating condition gradually 
deteriorates, and this gradual quantitative deterioration of the parameters which 
characterize their technical condition transforms into a failure manifesting a

Fig. 18.1. Typical behaviour of change in the technical conditions o f machines: A — new or 
renewed machine, В — reference value, C  — the starting defect is noticed; detailed diagnosis, 
D — the maintenance engineer identifies the defect and makes arrangements for the necessary 
repair, E  — first alarm level in the automatic monitoring system, F  — the planned maintenance 
work is completed, G — second alarm level in the automatic monitoring system, H  — failure

of operation

qualitative change. This process is illustrated in Fig. 18.1. The character of the 
curve is similar for any machine. The most individual, specific parts of it are the 
length of the stable, undisturbed running time and the level of the parameter
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measured during normal operation. First we should point out that the absolute 
value of any single parameter is not enough for the determination of the technical 
condition of the machine, but we must determine the sense and magnitude of the 
change of the parameter.

The technical condition of electrical rotating machines and, in particular, the 
commonest a.c. machines is characterized by electrical and mechanical parameters 
together. The most important electrical parameter is the condition of insulating 
materials, since their insulating capability deteriorates with time. The dielectric 
strength and the tendency for different types of leakage can be checked quickly 
by electric instruments without dismantling the machine. A discussion of these 
methods is outside the scope of this book.

The case of mechanical parameters, mechanical sources of defect, is completely 
different. The technical condition of these sources suffer the strongest deteriora­
tion during operation (e.g., bearings). The electromagnetic causes of vibration 
are generally rather constant. The exact determination of mechanical inaccuracies 
is possible only after the machine has been dismantled, so we can learn the possible 
fault only if we take the machine apart. To order the necessary components at 
this time is too late, since the machine would be out of service for a long time. On 
the other hand, to keep a spare for each component in stock would require con­
siderable investment. Of course, we may find that all the components are in good 
operating condition. In this case, however, the cost of time and effort spent on 
dismantling and assembly must be recorded as loss. We have not yet mentioned 
that the assembly itself may serve as a source of defect, in other words, the dis­
mantled or reassembled machine can be better or worse than before we touched 
it. Thus it would be good to know the real technical condition of the mechanical 
sources of defects during normal operation of the machine. Knowing this, we 
could carry out the repair, overhaul or replacement whenever it is really required, 
on a planned basis. We should know in advance what is needed for the repair, to 
stock up in time. This way we would not have unexpected trouble or shutdown, 
or unnecessary dismantling or maintenance.

Several decades of international professional experience and practice have 
dictated that the mechanical vibration of electrical machines is the right parameter 
to be measured, to indicate best the technical condition of the machine. Thus it is 
the best choice to base economic, reliable maintenance planning on.
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18.2 General considerations for determining the technical 
condition on the basis o f vibration measurements

There is a causal relationship between the mechanical vibration measurable on 
the surface of the electrical machine and sources of defects inside the machine.

The measuring procedures outlined in the relevant standards are generally 
applicable to vibration measurements of any purpose, but the use of the vibration 
limit values require thorough consideration beforehand. When the task is to 
determine the quality of a single new or reconditioned motor in terms of vibration, 
the motor should run detached under no-load condition for the measurement. 
The machine as a product can be classified on the basis of the limit values set out 
in standards for vibration levels. This is a relatively objective procedure, since the 
detached set-up of the machine is well defined from the vibrational point of view 
and the result of the measurement is reproducible. The standardized limit values 
are also acceptable for vibration qualification when we want to determine the 
effect of the machine on its surroundings, the building, the floor, etc., or, in general, 
what it is like. In this case, a general normative is required and the standards 
satisfy this requirement with their vibration quality grades (see, e.g., ISO 2372). 
This is, however, only an instant in the life of the machine, a single snapshot. In a 
similar way, we cannot judge the physical condition of a 40-year old man from 
the fact that he can lift a 20 kg weight—the only thing we know for sure is that he 
can do it right now. Maybe a year ago he could lift 100 kg sacks easily but because 
of his ulcer he can only lift 20 kg today. But maybe he has never lifted heavier 
weights in his life and this is the accomplishment he can do in good health for 
at least 50 years to come.

To be able to plan maintenance, we must know the trends of changes in the 
technical condition and vibrational characteristics of the machine.

The vibration of an electric motor varies during operation as shown by the 
curve in Fig. 18.1. The vibration curve of a motor to be tested can be determined 
by discrete sampling or by continuous measurement, depending on the importance, 
accessibility, etc. of the machine to be tested. If the machine is set up at a relatively 
well accessible location and several separated machines are to be measured this 
way, the individual points on the vibration versus time curve are determined by 
regular measurements. When the ascending slope of the curve is noticed, the 
sampling frequency must be increased. In the case of expensive, crucial or difficult­
ly accessible machines, it is worth carrying out continuous vibration measurement 
and recording with a built-in automatic fault indicating facility. Devices of this 
kind with simple design are called vibration guards.

The question must be put again—which of the three vibratory parameters, i.e., 
acceleration, velocity or displacement, to measure? Based on details in Chapter
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12, it is clear that when the standard qualification measurement is conducted and 
standard quality grade tables are to be used, the resultant r.m.s. vibration velocity 
must be measured in the range 10 Hz to 1000 Hz. The situation is slightly different 
in the case of vibration measurements to support maintenance planning. The 
question is the adequacy of the measurement of the resultant r.m.s. vibration 
velocity in however wide a frequency range, in other words, a single-value measure­
ment. In our opinion, it is not adequate and what is really needed is frequency 
analysis, although the requirements for the measuring system and measuring time 
are higher. The wear or defect of a machine component will primarily alter one 
single component which affects only indirectly the resultant r.m.s. value through 
the process by which this value is derived. If the fault changes a component whose 
previous magnitude was negligible, then, say, a tenfold increase in this component, 
which can mean possible danger at the given point, is hardly noticeable in the 
resultant r.m.s. value. Monitoring the variation in the individual vibration com­
ponents by frequency analysis of the vibration is a much more sensitive method 
for indicating defects. Another advantage of the spectrum analysis of the vibration 
signal is the general ability to identify the cause of the vibration (the source of 
the defect) on the basis of characteristic frequencies during normal operation, 
(see Chapter 17), without the need to dismantle the machine. In this way, the 
engineer knows before starting his maintenance work what to look for when the 
machine is switched off, and can make necessary preparations in time, providing 
for the parts and tools required. Of course, this also shortens the time required 
for maintenance. The autocracy of vibration velocity as the vibrational charac­
teristic to be measured may be challenged by frequency analysis itself. Frequency 
analysis is carried out to provide information on the frequency composition of 
the vibration. Because of the finite dynamic range and resolution of the vibration 
measuring system, it is advantageous if the vibration components to be measured 
stay within the dynamic range of the measuring system (normally 50 dB) in the 
whole frequency range spanned by the system, that is, when drawing up the spec­
trum by a level recorder, the level is more or less uniform. Knowing that frequency 
analysis breaks down the vibration into its harmonic components and that the 
relation a=cov stands between the vibration velocity and vibration acceleration 
of the individual components, we deduce that if the energy contents of the individu­
al components are nearly the same, then it is worth carrying out the analysis of 
vibration velocity, while if the energy content of the individual components 
decreases with increasing frequency, then it is better to analyse the vibration 
acceleration signal.

The amount of change indicating deterioration in vibration quality is another 
question. From experience, the literature unanimously claims that an 8 dB in­
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crease in a vibrational parameter corresponds to a jump to the next lower quality 
grade.

The methods used so far are the following:

(1) The vibration guard. The vibration guard is simply a vibration measuring 
and indicating device in continuous operation. This device is used in applications 
where a valuable high-output machine is running at a place remote or hard to 
access or in explosion or radiation danger zone or otherwise hazardous area, and 
the unexpected breakdown of the machine would cause great losses. Also, this 
device is preferred in places where operating trouble may develop very quickly, 
such as the breaking of a turbine blade. The information-carrying signal of the 
vibration guard is provided by a vibration sensor placed in the machine in the 
factory, or mounted later. The electrical signal proportional to the vibration is 
led to the processing unit through a measuring cable. Here the actual vibration 
signal, which can be vibration acceleration or velocity, peak or r.m.s. value, in 
the whole frequency range or only in certain bands, is compared with the preset 
level(s). In multistage vibration guards, a sound of warning is triggered when the 
first level is reached, while the device turns on the alarm and shuts down the 
plant if the second, emergency level is hit. The advantages of vibration guards 
are their simplicity and being automatic. Their disadvantage is that this system 
is inherently sensitive only to serious defects and the information they pass on to 
the operator is too quantized, recognizing only three levels, namely, safe operation, 
and shutdown where the defect is expected. They do not indicate the frequency of 
the increasing component(s), so they cannot provide any information on the location 
and nature of the defect. They do not show us the trends of vibration level develop­
ment, so the expected shutdown or maintenance requirement cannot be predicted 
in time. As they necessarily monitor a wide frequency range, their action is slow 
and they are sensitive only to “rough” faults. These deficiencies may be eliminated 
but then the vibration guard becomes too complex and transforms into a method 
of “continuous vibration measurement with frequency analysis and computer 
processing”, losing its simplicity and cheapness.

(2) The SPM method. The commonest mechanical failure arises in rolling 
bearings, and therefore a separate method has been worked out to detect bearing 
defects. In the rolling bearing, a defect passing over the surface of the roller or 
raceway gives rise to a pulse-like excitation (shock pulse). Expanding this pulse­
like excitation in a Fourier series, the high-frequency oscillations depend primarily 
on the running condition, the dimensions of the bearing and the rotational speed. 
Swedish engineers have developed an instrument for measuring the condition of 
bearings. This instrument has a built-in high-pass filter to suppress the usual 
frequencies of bearing vibrations and electromagnetic vibrations. The remaining
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high-frequency (ultrasonic) components are combined to a resultant which is 
compared with a preset reference level. Based on the difference obtained by the 
comparison, the bearings are classified into three categories; good, fair, and 
defective. Considering the fact that in this case the high-frequency components 
play the dominant role, we must pay special attention to the fixation of the sensor. 
It must be rigid, and possibly a screwed design. The SPM method is also based on 
the regular measurement, since the signal obtained looks like that shown in 
Fig. 18.1.

To test the reliability of the SPM method, Siemens AG carried out a comprehen­
sive series of experiments in their factory in Nürnberg and at the premises of the 
users of the machines manufactured in the factory [103]. Around 450 motors were 
involved in tests in the 200 to 2000 kW output range. The method takes into 
account the dimensions and the rotational speed of the bearings as modifying 
factors, but, according to the experiments, the high-frequency vibrations are also 
influenced by the location of the sensor (its distance from the bearing), the radial 
clearance of the bearing and even the quality of the lubricant used. These ignored 
factors alone can cause a change of at least one and a half in quality grade. Accord­
ing to the Siemens experiments, the magnitude of the high-frequency vibration 
values in itself, determined by the SPM method, is not decisive in judging the 
goodness of the bearing. Numerous bearings were found which were deemed 
useless on the basis of the SPM value, but in fact they ran without any problem 
for a considerable length of time (no other information-carrying parameter—the 
bearing noise, the bearing vibration measured by the standard procedure, the 
heat build-up in the bearing—indicated a defect). Consequently, by experience, 
the SPM value alone cannot serve as a basis for assessing the quality of the bearing. 
We may use it, among others, as an indicative factor, and especially the nature 
of its variation with time may provide some useful information.

(3) Cepstrum analysis. Cepstrum analysis is a tool for discovering the periodicity 
in the frequency spectrum, but it can identify a different kind of periodicity, 
namely when the spectrum includes side-bands at equal distances from one or 
more carrier frequencies. The existence of these side-bands is especially important 
in analysing the vibration signals of drives, since many defects result in the modula­
tion of the vibration parameters of gear engagement and this modulation gives 
rise to side-bands in the frequency spectrum. The cepstrum can be produced in 
various ways—one is digitally, by an algorithm similar to the fast Fourier trans­
formation. This is a fast and effective method requiring a digital computer. The 
operations are done in real-time mode. There are other techniques as well, purely 
analogue or hybrid analogue-digital procedures. With the spreading use of 
advanced measuring techniques it is anticipated that this method will be used in 
routine measuring practice.
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18.3 The practical implementation o f technical condition 
assessment on the basis o f vibration measurement

Through the previous chapters, many methods, principles and technical considera­
tions have been discussed and, on their basis, the technology of testing by vibration 
measurement can be summed up as follows.

The steps of vibration measuring:
(1) The quantity to be measured is vibration acceleration from which vibration 

velocity is obtained by integration, this latter being the quantity to be processed 
and evaluated. By means of a standard filter we must determine the resultant r.m.s. 
vibration velocity in the frequency range 10 Hz to 1000 Hz. Then we must deter­
mine the frequency spectrum of the vibration velocity (or the acceleration if 
considered better) by means of a narrow-band frequency analyser. The measuring 
points must be selected in accordance with the vibration measuring standards 
relevant to electrical machines.

(2) By vibration measurement on the new or renewed machine, we must deter­
mine the reference values for the resultant effective value and for the spectrum 
as well. The reference value of the resultant r.m.s. vibration velocity is obtained by 
adding the measuring uncertainty of the measuring system to the values measured 
on the new machine. The reference spectrum is obtained from the vibration 
velocity spectrum measured on the new machine through the following steps:

— The spectrum is shifted upwards by an amount corresponding to the measur­
ing error of the vibration measuring system.

— The spectrum is shifted by one bandwidth to the left and to the right along 
the X axis. This is necessary because the supply frequency might change slightly 
during subsequent measurements, and the load can also change, and these result 
in a change of rotational speed. These changes would cause virtual changes in the 
vibration spectrum and turn out to be misleading.

In this way, the reference vibration values, either the resultant r.m.s. vibration 
velocity or any vibration component on which the time function shown in Fig.
18.1 can be built, are at our disposal.

(3) When the reference vibration values are being determined, it is worth 
identifying the causes of the individual vibration components. If we are uncertain 
about the mechanical or electromagnetic origin of a vibration component, we 
can carry out the experiment of switching off the supply voltage or apply the 
ZOOM technique that provides extremely fine frequency resolution. This may be 
required in the case of two-pole asynchronous motors in order to separate the 
2/j =  100 Hz electromagnetic and the ~99 Hz mechanical component, where the 
latter corresponds to twice the rotational frequency of the motor.
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(4) The vibration measurement as in (1) must be carried out at regular intervals 
(one or two months for a machine in good condition) and this way we must deter­
mine the points of the curve shown in Fig. 18.1 for the resultant r.m.s. vibration 
velocity and for the important vibration components as well. This regular vibration 
measurement, of course, can also be continuous. The + 8  dB and +16 dB levels 
with respect to the reference level must be determined as well, since these are the 
first and second alarm levels when the maintenance engineer or the designer must 
interfere and make the necessary decisions. When the first level is reached and 
we can see which component increases strongly, it is recommended that the 
possible source of the problem be identified again in order to schedule the main­
tenance work accordingly.

When the maintenance is completed, the whole vibration testing process 
recommences by determining the new reference values.

18.4 The organization levels o f vibration testing

Four different organization levels can be set up for the realization of vibration 
testing:

(1) When only a few machines are to be tested, possibly at the same place, then 
manual in situ evaluation is possible in such a way that all the necessary instru­
ments are moved to the site and the measurement, analysis and recording is 
carried out right on the spot. The processed results leave the site of the measure­
ment recorded in writing. This method requires least preparation, but transport 
of the instruments is inconvenient and specially trained personnel is required on 
site.

(2) When a company intends to implement a vibration testing system on a 
regular basis involving more than one plant (location), it is practical to separate 
the measuring and evaluating function for economic use of time and skilled 
personnel, as well as to save the instruments. In this case, the signal measured 
and amplified by the sensor on the machines to be tested is stored on a mass- 
storage media (e.g., magnetic tape unit) and evaluated later in a central laboratory. 
This way the number of instruments to be moved and the time spent on the 
measurement decrease significantly and the actual measuring can be carried out 
by an intelligent skilled worker. Since numerous machines are involved in the 
vibration testing, each machine must have a separate file in the special central 
evaluating laboratory, where all the information and measurements relating to 
the machine concerned are stored.

(3) If  many machines are to be tested, the complete evaluation process can be 
put on a computer. With carefully evaluated software, a digital computer, which
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is capable of accomplishing technical tasks, can carry out the frequency analysis, 
compare the vibration values, record the results and even derive simple con­
clusions.

(4) As a further step in development, the actual measurement can also be 
controlled by computer. In this case, the sensors must be mounted permanently 
and a signal cable system must be laid out between the computer centre and the 
machines to be tested, so the measuring period can be controlled by computer as 
required, or we can have continuous testing of each machine simultaneously.

On the subject of economic advantages of maintenance based on the technical 
condition assessed by vibration measurement, a study was written in 1978 in 
England, which revealed that if this method were introduced generally in industry 
in England, it would yield an additional 750 million pound profit annually. Since 
general implementation of the method is not feasible all at once, they computed 
that if only the highly concentrated large industrial complexes, most appropriate 
for this purpose, adopted the method, where the preconditions are automatically 
given, even then the annual profit would be 250 million pounds.



EPILOGUE WITH ECONOMIC CONSIDERATIONS

The evolution of human society indicates the ever expanding exploitation and 
utilization of natural resources. Our intervention in the life of nature and of the 
environment as a consequence of technical development is increasingly extensive. 
We are steadily approaching the point where modification of the living environ­
ment in one country affects the life of whole continents. It is a very regrettable 
fact that in too many cases decisions are made about certain elements of an 
extremely complicated and sophisticated system to satisfy local or peripheral 
interests, without following up the consequences in terms of the overall system.

Recently, we have come to realize that it is not only the mineral resources and 
agricultural lands—allowing various levels of cultivation—that make up our 
natural resources as being subject to relatively accurate quantification, but also 
other factors of the natural environment that can be expressed only vaguely, if 
at all, in numerical terms. These “secondary” elements are becoming more and 
more important. It cannot be sheer chance that resorts are springing up at various 
places of the world that have barely been touched or disturbed before, and new 
housing developments are gradually spreading over our hills and woods.

An environment polluted by noise and vibration is harmful to our health and 
simply prevents us from carrying out certain type of intellectual or physical 
activities. Tiredness significantly increases the number of faults made in our work, 
both directly and indirectly. The required protective measures are generally 
rather costly.

We must realize that we can sense the ramifications of the noise and vibration 
problem in every field from material consumption (e.g., increased dimensions due 
to dynamic load) through dependable operation (defects originating from vibra-j 
tion) to investment cost development (vibration insulating foundations). Appro a 
priately projecting these economic effects to concrete tasks that arise, we can 
analyse and quantify them on a proper scale.

Among noise and vibration sources, we find electrical machines that play an 
important role in our technical development. Realizing their importance led to 
relatively early concern by the designers of electrical machines in noise and
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vibration problems (e.g., various slot numbers), so the standards that specified 
the methods for the noise and vibration measurements of these machines had been 
worked out and issued before all other mechanical specifications.

Of course, the electrical machine operates in a certain environment and forms 
part of a certain acoustic system. To achieve a correct or acceptable noise level 
and to find the right strategy leading to this achievement is possible only through 
the cooperation of the operator, the user and the manufacturer of the electrical 
machine. The noise and vibration quality specifications relevant to electrical 
machines can be assessed only on the basis of their being in accordance with the 
requirements of the technical process and of the environment. It is useless to 
work on reducing the noise of the electric motor, if the noise level of the process 
it is involved in is much higher, since it would not result in any technical or 
economic advantage.

If, however, the electrical machine turns out to be the dominant noise source 
of a complex equipment, then the purchaser and manufacturer of the machine 
should jointly select the optimal method of noise reduction on the basis of a 
technical analysis. The user of electrical machines is primarily interested in the 
harmful noise level at the place of installation in the surroundings of the electrical 
machine. This is the very parameter on which the limitations of the relevant 
emission standards, laws and regulations are imposed, in other words, the restric­
tions refer to the terminal point of the acoustic system comprising the three 
elements, namely, the source, the path and the sensor. The task is to find the right 
arrangement of the noise source and noise path. Different levels of noise reduction 
can be achieved at any element of the acoustic system, but the optimum solution 
must be selected in view of the technical difficulties of the implementation, the 
restrictions imposed by the given environment and certain economic considera­
tions.

Even if the electrical machine is considered to be the source of the noise, this 
fact must not be handled as a rigid category if we want to bring a sound technical 
decision. Nevertheless, it is worth breaking down this component of the complex 
acoustic system a little further into the real active noise source (i.e., winding, iron 
core, bearing, slip rings and ventilation system elements which take part directly 
in the electromagnetic energy conversion of the electrical machine) and the other 
structural components of the machine (i.e., housing, brushes, brush holder, etc.). 
The housing seems to be the noise source because it hardly damps (through trans­
mission loss) the airborne sound produced inside the machine or because it trans­
mits and emits a part of the vibrational energy produced by the active energy 
transforming parts in the form of structure-borne sound (e.g., the housing of 
large machines, the casing of a refrigerator, etc.).

The second element of the complex acoustic system, the noise path, can also
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be broken down into two parts. The first is the normally gaseous medium between 
the noise source and the sensor, while the second is a solid body connected in 
series or in parallel with the first (e.g., wall, floor, etc.) that can either absorb the 
noise or act like a secondary sound source by radiating the structure-borne sound. 
Finally, the third element, the sensing human being, can be considered as a 
complex system comprising a receiver (including the ear, external ear, cranial 
bones) and a processor proper (human brain).

To observe the emission specification that relates to the very end of the acoustic 
system, we may interfere at any point of the system, as we have shown before, so 
we can hit the target in many different ways. The optimal solution can be selected 
only by taking all aspects (certainly including the aspects of economy) into account. 
As we have discussed, for example, in Chapter 7, some of the constructional 
methods of noise and vibration reduction, like the correct selection of slot number, 
correct determination and realization of rotor slot skewing, offer noise reducing 
methods that cost almost nothing, but cannot be realized as an after-measure. 
Of course, there are really expensive constructional noise reducing measures, such 
as increasing the thickness of the stator yoke or decreasing the flux density in the 
machine, etc. One certainty though is that secondary added noise reduction is 
almost always more costly.





APPENDIX

A .l  Vibroacoustic standards

A. 1.1 The system of standards

Standards belong to the category of special legal provisions. Vibroacoustic 
phenomena may be approached from two aspects. One is the investigation from 
the direction of the source. The standards that specify the measuring procedures 
and limit values for the physical parameters of sources are called emission stan­
dards. When the problem is approached from the sensing element, namely, the 
human being, and we investigate the amount of noise or vibration that acts on the 
sensing human, we refer to imission standards. The emission standards and, in 
particular, the included standards that specify the limit values, are relevant to 
a given type of sources, and so they appear in the form of product standards 
reflecting and recording the relationship of the purchaser and the manufacturer 
of the product. The imission standard, in turn, is independent of the type of the 
source, but is a general health regulation. The operator of the machine is respon­
sible for the observation of imission limits.

When the standards are studied, the whole system of standards must be reviewed. 
The investigation can lead in various directions. On the one hand, we can study 
the thematic hierarchy, and on the other, the hierarchy in terms of the scope of 
validity. By deductive classification, the levels in terms of thematic hierarchy for 
emission standards are as follows:

— the measuring of the parameters of vibroacoustic phenomena, in general,
— the determination of the vibroacoustic parameters of machinery noise and 

vibration sources,
— noise and vibration measurements on rotating electrical machines.

The hierarchy in terms of the scope of validity, progressing from the individual 
towards the general, is :

— national standards,
— the ST CEV (international) standards developed on the basis of an agreement 

on standards signed by the COMECON countries,
— general international standards, ISO, IEC.
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Because of the dynamism of the process of standard framing, it is not guaranteed 
that every standard of this dual hierarchy is effective and functional simultaneously. 
It follows from the essence and final objective of the matter that the review, 
maintenance and updating of standards is a continuous process and in order to 
be able to find the way in this ever-changing mass of standards, the person who 
performs and evaluates the measurement must be aware of the complete system, 
the relationships between the individual components of the system, and their 
similarities and deviations.

A .1.2 Vibration measuring standards

Almost all the standards relevant to vibration testing of machines are based on 
the r.m.s. value of the vibration velocity. Exceptions are those which control 
vibration measurements on machines that act directly on the human body (e.g., 
hand tools). According to doctors, in these cases the important parameter is 
vibration acceleration.

The emission standards can be classified further. Some of them, the more 
elaborate, are the product standards that qualify the vibrating machine. These 
standards render the machine independent of its surroundings as regards vibration 
theory and investigate under reproducible conditions the amount of vibration 
produced by the detached machine. Comparing the measured value with the 
standardized permissible vibration values, we can determine the vibration quality 
grade of the machine.

The situation is not so simple if the vibration of the machine is tested at the 
installation site in the normal operating environment. As we have seen before, 
the vibration of the machine can be strongly influenced even by the rigidity of its 
fixation on the foundation. In addition, the vibration of the machine may be 
influenced by the load condition and by any other machine mechanically coupled 
to it, not mentioning the “background” vibrations that arrive from the surround­
ings through vibration transfer. It is easy to see that the evaluating and conclusion- 
drawing phase of vibration measurements carried out under normal operating 
conditions is much more complicated than a simple product qualifying vibration 
test. It is therefore not by mere chance that we find much fewer standards for in 
situ vibration measurements, and the limit values specified by them are recom­
mendations rather than strictly observable rigid limit values.

As we see, there are quite enough standards to deal with. Fortunately, there are 
definite similarities between standards relevant to the same subject and certain 
basic principles are even identical. Most referred standards are common in that 
they take the largest value of vibration velocity, called as vibration severity, as
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characteristic of the vibration, and the performance of the machine is judged by 
the vibration severity measured, and this parameter is limited by the values set 
out in the standards. According to the standards, the vibration testing must be 
carried out in the steady-state operating condition of the machine.

Standards for vibration imission, that is, measuring and classifying procedures 
of vibrations to which human beings are directly exposed, are just being drawn 
up at national and international levels. The reason why the regulation of emission 
measurements lags behind the emission standards is that the framing of imission 
regulations is not purely a technical or legal question. The objective of such 
measurements is the direct protection of human beings, so the targets must be 
set by medical science. Considering the fact that the human organism is much 
more complicated and diversified in its reactions than any technical invention, 
the determination of the parameters to be measured, the measuring procedures 
to be used, the measuring points and the permissible values demands prolonged 
scientific preparations and extended experimental investigation.

A .1.3 Noise measuring standards

Emission standards aim at the determination of the sound power level of machines. 
They clearly state that the airborne sound of the machine is of interest, that is, 
the sound power emitted directly by the machine to its surroundings. It is very 
hard to distinguish this, especially for large machines, from structure-borne sound 
of the machine at the point of sensing, because the machine transmits part of its 
vibrational energy to its surroundings, which, excited, becomes a secondary sound 
radiator. The sound energy passed on to the sound field of the measurement this 
way increases the sound pressure level measured at the measuring point. The 
amount of this increase, however, is really uncertain, and depends on the foun­
dation, the energy converting efficiency of the secondary sound radiator, etc. 
In most cases, it is assumed that the structure-borne sound can be neglected. 
This means rounding off for safety, since the actually emitted airborne sound 
power is certainly not larger than the measured value.

The structure of the standard worked out recently by the International Or­
ganization for Standardization (ISO) for noise measurements is as follows. ISO 
3740 provides general directives for the sound power level determination of 
machines as noise sources. It lists the possible standardized measuring procedures 
from which one should be selected to match the acoustic conditions prevailing at 
the place of measurement and in accordance with the objective of the work. There 
are seven different measuring procedures permitted by the standard, detailed in 
the series ISO 3741 to 3748. Table A.l summarizes these standards.
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Table A.I. Comparison of noise measuring standards

Symbol and number of standard

Aspects ISO 3741 3742 3743 3744 3745 3746 3747
CTCEV 3080 3080 1414 1412 3076 1413

Type of noise Large noise source
source immovable, X X X

Small noise source
movable X X X X X X X

Nature of noise Steady-state
broad-band X X X X X X

Steady-state 
narrow-band
pure tone X X X X X X

Varying in time 0 X X
Accuracy class Precision X X  X
of the method Engineering X X

Survey X X
Utilization of the Noise testing X X X X X
result Type testing X X X X X

Comparison
— different types X X X X X
— same type X X X X X X X

Obtainable Octave-band values X X X X X
information One-third-octave-band

values X X  X X
А-weighted levels 0 0 X X X X X
Other weighted levels 0 0 0 0 0
Directional

characteristics 0 0
Other characteristics 0 0 0 0

Testing Acoustic laboratory
conditions with diffuse field X X

Diffuse field X
Open space, large hall X
Acoustic laboratory with

anechoic chamber X
In situ measure­

ment, open space X X X

X — Quantities specified by the standards as mandatory. 
0 — Additional information.
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The Standing Committee for Standardization of the COMECON countries 
has found the above structure of ISO noise standards acceptable, and evaluated 
COMEA standards resembling ISO standards, with minor deviations. The 
general noise measuring directives have been set out in the first three chapters 
of ST CEV 541, approved in the summer of 1977. The measuring procedures are 
covered in separate standards just as in the above case.

The standards mentioned above generally refer to the noise measuring of 
machines. There are other standards, however, which regulate the noise measure­
ments of rotating electrical machines in particular on the basis of the general 
standards. This is covered by currently revised ISO 1680 that comprises two 
independent parts. The first is the ISO 1680/1 that describes the measuring pro­
cedure of engineering accuracy over a sound reflecting plane in the free sound 
field on the basis of ISO 3744. The second part, ISO 1680/2, is based on ISO 3746 
and provides an approximative method. These are the two most frequently used 
procedures for measuring the noise of medium-sized and large electrical machines. 
For the rotating electrical machine as a product, noise limit values are specified 
by the IEC in the IEC Publication 34-9. This standard is currently being revised. 
The most important change in the recommendation, compared with earlier 
versions, is that it specifies the permissible sound power level of normal noise 
grade machines up to 16 MW output. We can find the counterparts of these two 
standards among the COMEA standards. The measuring procedure is set out 
in ST CEV 828, while the noise limit values are specified by ST CEV 1348.

The imission standards are not discussed here in detail, because knowledge 
and direct observation of these standards are health and environmental protec- 
tional tasks.

A.2 Fourier analysis

One of the commonest methods of transient signal analysis is frequency analysis, 
which is based on Fourier analysis.

The mathematical background of frequency analysis is the Fourier transform, 
which is based on the fact that any periodic function that satisfies certain mathe­
matical conditions can be expanded in a Fourier series, that is, expressed in the 
form of a sum of sinusoidal and cosinusoidal signals with well defined frequency. 
Owing to the fact that the transient signals are not periodic, their Fourier transform 
exists only if the proper form of transformation is applied.

If the period of any periodic function is continuously increased, eventually we 
obtain a non-periodic function. It can be proved mathematically that while an 
optional periodic function is the sum of harmonic oscillations of discrete fre­
quencies and different amplitudes, the non-periodic function can be expressed as
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the integral of harmonic oscillations of continuously changing frequency and 
different amplitude density. In other words, the frequency distribution (spectrum) 
of periodic functions comprises discrete values, while that of non-periodic func­
tions is continuous, that is, it can range from zero to infinity.

The Fourier series of an optional function with period T  is given by :

f ( t )= A 0+ 2  (A„cos nwJ+BnSianw^),
n=о

where the valves of A„ and Bn a re :
T /2
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- T / 2

T /2
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a 0= y  I  m á t .
- T / 2
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Similarly, for non-periodic functions, the following expression may be used:

/ ( 0 = / [a(co) cos o)t—b(o)) sin wt] dw. (A.2)

The amplitude densities a(co) and b{m) are given by the following formulae:

j . f  (u) cos am  dn,

■ 4 /
b(a))= — / fill)  sin am úu.

The coefficients A n and Bn give the amplitude of the nth harmonic of the Fourier 
series, while a(co) and b(co) of the Fourier integral mean amplitude density, and 
not the amplitude that corresponds to the angular frequency io but rather the 
amplitude per unit angular frequency interval. If the spectrum is continuous, 
a given frequency cannot have a finite amplitude, since in any infinitesimal neigh­
bourhood of this frequency there is an infinite number of other frequencies with
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amplitudes in the same order of magnitude, thus adding up to an infinitely large 
resultant value.

We might say that a non-periodic function is the sum of sinusoidal and co­
sinusoidal oscillations [b(o))do> sin cot and a(oo)dco cos cot, respectively] with increase 
ing accuracy as the value of dm is chosen smaller and smaller.

The Fourier series and Fourier integral can be written in complex form by 
expressing the sine and cosine functions in eqn. (A.l) by exponential functions 
using the well known Euler’s formula:

00 (  Q u a t i t  i 0 —j n a n t  S n o u t  —jn a iy t \

л о - г Д л * + /  + * /  7 - ) .

after rearranging:

f( t)=  2  j ĵ„ui11
n = 0  2  2

and introducing

á A ) l * = c__n and A z ^ « = c n, 

the expression may be rewritten in the following form :

№ =  2  c y — (A. 3)
n = — 00

If the function is known, then the coefficients €„ can readily be determined 
from :

772C„=y J  fiuy^'du.
-Т/ 2

To obtain the complex form of the Fourier integral, substitute the value of €„ 
into the formula off ( t ) in eqn. (A.3):

T/ 2

/(0= 2  -Jj- f / ( u y - r t - ' d u .
-Til

If T  is increased to infinity, cox becomes infinitesimally small. Denoting this by 
dw, the expression can be rewritten a s :

T/2

/(0=  2  ^  J  du.
-T / 2

This expression can be interpreted in the following way. Let us consider a fixed
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point in time, t, then the value of the integral will only depend on n dco. If we 
determine the value of the function:

772
J  f(u)eia« - u) du=<p(a>, (),

-Г/2

at the points of dco, 2d со, . . . ,  ndco= o> (now t is only a parameter) and produce 

the sum 2  dcocp(co,t) for then we get:

/ « = ” - J  [ J  m e haU~u) du do,.

Rearranging the formula we obtain:

/ ( 0 = 4  f  [ /  f ^ e~JmU dw eim‘ dm. (A.4)

Finally, the complex amplitude density or complex spectrum is found a s :

/ ( 0 =  J  S(w)eImt dco,

where

а д = 2 ^ -  J m r * " du.

From this, the original function can be determined, therefore this is called the 
inverse transform (or inversion integral) of the Fourier transform. Using the usual 
denotation:

F{f{t)}=S{oi) and

To obtain the amplitude density coefficients a(co) and Ь(м) of eqn. (A.2), we must 
develop and reduce the integral (A.4). Then we arrive at the following formula:

/ ( 0 = “  J  j  /(n ) cos co(f—со) dw doj.
0 — OO

Substituting the expression of cos (t—w):

/ « 4  / /  [f{u) cos oou cos cot+f(u) sin cow sin CO/] dw dco,
0 - o o
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Fig. A .l. The components of the Fourier transform of a square pulse in various forms

from which we obtain the value of the amplitude densities a(a>) and b(co) and the 
real and imaginary parts of the complex spectrum:

Re {5(со)}=Д а(ш) and Im {3(co)}= — -  b(w), 

that gives: . . . . .

In practice, the Fourier spectrum is mostly determined from its absolute value 
and phase angle, where

S(co)= j/(Re {S(u))})2+(Im  {В Д }Р

is the amplitude spectrum and
4 Im (S(co)}0(co)—tan Re

is the phase spectrum, that is,
3(ш)=5(«У®(ш).
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As an example, Fig. A.l shows the components of the complex spectrum of a 
square pulse of amplitude A  and length T, as well as its amplitude and phase 
spectrum.

Now let us consider signals that are not continuous in time but are characterized 
by a series of points taken at equal time intervals. Such a case is most frequently 
encountered right after digitization or, in other words, sampling that directly 
precedes the digital processing of the signals concerned. The discrete Fourier 
transform is suitable for the analysis of such signals.

Let At denote the time intervals, f s the frequency of sampling and tn the time 
coordinate of the nth point (t„=nAt). If the points belong to the function g(t), 
then:

Illustrating the defined parameters by a simple example, Fig. A.2 shows that the 
frequency-amplitude spectrum is continuous and periodic.

In the digital computing procedure, the transformation and the inverse trans­
formation are accomplished point by point and only a given number of points,

A.3 The Fourier transform

S (f)=  2 S(Q ei2n,t\ (A.5)

Fig. A.2. The periodic frequency spectrum of a discrete time function
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N, are taken into consideration. This limitation is frequently imposed by the limited 
capacity of the digital memory or stems from the requirement of reducing cab 
culation time.

The expression of the transformation is :

I N— 1 _  . 2nkn
Э Д  =  Т7 2  S(n)e 1 N > (A-6)

iV /7=0
while the expression of the inverse transformation is:

N — l 2лкп

g(n)= 2  s (k)e N >
fc =  0

where к  selects the frequency f k and n identifies the point of time tn. This procedure 
is called the discrete Fourier transform (DFT).

It is easy to see that while N  frequency spectrum samples are produced from 
the N  time samples or vice versa, N 2 complex multiplications must be accomplished. 
The time required to complete these operations is rather long even for the most 
up-to-date units.

A.4 The Fast Fourier Transform

In order to speed up the discrete Fourier transformation, Cooley and Tukey 
worked out a procedure in 1965, called the Fast Fourier Transform (abbreviated 
FFT). The algorithm involves N  log2 N  multiplications, so the number of operations 
(and therefore the time required) decreases in a ratio of N/log2 N. If N=  1024= 210, 
this ratio is larger than 100.

Equation (A.6) can be written in the form of a matrix equation as

where Sk and g„ are column vectors consisting of the N  frequency spectrum 
samples and the N  time samples, respectively, Akn is a square matrix of degree 
N  comprising the unit vectors of e~J2lzkn/N. For N=  8, the matrix equation is quite 
simple (Fig. A.3). The FFT algorithm is produced by factorizing the matrix Ä
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into log2iV matrices, or rather not the matrix Äitself but one of its variants produced 
by interchanging certain rows. This variant, B, is expressed as a product of three 
(log2 8=3) matrices, X, Y and Z, shown in Fig. A.4. These matrices are common 
in that only two elements are non-zero in each row and one is always a unit. 
Multiplying by these matrices means only N  operations (one for each row), so 
making the product of all these matrices means N  log2 N  operations. The result, 
of course, yields the interchanged rows of the matrix В but to restore the right 
sequence of rows is a much faster operation than the multiplication of matrices. 
Taking advantage of other matrix properties, the operations can be further 
simplified.

So far we have not differentiated between the values of S k, g„ and the samples 
in time, although in practice the samples in time are real and only the values of 
Sfc and g„ are complex. If this fact is ignored, it leads to redundancy for two
reasons:

— The memory area allocated to the imaginary part of all the input data will 
store zeros.

— One half of the resultant spectrum (from — f N to f N) will contain negative 
frequencies (from — f N to zero). As these are the complex conjugates of the positive 
frequencies, their storage is also redundant.

This redundancy may be eliminated by filling the N  real input data by means

Serial number in В  В Serial number in Ä

о 0 0(0) ) f ) f } f * I 0 0 0 (01

0 0 1 (1) I | t I f { ( |  1 0 0 (4)

0 1 0 (2) I —  \ —  f —- I —  0 1 0 (2)

0 1 1 (3) t — I — t — I — 1 1 0 (6)
1 0 0 ( 4 )  t /  —  X  \ У —  X  0 0 I (1)

1 0 1 (5) t /  X  { У  ---- X  1 0  1(5)

1 1 0(6) I 4  —  /  j \  -  /  0 1 1 ( 3 )

1 1 1 (7) I V  —  /  ( 4  /  1 1 1 (7)

X  Y Z

M o  0 o o o o l  Г !  0 I 0 0 0 0 o  R o o o t o o o "
* 1 0  0  0  0  0  0  O l O  t o o o o  0 * 0 0 0 * 0 0
0 0 t —0 0 0 0  * 0 * 0 0 0 0 0  0 0 * 0 0 0 * 0
0 0 1 — 0 0 0 0  0 * 0 * 0 0 0 0  0 0 0 * 0 0 0 *
0 0 0 0 * ' 0 0  0 0 0 0 * 0 — 0  * 0 0 0 1 0 0 0  

0 0 0 0 ( / 0 0  0 0 0 0 0 * 0 -  0 * 0 0 0 * 0 0  

0 0 0 0 0 0  ^  0 0 0 0 * 0 — 0  0 0 * 0 0 0 * 0  
0  0 0 0 0 0 * j  [ О 0  0  0  0  * o — J  [ О 0  0  * 0  0 0  * .

Fig. A.4. The matrix В and its components, X, Y, Z.

Appendix



A.5 Digital filters 309

of an algorithm in N/2 complex memory and determining only one half of the 
resultant spectrum. Considering the time taken by the operations necessary to 
interpret the results, the time saving is about half of that originally required. 
This reduction of the calculation time allowed the introduction of real-time 
analysis. By applying two digital memories, the signal being tested can be processed 
continuously without any part being lost (Fig. A.5). An analysis can be considered 
real-time when Tr> T c is guaranteed. The upper limit of Tr is set by the capacity 
of digital memories, but is also related to the sampling frequency f a.

A.5 Digital filters

A digital filter is an operational unit that operates on the signal given by the 
digital data applied to its input, with output signal data that follow the time flow 
of the input signal but also reflect the impact of the required filter. The main 
feature of the so-called recursive digital filtering technique is the continuous 
nature of the procedure in which all output data are derived from the input data, 
that is, its characteristics are similar to those of analogue filters. Theoretically, 
we can design such digital “filters” that are not feasible physically in the form of 
analogue filters.

As an introduction to the discussion of digital filters, let us acquaint ourselves 
with a low-pass RC filter, the kind also used for the “exponential acquisition” of 
the components of the frequency spectrum in the analysis of random signals (i.e., 
the corresponding components of subsequent samples are summed in terms of an 
exponential function and not linearly). Following each sampling period, the 
sample is multiplied by A and then added to the sum of the previous samples 
produced in the same way times B. For the digital filter presented as an example, 
A = 0.1, В =0.9 and the sum of the previous samples is stored in the delay element 
(Fig. A.6). A  and В are independent parameters. By changing the value of these 
parameters, the characteristics of the filter can be varied over a wide range. In 
our case their sum is unity in order to get unit resultant amplification for the filter. 
The minimum number of samples that yields an average value of the tested 
samples at the output of the filter depends on the values of A and B, while the 
averaging time, measured from the start of sampling, depends on the length of 
the sampling cycle. In other words, the cut-off frequency of the low-pass filter is

Channel 1 > frec i Tcai i .— Ts ----i-L _ ,
‘ i ' j

Channel 2 t— ------ i—̂ —i i— ------ i—Í ;— /

Fig. A.5. Dual channel continuous sampling
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Fig. A.6. Schematic diagram of a one-pole digital filter

determined by the frequency of sampling. In the present case, the time constant 
RC is about 10 sampling periods, while the averaging time is equal to the time 
of about 20 sampling periods.

where z= ei2̂ At (circle with unit radius). Substituting the expression for z we 
see that the formula obtained is identical with eqn. (A.5) of the discrete Fourier 
transform;

The sampling frequency f s is found on the unit circle at the point z= eJ2r'= 1 
applying the relation f s(= 1 /At), while the Nyquist frequency, /„, which, according 
to Shannon’s sampling rule, is equal to fJ2 , is found at the point z=  — 1.

Figure A.7 illustrates the Z  plane. It can be shown that the Z  transform relates 
to the discrete Fourier transform just as the Laplace transform relates to the 
Fourier integral, but the former is applied to discrete time samples. This relation­
ship with the Laplace transform is reminiscent of the fact that a filter which is 
described by a differential equation of the M h order has N  poles in the Laplace 
plane.

A.5.1 The Z  transform

By definition:
G(z)= 2  Jg(nAt)z~n,

11—— °°
(A.7)

5(f)= 2  z(Qe-J2”f‘
П — — oo
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The same applies to the Z  transform in the case of differential equations of 
Ntii order (which can even be the characteristic equation that describes the system). 
In our present discussion, we want to know how the delay corresponds to the 
integration and how it relates to the commonest, simple low-pass RC filters that 
are described by the following differential equation:

d i(0=  i(t) 
dr R C ' (A.8)

The solution of this equation for unit step function is :

i(t)—e~,iRC.

For infinitesimal changes:
Ai _  i 

or
i ( / i ) - » ( n - l )  - / ( в - 1 )

At RC ’
from which it follows th a t:

,(« )= /(« -l ) i l - ^ j .  (A.9)

This expression shows how the value of /(и), which is the integral of d//df, can 
be derived from i{n— 1) by using the constant At/RC. According to the above 
equation, the simple integration is identical with a delay. Cyclically applying the 
recursive formula (A.9), we obtain:

/(«)=/(()) (A. 10)

Figure A.8 illustrates the weighting factors of the exponential summing of the 
samples in the case when г'(0) and At!RC are both equal to 0.1.

Fig. A.8. The weighting o f the various samples in digital exponential averaging
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A.5.2 The general multipole filter

A differential equation with two time constants describes a two-pole (seconds 
order) filter. A general two-pole filter is illustrated in Fig. A.9.

All known filters (Butterworth, Tchebyscheff, etc.) can be realized in digital 
form or approximated to a degree where the error can be considered negligibly

small. Multipole filters can be constructed from two-pole filters by carefully 
selecting the parameters.

One advantage of digital filters is that a filter with arbitrary characteristic can 
be produced by the same procedure, only the constants must be adjusted accord­
ingly. For example, the same calculation can be used for the design of low-pass 
and high-pass filters, and the cut-off frequencies can easily be shifted, etc. Once 
the filter is calculated, it will never change its parameters so it need not be retuned. 
For the realization of logarithmic frequency scale and constant relative bandwidth 
filters, the application of digital filters is much easier than that of FFT, which 
is characterized by linear frequency scale and constant bandwidth.

Analogue filters may be copied by digital filters, but there is always a deviation 
between the analogue and digital filter responses mainly because the frequency 
of digital filters is periodic, that is, the response curve continues even for fre? 
quencies higher than the Nyquist frequency (Fig. A. 10). This could give rise to 
considerable distortion, but the error can be reduced to negligible levels by proper 
dimensioning. On the other hand, the incorporated low-pass filter affects the whole 
filter response. In spite of these deficiencies, the digital filters in their final form 
satisfy the requirements of all standard regulations and, for example, a bandwidth 
variation of 1:10 is feasible quite easily within a decade at any frequency. There • 
fore their application is frequently justified and their spreading rate is striking.

Fig. A.9. Generalized diagram of a two-pole recursive filter

A.5.3 Digital filter responses
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Fig. A. 10. Digital filter response with low-pass filter

A.6 Applied digital analysis

In the following pages we review the practical applications of FFT analysis for 
single-channel and dual-channel signal processing.

As we have seen, FFT analysis ranges from zero to the Nyquist frequency, and 
its resolution depends on f N and N. It is frequently required to know the spectrum 
in a small fraction of the frequency range, but with much more refined resolution. 
The so-called spectrum refining FFT or ZOOM-FFT procedure makes this 
possible (Fig. A.11).

A.6.1 FFT with spectrum refining (ZOOM-FFT)

fi fi
Fig. A. 11. The original spectrum after tenfold refining
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A.6.1.1 Digital frequency analysis by shifting and by applying a low-pass filter

If we look at the expression of the Fourier integral
772

S(fk)=Y [  git*-™* dt
— T/2

where f k= k f l, f i= \/T  and k = 0, ±1 , ±2, . . .  ±n, we see that the unit vector 
e—i2nfkt actuaiiy shifts the point f= 0  to the point f = f k, as shown in Fig. A. 12.

Fig. A. 12. The frequency-shifting effect of multiplying by a rotating unit vector

In other words, if a signal is multiplied by a unit vector that rotates at a frequency 
o ff k, then the value that corresponds to the zero frequency is shifted to the fre­
quency^ and, in general, all the other values (i.e., the spectrum) are shifted by 
f k. The resultant complex signal must be filtered so that outside the tested neigh­
bourhood of the frequency f k no other components are being tested in order to 
avoid distortions. In this way, it is possible to reduce the sampling frequency f s 
(Fig. A.13). For example, if the total bandwidth after “filtering” is one tenth of 
the original, then the sampling frequency can also be reduced to one tenth of it.

In general, if the refining factor is M, then the sampling frequency can be reduced 
to an Mth part without losing any useful information. When the sampling is 
repeated only one of M  samples is used, and all the others are filtered out.

Transformed frequency zero 
point (originally:/*■)

Fig. A.13. The compressed frequency range and the reduced f s2= 0. l/s after repeated
sampling
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When a time function is analysed by the FFT procedure, the resultant spectrum 
will range from 0 to a well defined maximum frequency, / max. The resolution will 
be determined by the number of digital samples tested (e.g., 1024=1 K) and by 
the number of components in the resultant spectrum (e.g., 400), that is, A f— 
—/max/400 or, in terms of sampling frequency, A f—fJ400. In other words, for a 
given / max, the resolution of the FFT analysis can be increased (A f  decreased) 
only if the number of samples used for the transformation is increased. In this 
procedure, when the usual 1 К  samples are analysed, the frequency/max is decreased 
by a factor of M, but only in the neighbourhood of frequency f k. (In the case of 
normal FFT analysis, this could only be possible by increasing the number of 
samples by a factor of M.)

Since the operation of the low-pass filter is always associated with the sampling 
frequency, repeated refining is possible by data feedback (see dashed line in Fig. 
A. 14), that is, raising M  to powers (for M =  2, the powers 4, 8, 16, 32, . . .  will

ZOOM - processor
Fig. A. 14. Digital spectrum refining (ZOOM-FFT) with frequency shift and low-pass filter

appear). This spectrum refining procedure works in the real-time mode, since it 
directly processes the signals coming from the analogue-to-digital converter. 
Summing up the features of the spectrum refining procedure that applies a low- 
pass filter and frequency shifting, we have:

— arbitrarily large refining factor,
— real-time procedure,
— the original time function is lost.
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А.б.1.2 High-resolution digital recording of the time function

This procedure is used for 1 :10 spectrum refining e.g. in the Briiel and Kjaer 2033 
high-resolution digital signal analyser. The operation of the instrument is 
illustrated by the block diagram in Fig. A.15. To increase frequency resolution (to

Analogue Analogue
antialiasing to-digital

filter converter

Fig. A.15. Block diagram of a high-resolution digital analyser

decrease A/ ) ,  the number of samples taken is increased from the usual 1 К  to 
10 K, and the ten times 1 К  samples taken from the data memory are processed 
into a 400-component spectrum in such a way that the 1 К  samples are collected 
by repeated sampling of the 10 К  sample according to the procedure shown in 
Fig. A. 16. In other words, each 1 К  sample represents the whole recorded time 
function and the sum of the ten 1 К  samples is equal the 10 К  sample. Since the 
Fourier transform is linear, the result is that the sum of the spectra produced by 
the processing of the 1 К samples yields the spectrum of the original signal. As 
the 1 К  samples are taken with a certain shift, this shift must be compensated for 
prior to summing. The calculating procedure is illustrated in Fig. A. 17. The ten 
1 К  FFT analysers, the shift compensating unit (with coefficient I F '^ o )  and the 
summation can be seen clearly.

The frequency spectrum produced from the 10 К sample gives 5120 independent 
components, but only those from 0 to 4000 are taken into account in order to 
achieve the required accuracy, that is, in the spectrum refining procedure only 
400 components are produced. (In eqn. (1) in the figure, К  takes 512 subsequent



Fig. A. 17. The computing process of the refined spectrum

in tne itn sun-analysis the shift compensation 
of the A-th component is Аф1к - - 27Т//с/102Д0 

Fig. A. 16. The principle of 10 К FFT process with tenfold IK transformation

values.) The original time function remains intact during the analysis and can be 
used again.

Summarizing the main features of the procedure is based on high resolution 
digital signal recording:

— the refining factor is 10,
— the analysis is not real-time,
— the original time function remains intact.

317
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The two ZOOM-FFT procedures can be compared only on the basis of their 
respective scope of applications, since one in particular will be better for solving 
different tasks. A large refining factor is required when the tested signal contains 
many “sharp” components, as in the case of electrically induced phenomena or 
rotating machine vibrations.

Real-time analysis is mostly applied in the field of narrow-band signal analysis, 
otherwise it is appropriate to store the time function in analogue or digital memory 
for later processing.

The intact condition of the original time function following the analysis is 
required mostly in the case of transient signals, since it may be very hard to 
reproduce them and the various parameters can generally be determined only by 
different analysing procedures.

A .6.2 Autocorrelation

Autocorrelation reveals the degree of correspondence between a signal and its 
variant shifted in time, as a function of the extent of shifting.

The autocorrelation function Rxx{t) is defined from the original time function
f j j )  as:

Rxx= lim
T-*°o

772

l >
— 772

.ШЛ7+Т) dr. (AT 1)

As we see, for t= 0 the mean square off x(t) is obtained for one period. In many 
cases, the autocorrelation is expressed in a normalized form produced by dividing 
it by the mean square value (thus its maximum value cannot exceed 1). Let us 
compare the expression of autocorrelation with the convolution integral, which
is:

Let

£(*)= J  f  (O K- t + x )  di.

(the Fourier transform) and
F{fÁO}=Fx( f )

(A. 12) 

(A. 13)

F {fx( - t)} = F x( -n = F 'x(f) , (A. 14)

where F* is the complex conjugate of F. 
From these

F{RXX(*)}= F {fx(t)}F{fx( -  t)}=Fx(f)F'x( f)=  I Fx(f) \2 (A.15)
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which is precisely the power spectrum of f x(t). The FFT technique allows quick 
determination of the value of Rxx by the inverse transformation of the power 
spectrum, since applying the discrete Fourier transform:

(A-i6)

where Sxi — the spectral component obtained from the ith sample of the tested 
signal.

Applications of autocorrelation:

(a) Determination and shape analysis of reflected signals.
(b) Selection of a periodic signal from a very noisy background. After prolonged 

summing of the power spectrum components, the interfering signals will soon 
fall out.

A .6.3 The power cepstrum

According to the original definition, the power cepstrum is the logarithm of the 
power spectrum. It is easily derived mathematically a s :

F £ f)= F { fx( t ) l  (A. 17)

F M =  I W ) I 2, (A-18)

CA(r)= |F{log[F^(/)]}p . (A. 19)

As opposed to this, the autocorrelation Rxx(t) is :

ä„ ( t) = F - ‘{F„C/)}. (A.20)

The independent variable of the power cepstrum, t, was given the artificial name 
“quefrency”, although its dimension is time and it means just the same as in the 
case of autocorrelation.

Bogért, who introduced the notion of cepstrum, first used cepstra for the 
evaluation of seismic signals, because this method is more sensitive to reflected 
signals. The power cepstrum is applied when mixed signals of two phenomena are 
detected. Let us consider the case when the resultant may be written as the product 
of the two component phenomena:

U (f)= V (f)Y ( f) .  (A.21)

Taking the logarithm of the equation:

log [U(f)] = log [F(/)] +  log [Y{f)l



320 Appendix

Because of the linearity of the Fourier transform, it can be applied to functions 
expressed in the form of a sum:

The two functions become easily recognisable by separating their parameters. 
It should be borne in mind that the unit of power cepstrum is dB2, but there are 
users who generate amplitude cepstrum by a further transformation, and the unit 
of amplitude cepstrum is dB.

Several practical applications:

(a) determination of reflected signals, measurement of their delay time,
(b) identification of resonant machine parts during machine vibration analysis,
(c) additional noise detection.

Despite its name, the complex cepstrum is a real function, but as opposed to the 
power cepstrum it is derived from the complex spectrum in order to save phase 
information. Because of this, the procedure is reversible. By definition, the complex 
cepstrum is the inverse Fourier transform of the complex logarithm of the complex 
spectrum. The complex spectrum, of course, is obtained by Fourier transformation 
of the signal to be tested.

Complex cepstrum applications:

(a) correction of acoustic recordings, e.g., the elimination of the effects of the 
transmission system,

(b) separation of the original signal from its echo.

f  {log [t/(/)j}= F (log  [F(/)]}+F{log [Y(f)]}. (A.22)

A .6.4 The complex cepstrum

Expressing eqn. (A. 13) in exponential form :

Fx( f ) = A ( f ) e W \
Taking the logarithm:

£-(/)= In A(f)+j<P(f),

from which the complex cepstrum K(t)  may be defined a s ;

K( t )= F- ' {L(f ) } .  (A.23)



A .6.5 Cross correlation and spectrum

The cross correlation function describes the correlation between two functions 
in terms of the time shifting between them.

(a) The cross correlation off j f )  and f y(t) is :
T /2

R vy(T)= lim ~  f  f x(t)fy(t+T)dt.  (A.24)
T-+-00 -L J 

- T/2

If the value of Rxy is divided by / Rxx(0)Ryy(0), the normalized cross correlation 
is obtained. When f x(f)=fy(t), Rxy(i) gives the autocorrelation function.

(b) The cross spectrum off x{t) and f y(t) can be obtained as the Fourier transform 
of the cross correlation Rxy. It is denoted Fxy( f ) .  The cross spectrum is normally 
a complex function whose real part is called cospectrum, and imaginary part, 
quadspectrum.

The cross spectrum can be produced from the Fourier transforms of f x(t) and

m  35 Wdl: Fxy(f)=F'x(f)Fy(f),  (A.25)

where Fx*(f)  is the complex conjugate of Fx(f).
It can be seen that Fxy( f )  is identical with the power spectrum when Fy( f ) —Fx( f)  
Of course, the cross correlation can be obtained by the inverse Fourier trans­

formation of the cross spectrum. Note that these procedures are applicable to 
transient signals, in which case the dimension of the cross spectrum is power 
rather than energy and the factor 1/T is also redundant.

Applications :

(a) cross correlation
— to determine the degree to which the measured signal originates from the 

suspected source and how long its delay is in time,
— to detect the presence of a signal (not only periodic) against a very strong 

background noise,
(b) cross spectrum
— to determine the transfer function,
— to determine the frequency-dependent time delay (phase shift).

A.6 Applied digital analysis 321
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A.6.6 The transfer function

The transfer function of a tested system is the ratio of the Fourier transforms of 
the input and output signals as a function of tim e:

Нху(Г)^ Ш ’ (A-26)
where Fy( f )  — the Fourier transform of the output signal,

Fx( f )  — the Fourier transform of the input signal.

Multiplying the denominator and the numerator by Fx ( /) :

и  ( n - FA f ) F*x(f) = FM  
■J) Fx(f)F*(f) F J J )  '

(A.27)

We have found here that the transfer function is equal to the cross spectrum of 
the input and output signals divided by the power spectrum of the input signal.

Applications:

(a) Determination of the mechanical impedance of a mechanical system. If 
f x{t) is the acting force and f y{t) is the velocity due to the force, then Hxy( f )  is the 
inverse of the mechanical impedance of the system.

(b) Analysis of systems by modelling.
(c) Elimination of the effect of the transmission system from the output signal.
(d) Determination of the output signal of a system with the knowledge of the 

input signal and the transfer function by the inverse Fourier transformation of
w > -

A.6.7 Coherence

If we cannot be sure that the output signal f y(t) of a system is produced by the 
suspected input signal f x{t), then it is practical to calculate the coherence of the 
signals which, by definition, is found a s :

VxyU)^  Fl ( f ) F yyl f )  ’ (A'28)

where Fxy( f ) is the cross spectrum determined as the average of several measure­
ments, as for the power spectra Fxx( f )  and Fyy(f) .  As a first approximation, the 
coherence is always unity if f x(t) and f y(t) really correspond to each other, since:

FJ f ) =  FXf)Fy( f)=  I Fx( f )  I\Fy( f ) \Vy- Vx (A .29)
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l ^ / / ) l 2= I W ) l 2I W ) l 2 , (A.30)

and moreover:
F J f ) = \ F x( f )\2 a n d  Fyy( f )= \Fy(f)\2,

from which:
1 ^ ( / ) |2= ^ л ( / ) ^ ( / ) - (A.31)

Under the influence of strong noise or foreign signal, the coherence is always 
smaller than 1.

Applications:

(a) Checking the correctness of the cross spectrum and the transfer function. 
If they are correct, the coherence is 1.

(b) Approximative identification of noise sources by total output noise analysis 
of the system.

A .7 Several applied concepts of mathematical statistics

In the field of vibroacoustic signal measurement, methods of mathematical 
statistics can be very useful. One of the physical parameters of the continuously 
varying noise, e.g., the sound pressure level, is considered as a one-dimensional 
random variable characterized by a density function f ( x ) or a distribution function 
F(x). Since the density function and the distribution function are normally not 
known, they must be determined by measurement.

It is assumed that any sample of the elements L t, L 2, . . . ,  L n, obtained by sound 
pressure level measurements is a result of n independent measurements. In this 
case, the independent quantities, L t, L 2, . . . ,  L n can be considered as random 
variables with the same density function. The empirical distribution function of 
this sample, F(L), is a non-decreasing step function for which F(— °°)=0 and 
F(+  °°)=1.

The empirical distribution function roughly gives the probability that a given 
element of the sample is smaller than, or equal to, the argument of the function. 
If the number of elements in the sample is increased, the empirical distribution 
function approximates the theoretical distribution function better and better.

In acoustic measurements, instead of the mathematical distribution function, 
the function 1 — F(L) is in general use. The value of this function means the 
probability that the measured sound pressure level is higher than L. From the 
measured data, this so-called integral distribution function can easily be deter­
mined. If  the number of measurements is known in advance, we can calculate the 
points of the integral distribution function by checking for each value of L  the
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percentage of the results higher than L. The curve obtained is similar to that shown 
in Fig. A. 18a.

The amplitude distribution of the noise can be characterized quite well by 
means of the integral distribution function. If we find the sound pressure level 
Ln that corresponds to N  percent on the curve, various statistical parameters of

Fig. A. 18. (a) Distribution function, (b) density function

the sample are obtained depending on the value of N. For example, Lso, called 
the sample mean or median, gives the average sound pressure level (from ex­
perience, the symmetry of the density function about the median can be assumed 
in most cases). Lyy, compared with which 99 percent of the elements are higher, 
can be considered as background noise, while £,,, by a statistical interpretation, is 
the maximum level of the signal segment tested. The variation of the signal, that 
is, the fluctuation of its amplitude, in usually characterized by the difference 
L l0—L90. These quantities are especially important in the calculation of the so- 
called perceived noise level.

The derivative of the distribution function is the density function or the differen­
tial distribution function. The value o f/(L ) dL is the probability that the result
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of the sound pressure level measurement will fall in the dL  interval about L. The 
shape of the density function is similar to the curve shown in Fig. A. 18b, but the 
density function is very seldom used directly as a characteristic feature in acoustic 
measurement. The instruments which carry out the statistical analysis, however, 
measure the density function and derive the distribution function from it.
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T h e  a u t h o r s  h a v e  w r i t t e n  a s y s t e m a t i c  s t u d y  s u m m a r i z i n g  all t h e  
k n o w l e d g e  s o  fa r  a v a i l a b l e  a b o u t  t h e  v i b r o a c o u s t i c  e f f e c t s  a c c o m p a ­
n y in g  t h e  f u n d a m e n t a l  e n e r g y  c o n v e r s i o n  o f  e lec t r ic a l  m a c h i n e s .

B e g i n n i n g  w i t h  a d i s c u s s i o n  o f  t h e  n o i s e  g e n e r a t i o n  in t h e  m a c h i n e s  
a n d  a d e t a i l e d  f ield a n a l y s i s  u s e d  in t h e  c o m p u t a t i o n  o f  t h e  n o i s e  of  
e l e c t r o m a g n e t i c  o r ig in  in ro t a t i n g  e lec t r ica l  m a c h i n e s ,  t h e  a u t h o r s  
t h e n  e x p a n d  t h e  i n v e s t i g a t i o n  t o  t h e  n o i s e  o f  in v e r t e r - f e d  a s y n c h r o ­
n o u s  m o t o r s  a n d  t o  t h e  i n f l u e n c e  o f  t h e  l o a d i n g .  In a d d i t i o n  t h e  b o o k  
d e a l s  w i t h  t h e  n o i s e  o f  t r a n s f o r m e r s  a n d  h ig h  v o l t a g e  p o w e r  l ines ,  a n d  
d e m o n s t r a t e s  t h e  t h e o r y  a n d  d i f f e r e n t  p ra c t ica l  m e t h o d s  o f  t h e  n o i s e  
a n d  v i b r a t i o n  r e d u c t i o n  a s  well .

T h e  s e c o n d  p a r t  o f  t h e  b o o k  is d e v o t e d  t o  t h e  v i b r o a c o u s t i c a l  m e a -  
s u r e m e f i t s .  B e s i d e  t h e  c la ss i ca l  n o i s e  m e a s u r e m e n t s  c a r r i e d  o u t  in 
s t e a d y - s t a t e  c o n d i t i o n  o f  t h e  i n v e s t i g a t e d  m a c h i n e ,  t h e  a u t h o r s  p r e ­
s e n t  p r ac t ica l  a n a l o g u e  a n d  digi ta l  m e t h o d s  f o r  m e a s u r i n g  t h e  n o i s e  
c h a r a c t e r i s t i c s  o f  t h e  m a c h i n e s  in t r a n s i e n t  m o d e  o f  o p e r a t i o n  a n d  at  
im p u ls iv e - l i k e  n o i s e  p h e n o m e n a .

W ith  i n t e r n a t i o n a l  t r a d e  in m i n d  t h e  a u t h o r s  a l s o  p r o v i d e  t h e  crit ical  
r e v i e w  of i n t e r n a t i o n a l  s t a n d a r d s  o n  n o i s e  a n d  v i b r a t i o n  m e a s u r e ­
m e n t s  a n d  e v a l u a t i o n ,  t o g e t h e r  w i t h  t h e  n e w l y  d e v e l o p e d  m e t h o d s  
b e i n g  in s t a t u s  o f  d r a f t  p r o p o s a l .

T h e  b o o k  is i n t e n d e d  t o  a s s i s t  d e s i g n e r s ,  e n g i n e e r s ,  sc ien t i f ic  
w o r k e r s ,  s t u d e n t s  a n d  t e c h n i c i a n s  by  e x t e n d i n g  t h e i r  k n o w l e d g e  o f  t h e  
v i b r a t i o n  a n d  n o i s e  o f  e lec t r ica l  m a c h i n e s ,  a n d  o f  p r o b l e m s  r e l a t e d  to  
t h e  e x p e r i m e n t a l  i n v e s t i g a t i o n  o f  v i b r o a c o u s t i c  c h a r a c t e r  o f  m a c h i n e s  
g e n e r a l l y .

.
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